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Abstract

We consider a stochastic individual-based population model with competition, trait-
structure affecting reproduction and survival, and changing environment. The changes
of traits are described by jump processes, and the dynamics can be approximated in
large population by a non-linear PDE with a non-local mutation operator. Using the
fact that this PDE admits a non-trivial stationary solution, we can approximate the
non-linear stochastic population process by a linear birth-death process where the
interactions are frozen, as long as the population remains close to this equilibrium.
This allows us to derive, when the population is large, the equation satisfied by the
ancestral lineage of an individual uniformly sampled at a fixed time 7', which is the
path constituted of the traits of the ancestors of this individual in past times ¢t < T'.
This process is a time inhomogeneous Markov process, but we show that the time
reversal of this process possesses a very simple structure (e.g. time-homogeneous and
independent of T'). This extends recent results where the authors studied a similar
model with a Laplacian operator but where the methods essentially relied on the
Gaussian nature of the mutations.
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Time reversal of spinal processes

1 Introduction

We are interested in describing the ancestry of an individual sampled from a trait-
structured population whose dynamics is ruled by births, deaths, mutations and environ-
mental changes. More precisely, we consider as a toy model a stochastic individual-based
population model in continuous time, with variable size, and in which each individual is
characterized by its own trait x which is interpreted here as its fitness. For simplicity, the
trait = is considered to be real-valued. This trait can change through time (by mutations
occurring continuously in time). The case where it is driven by a Brownian motion
has been considered in a previous paper by the authors [4]. Here, we are interested
in a non-local mutation kernel. Computations exploiting the Gaussian nature of the
mutations cannot be used anymore. We base our work on duality properties satisfied by
the semi-groups and generators underlying the mutations and environmental changes.

The interest in ancestries and phylogenies (the trait values of ancestors of the popula-
tion) has developed in recent years as the phylogenies provide a new understanding for
the evolution of the biodiversity in response to the ecological dynamics or environmental
changes (e.g. [30]).

We will be interested in large population limits and the model is parameterized by
an integer K (think of the carrying capacity for instance) that we will let go to infinity.
The size of the population is then N/ at time ¢ > 0. An individual of trait 2 € R gives
birth to a new individual of same trait at rate b(z) and dies at the rate d(z) + NX /K.
In the death rate, the term d(x) corresponds to the natural death to which is added a
competition term expressing the additional death rate exerted by the interaction with
the other individuals in the population. Here, this competition is assumed of logistic type,
i.e. it is proportional to the size NX and does not account for the whole trait distribution.
During their life, the trait of an individual mutates according to a kernel ym(z, y)dy
and experiences a linear drift with environmental velocity p € R due to environmental
changes (see [4] for details). We assume that v > 0 is the jump rate and that m(x, y)dy is
the probability measure describing the jumps (assumed to be absolutely continuous with
respect to the Lebesgue measure, for the sake of simplicity).

Individual labels can be chosen in the Ulam-Harris-Neveu set Z = U,,enIN” (e.g. see
[23]) where offspring labels are obtained by concatenating the label of their parent with
their ranks among their siblings. This set is endowed with a partial order <, where
i < j if there exists i’ € Z so that j is the concatenation of the chains of integers ¢ and
i’. We denote by V, C T the set of labels of individuals alive at time ¢ (implying that
NE = Card(V}X)) and by X] the trait of the i-th individual at this time. The lineage of
the individual i € V;¥ consists in the path defined from [0, t] to R and that associates to
s the trait of the closest ancestor to i living at time s, and that we will denote by X¢.
Such path is cadlag because of the mutation kernel and can be extended to a function of
the Skorokhod space D = D(R.,R) by setting it to the constant value equal to X; for
times s > t. Also, we will say that this path (X}, > 0) is ‘forward in time’, in opposition
to the ancestral path (X%._,,t € [0,7]) of an individual i € VX for a given T > 0 that is
considered in ‘backward in time’. The set of all lineages for living individuals at time ¢
can be represented by the following point measure on D:

1
HtK = ? Z 5(X;/\t* s€ER4 )" (11)

ieVK

Denoting by M (D) the set of finite measures on D(R,R), the process (H/);~¢ is a
cadlag process of D(R., M (D)) which is the historical particle system, following the
terminology and concept introduced by Dawson Perkins [11, 31], Dynkin [14] (see also
[10, 18]). The spaces D and D(R., M¢(ID)) are equipped with the Skorokhod topology
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and M (D) is equipped with the topology of weak convergence (see e.g. [2]). Méléard
and Tran [27] and Kliem [22] have studied limits of this process under a diffusive scaling
when K — +4o00. In a recent work [4], we have studied a similar historical process in
large population, without rescaling of time and with particles undergoing Brownian
motion. We obtained the distribution, backward in time, of a typical ancestral lineage
(the lineage of an individual ¢ € V{( sampled uniformly among the population living at
time T'), using extensively explicit computation based on Brownian properties. In the
present paper, we extend these results to the case where the motion is a drifted jump
process with generator:

Lpla) = p 0.pl) + 7 [ (p(0) ~ (o) mla,)dy, (1:2)
R

where 7, p and m(z, y) have been introduced above. The jump part corresponds to muta-

tions and the drift part corresponds to the environmental changes. Given a collection of

independent Poisson point measures (Q*(ds, dy,df),i € Z) on Ry x R x R, with common

intensity measure the Lebesgue measure, the trait dynamics X* of individual i solves:

t
Xy =X5+pt+ Z/O /}R/R Tgjmi(s), o<am(xi oy (v — Xe )@ (ds,dy,df),  (1.3)
+

JE€T

where i(s) = max-{j € VX, j < i} denotes the index of the most recent ancestor of i
living at time s.
The process (ZX)er . corresponding to the trait distribution of the living individuals
at time ¢ > 0, )
Z{(dx) = 2= Y dx;(da), (1.4)

ieVi

converges in the limit X — +o00 in D(R4, M;(R)) to the solution of the following partial
differential equation (PDE):

Oufulx) = —p Bufulz) + /R (W) — ful@)) my, z)dy + <h<x> - /R ft(y)dy) fi(x), (1.5)

where
h(z) = b(z) — d(x)

is the natural growth rate. In [4], the surprising result is that the random ancestral
lineage, when reversed in time, becomes a simple Ornstein-Uhlenbeck process whose
laws is time homogeneous and independent of 7. This phenomenon is unusual in the
setting of spinal processes theory since, in general, processes both dependent in time and
T arise. Unfortunately, the method developed there essentially relies on the Brownian
nature of the particles’ motions and the quadratic term in the death rate as this allows
many explicit computations. This raises the question of whether the simplicity of the
time-reversed spinal process is due to the particular context of [4].

The results of the present paper extend the ones of [4] in several directions as we do
not require the particles’ motions to be of Brownian type and the death-rate to include
a quadratic term. More importantly, the method developed in the article is far more
robust to other extensions (for instance replacing the jump operator by a jump-diffusion
operator). The generator of the ancestral path of the randomly chosen individual (in
forward time) can be obtained by following the work of Marguet [26] and other earlier
works (see also [4, 6] and notably [20, 19] for the Feynmann-Kac formula for branching
processes): this path is a Markov process inhomogeneous in time. The time-reversal
of this process is obtained by following techniques developped by Chung and Walsh,
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Nagasawa, Reinhard and Roynette [28, 29, 5, 35, 32] (see also Dellacherie-Meyer [13])
and we will see that it is a homogeneous Markov process. These techniques are based
on a duality theory for semigroups which are particularly well-suited in our context as
many-to-one formulas express an intrinsic duality structure within branching processes.

Informally speaking, we prove the following theorem which characterizes the law of
the time reversed spinal process. This result is made more precise in Theorem 4.2.

Theorem 1.1. Assuming that the initial trait distribution Zé( of the population converges
to the stationary solution F(x)dx of (1.5), the process describing, backward in time, the
lineage of an individual sampled in the living population at time T' > 0 converges, when
K — +o0, to a time homogeneous Markov process Y whose law is independent of T' and
characterized by its semigroup (PF); acting on any bounded measurable function :

1~
Pl = 2P (Fy) (1.6)

where 135‘ is defined by

Bro(a) = B, {exp ( / ()~ ) ds) @(XE‘)] ,

with X* a Markov process whose generator is the formal adjoint L* of L and A =
Jg F(x) dz.

In terms of generator, this says that the time reversed process Y% of the spinal
process Y has the infinitesimal generator (see Proposition 4.4) given by
_L'(Fp)(x) F(y)

L (@) = o) = =+ [ (o) = o) 5 mls. )y

LR(,O.’L‘

whenever this makes sense. We can see, as in the Gaussian case developed in [4],
that the ancestral lineage of a typical individual backward in time has a very simple
dynamics: here, the jump measure is biased according to the stationary distribution F'.
Notice that the expressions (1.6) and (1.7) also hold in the Gaussian case. In fact, these
expressions are quite general and could be generalized to mutation mechanisms other
than the Gaussian setting or the case considered here, provided we can prove that the
PDE associated with the large population approximation of the trait distribution (see
here (1.5)) admits a unique stationary measure F'.

In a recent work [16], the semigroup PZE is introduced and justified from a macro-
scopic point of view using the so-called neutral fractions that have been introduced
by [33] to keep track of ancestries in PDEs that describe macroscopic populations.
The present work provides a rigorous mathematical justification of these semi-groups
grounded on an individual-based model and a time inversion of the typical ancestral line.

The article is organized as follows. Section 2 aims to describe the setting of this work:
Section 2.1 introduces the process describing the motion of the trait of the individuals
and its dual process which plays an important role in the following. Section 2.2 provides
the deterministic equations approximating the dynamics of Z%X and H%, and whose
stationary solutions are studied in Section 2.4. These stationary solutions are central in
our approach. Indeed, using these solutions as limiting initial conditions for the historical
process allows its approximation by a linear branching process. The coupling of the
processes ZX and HX with linear births and deaths processes ZX and HX is presented
in Section 2.5. For the processes HE, the branching property holds and we can use
many-to-one formulas to obtain asymptotic representations of the ancestral lineages. In
Section 3, the spine of HK, i.e. the ancestral lineage of a typical individual chosen at
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Figure 1: Ancestral lineages of the living individuals at two different times, in black. The
sampling time is represented by the vertical line. In gray, all the individuals that have
lived are pictured, which allows to show the traits occupied by past lost lineages.

time 7, is studied and in particular its time reversal (Section 3.2.2). We then conclude in
Section 4 and (1.7) is established.

Notations: In the sequel, we will denote by I.>° = IL*°(R) the set of measurable
bounded functions on R and by I.! = IL'(R) the set of functions that are integrable with
respect to the Lebesgue measure on R. C, = C,(R) C L*®(R) is the set of bounded
continuous functions and C} = C}(R) the subset of bounded differentiable functions
such that the derivative f’ € (. From now, for any two measurable functions f and g,
(f,g) stands for [, f(x)g(z) dz whenever this last expression makes sense. Similarly,
for a finite measure ;. and a measurable function f, (u, f) = [ f(2)u(dz) whenever this
integral is well defined.

2 Models and settings

2.1 Individual based model and hypotheses

Recall that the population at time ¢ can be represented by the point measure ZtK
defined in (1.4) and that the ancestries of the living individuals at time ¢ are given by
HtK defined in (1.1). The trait of an individual evolves during its life according to the
drifted jump process with generator L defined in (1.2). We will denote by (X;);cr, the
Markov process with infinitesimal generator (L, D(L)), with C}f C D(L).

Before going further let us precise the hypotheses that we need and that will be
assumed satisfied throughout this work.

Assumptions (H)

(@) (z,A) € R x B(R) — [, m(x,y)dy is weakly continuous in the first variable and
satisfies
3e > 0,60 > 0,Vz € R, m(z,y) > kol (g—c z4c)(Y)
(b) h is continuous, h(0) > 0 and there exists ¢ € R such that Vz € R, h(z) < ¢, and
limg 4o h(2z) = —00.
(c) There exist ¢ > 1 and ¢ > 0 such that for all |z| > xg, h(z) < —|x|?, and

sup/ y*m(x,y)dy < +oo. (2.1)
reRJR
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(d) Vy € R, jiRm(x,y) de=1= f]R m(y,x) dz.

Let us comment on these assumptions. Assumptions (H.a)—(H.b) are meant to provide
the existence and uniqueness of a non-trivial stationary solution to Equation (1.5). These
are borrowed from [7] where Cloez and Gabriel studied a related eigen-problem. The
first part of Assumption (H.a) and Assumption (H.c) are made to prove the convergence
of the particle systems Z K to the limiting PDE (1.5) (see the hypothesis of Theorem 2.2).
Assumption (H.c) is not so restrictive, as shown in the following examples, and could
be easily changed for other growth rates h provided that (H.b) holds. Whether (H.a)
and (H.b) can be further weakened is a difficult problem (see [7, 9]). Assumption (H.d)
allows us to give a simple and straightforward definition of the dual process of X. Our
work can be extended to the case where fr{ (z,y)dx < +oo provided we add the correct
renormalizations. These hypotheses can certainly be weakened as the adjoint process
always exists [13], but we choose to use these assumptions as a trade-off between
simplicity and generality.

Example 2.1. 1. In [4], the following birth and death rates are used b(z) = 1, d(z) =
x2/2, so that h(z) = 1 — 22/2 satisfies (H.b) and (H.c). The assumption (H.c) is satisfied
provided

sup/ yrm(z,y)dy < +oo.

z€R JR
2. The case of a convolution operator, i.e. where m(z,y) = m(x — y) for some continuous
probability density m satisfying m(0) > 0 and (2.1), also enters the Assumptions (H).

For instance, a Gaussian mutation kernel and a polynomial growth rate h satisfy these
assumptions.

2.2 Limiting PDE

Let T' > 0. The processes (ZtK )te[o,T] are solutions of stochastic differential equations
driven by Poisson point measures (see Appendix A). In this section, we study their
asymptotic behavior when K — +o0, assuming that the initial conditions Z¥ converge
to a non-trivial measure &, assumed to be deterministic for sake of simplicity. The
dynamics of measures is described with respect to test functions: for finite measures
on R, such as the Z/’s, we consider ¢ € C}(R) which is a dense space of C,(R) for the
uniform norm.

Theorem 2.2. Assume that the hypotheses (H) are satisfied. Let us assume that the
initial conditions (Z¥ (dx))x satisfy, for some € > 0, that

sup B((Z{,1)>7¢) < +o0 and sup B((Z{, 22)1¢) < 400, (2.2)
KelN* KeN*

and that the sequence (ZE (dx))x converges in probability (and weakly as measures)
to the deterministic finite measure &y(dx). Let T > 0 be given. Then the sequence of
processes (Z{)co,r) converges in I%, in D([0,T], M;(R)) to a deterministic continuous
function (&t)epo,r) of C([0,T], M;(RR)) that is the unique solution of the weak equation:
Vi € CL(R),

() = (€0 / / ((h(2) = (1)) o) + Lp(@)} E(dn)ds.  (2.3)
More precisely:
Iggr;OE(supKZf{»so) (o)) =0. (2.4)

Moreover, we have that sup,c ) (&,1+ 2?) < +o0.
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Idea of the proof: The proof is standard in the same spirit as [17, 24, 34] or [4]. In
particular, under the assumptions (2.2) a direct adaptation of Lemma B.1 in [4] gives

sup E( sup (ZK, 1)*7) < +o0 and sup E( sup (ZK, x2q>1+5/2) < +o0.
KelN* te[0,T] KeN* te[0,T)
(2.5)
Theorem 2.2 follows classically. We refer to Theorem 2.2 and Proposition 3.4 of [4]
for a proof. Notice that (2.2) could be weakened if one can ensure that this implies

sup E( sup <ZtK,|h|2>1+6/2) < 4o00.
KelN* te[0,T]

The more general Assumption (2.2) is made because we stick here with a general
growth rate h satisfying (H.c). Particular cases where h is explicit and differentiable can
be treated directly.

2.3 Duality properties for the infinitesimal generator and the transition semi-
group of the underlying path process

Before considering the stationary solutions of PDE (2.3) and the ancestral path of
an individual chosen at random in the population at a given time 7' > 0, we study the
stochastic process (X;):>o describing the change in time of the trait of a given individual
with initial value z € R. The process (X;);>o follows the stochastic differential equation

t
X, =x+ pt + / / / (y — X ) p<ym(x. ) Q(ds,do, dy), (2.6)
0o Jry /R

where () is a Poisson point measure on R x R x R with intensity the Lebesgue measure.
We define on the same probability space the stochastic process (X;);>¢ as solution of

t
X! :x—pt—i—/ / /(y—X;kf)]lggvm(%X; yQ(ds, do, dy). (2.7)
0 JR: JR -

Note that the transport terms are opposite and that the jump kernels are dual in some
L!-setting. These processes are both Markov processes, with transition semigroups
respectively (P;,t > 0) and (P;,t > 0). For bounded and measurable functions f, they
are given by

Pif(x) =E.(f(Xy)), and  Pff(x) =B, (f(X])). (2.8)

The number of jumps of the process X* between 0 and ¢ follows a Poisson distribution of
parameter v. Conditionally on this number, the jump times are distributed as the order
statistic of a vector of independent uniform random variables on [0, ¢]. Summing over
these jumps, we can write

\ ) - ()"
P f(x) =B, (f(X])) =e " Z TE(f(az —pt+ Ui +...+Uy)), (2.9)
k>0
where Uy, ..., U are the jump steps of the k£ jumps (whose laws depend on ).

The aim of this part is to prove the following theorem.

Theorem 2.3. We can extend P and P* respectively to L>° and I.'. They satisfy the
duality relation

(Pf,q) = (f, Pg), VielL>®, gelk. (2.10)
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The proof will be deduced from a succession of lemmas and remarks.

Using Ito’s formula for jump processes with drift [21, Th. 5.1, page 66], it is easy to
prove that the domain of the infinitesimal generators of X and X* contains at least the
functions of C,}. Further, we have that for f € C’l}, g€ C’Z},

Lfz) = p f'(x) +1 /R (f(y) — f()) m(z,y)dy, (2.11)
and
L*g(z) = —p g'(2) +7/R(g(y) — g(x)) m(y, z)dy. (2.12)

Using the integration by parts formula allows to prove easily that these generators
are in duality for functions of C,}. We easily extend L* to the functions of IL'.

Lemma 2.4. The generator L* can been extended in such a way that L and L* are in
duality as follows: for f € C} and g € L},

(Lf,g) = (f,L"g). (2.13)

Proof. By integration by part, the generator L is associated to the adjoint L’ by the
following relation: for any f € C} and g € L, (Lf, g) = (f,Lg), with

L'g(z) = —p a%g(w) + W/R(g(y) —g(x)) m(y,z)dy

where % g is understood in the distribution sense. Indeed since g € IL!, it converges to 0
at infinity. In particular L’ and L* coincide on C} and we will keep the notation L* for
the operator defined on IL!. O

Let us now prove Theorem 2.3.

Proof of Theorem 2.3. We proceed in two steps. First, we define the adjoint P/ of P,
and then we prove that it is P/.

Step 1: Fort > 0, the semigroup P; defines an operator from IL.*° into IL*°. It is
known (e.g. [3, IV.3.C page 65]) that the dual of IL.*° is strictly larger (for the inclusion)
than IL!. Let P/ be the adjoint of P, on the dual space (L.>°)" of I.>°. The domain of P/ is

D(P;) :={p € (L>), 3 =0, Vf € L=, |(u, Pif)| < c[[ flloc}-

Since for any g € L', (g, P.f)] < |lgll1]|f]lo, We see that L' C D(P/) and P/g is well
defined. For any f € IL*°,

Choosing f = sign(P/g), we obtain that

/R \Plg(a)| dz = (P}, g) < llglh. 2.14)

so that P/g € L' and |||P/||] < 1.

Step 2: Now, our purpose is to prove that P/ = P} where P; has been defined
in (2.8). Let us first prove that P/ sends I.! to I.'. Let g € I!. From (2.9), we can write
that

/ |Prg(a)|de = / B (9(X7))ldo
R R

£k
k>0
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To simplify notation, let us consider the case of one jump. Using the fact that, condi-
tionally on the number of jumps in the time interval [0, ¢], the jump times are uniformly
distributed on [0, ¢], we obtain

/}R\Em(g@mwl))]dz/R]i/ot/mg<yp<tt1>>m<y,xpt1>dydt1\dx
1/Ot/R(g(y—p(t—tl))’(/Rm(y,m—pt1)d:v> dy dt,
1/()t/]R(g(y—p(t—t1))’dydt1

g1l

IN

IA

IA

where we have used Assumption (H.d), i.e. that f]R m(y,z)dz = 1. The same estimate can
be obtained for the other terms [, |E,(g(z — pt + U1 + ... + Uy))| dz, which implies that

1579l < gl
so that |||P}||] < 1.

Step 3: Let us now consider f € C}, g € L' N C} and ¢ > 0. We define the function
p(z,s) = gl — p(t — s)). To ease the following computation, let us give a name to the
jump operator in L* (2.12):

Jg(x) = V/R (9(y) — g(@))m(y, x)dy.
It is easy to prove using (H.d) that if g € I}, then Jg € I.' and

17gll1 < 2v]lgll1-

On the one side, P} g(z) = E,(9(X})) = B, (¢(X7,t)), and using Itd’s formula:
¢
E (X7 0) =g(a — pt) + | Ea(L70l8)(X2) + pg (X2 = e = ) ds
0

=g(x — pt) —|—/0 P (Jp(.,8))(z)ds. (2.15)

On the other side, using the definition of P}, (f, P/g) = (P.f,g). Our purpose is to
develop the right hand side to have an expression similar to (2.15). Let us introduce
¥(s) = Psf(x)g(x — p(t — s)). Notice that P, f(z)g(x) = v (t). By the Kolmogorov formula:

Puf(a) = f(a) + / LP.f(x) ds, (2.16)

0

and the fact that g(z) = g(z — pt) + fot pg'(x — p(t — s)) ds, we obtain:

(Pf,9) /f g(x — pt)d

/ / L f(@)g(e — plt — ) + pPuf (2) (2 — plt — 5)) ) d dis

/f x—ptdx+//Pf J(L*e(.,8)(x) + pg' (@ — p(t — 5)))dx ds
:/Rf(x)g(x —pt)dx—l—/o /Rf(x)P;(Jcp(.,s))(x)dx ds. (2.17)
EJP 28 (2023), paper 32. https://www.imstat.org/ejp
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Using (2.15), and since (2.17) holds for every f € C’bl, we obtain for almost every z,
t
Proe) =gl — o)+ [ P (J6(.9) (o) ds
0

Plg(z) =g(z — pt) +/0 Py(Je(.,5))(2) ds.

From this, we deduce that:
nﬂg—awm:[Jﬂmm—mem|m

t

§/0 /]RIP;(Jap(.,s))(x) - P (Jcp(., s))(x)| dz ds
t

séma—mmwwwmw
t

g/mm&—ﬁmmmw (2.18)
0

This implies that
t
MH—HMS%AMﬂ—Emm

Now applying Gronwall’s inequality, we have that |||P/ — P;*||| = 0. As a consequence, we
have for all f € C} and all g € L' N C} that:

It is now standard to extend this identity to f € L™ and g € L'. The theorem is
proved. O

2.4 Duality and stationary solution of the limiting PDE

First, we start with a sufficient condition ensuring that the solution of the limiting
PDE (2.3) is a function £ whose values &; are absolutely continuous measures with
respect to the Lebesgue measure on R. Exploiting the duality relations, we show that
the densities f; of the measures &; solve a PDE with L*.

Proposition 2.5. If the measure &, admits a non negative density f, with respect to the
Lebesgue measure on R, then so does ; for allt > 0. The densities f; fort > 0 define a
solution in C([0,T], L*(R)) of:

aﬁu>zrmm+(mw4ﬁ@m@ﬁw> (2.20)

Proof. The idea of the proof is the following: if (2.20) possesses a solution f; in
C([0,T],L'), then f,(x)dx is solution of (2.3), and the identification & = f;(z)dz fol-
lows from the uniqueness of the solution of (2.3). Thus, we only have to prove that (2.20)
possesses a solution with initial condition f;. To prove this, we follow closely the
computation in [15]. The proof is detailed in Appendix C. O

If F is a non-negative stationary solution of (2.3) in IL!, it satisfies
L*F 4+ hF = \F,
with A = [ F(z) dz. Thus, F' is an eigenvector of the operator L* + h. Reciprocally, we

can state the following result.
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Proposition 2.6. Under the assumptions (H.a) and (H.b), there exists a unique (up
to a multiplicative constant) positive eigenvector G € L*(R) for L* + h associated to
an eigenvalue \. If ) is positive, then, F = AG/||G||, is the unique non-trivial positive
stationary solution to (2.3).

Proof. Existence and uniqueness of a positive eigenvector GG have been proven by Cloez
and Gabriel [7]. The positiveness of the eigenvalue A associated with the non-negative
eigenvector is not stated in the result of [7]. If A > 0, the stationary solution of (2.3)
can be obtained by defining F' = AG/||G||:: we have that |F'||; = A and by linearity
L*F + hF = \F. O

In the Gaussian case [4], the condition for the positiveness of A could be expressed in
terms of the model parameters. This was feasible as the stationary distribution F' was
an explicit Gaussian distribution. In the present situation, only sufficient conditions can
be derived such as the one stated in the following lemma.

Lemma 2.7. Assume that in addition to (H.a) and (H.b), there exists x1 > 0 such that
infye(—z,.2,) h(z) > v and that we can choose the constants x,, ¢ and ko such that
vkoe® > 12pz1. Then, X > 0.

2

2
Proof. Following [7], let us consider the function ¢y (z) = (1 — i—z) . We have:
/4

(L + h)yo(z)
x 22
— 15 (1-5) [ 00) — )y + o)
x 22 z) 2\ 2
=_ 4,0? (1 — x2> +’y/ (1 — Zz> m(z,y)dy + (h(;v) — 'y)wo(x) (2.21)
1 1/ + —zy 1

> (h(e) - y)wo(a) — 2 (1—”“"2) oy [ (=) ey (2
1 4 _

7 1 ESUREE

by using Assumption (H.a). Without loss of generality, it can be assumed that 0 < ¢ < ;.
When z € [—z1, 1], the integral in the third term is lower bounded by

ﬁl ufffwzim%fgxuffg+@ffqﬂ+%Qymif+@fifﬂ

—e/x1 Z1 x1 T 1 1
20 &3 et 1¢e° 1e3
“5ad 2l 50 230 (2:22)
1 1 1 1
Gathering (2.21) and (2.22), we obtain that
. 4p x? YKoe>
L+h > f h - ——(1-= )
(L +h)o = :L’E(iral:l,:rl) ()0 = %0 x1 ( x%>+ + 3z?
Under our hypotheses,
4 2 4
P<1fl”2> T (2.23)
T1 €y + I
so that (L + h)vg > Botbo with
Bo = inf  h(x)—vy>0. (2.24)

z€(—z1,21)

It follows from differentiating the semigroup S; associated with L + h acting on Cy(R)
that
St’l/JQ Z ’L/JQ@BOt.
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According to Theorem 4 of [7], it is easy to prove that there exists GG in L' such that
e MShy —— G in LL.
t—o00

Hence, the convergence holds almost everywhere for a subsequence (t;)x>1, implying
that

G > lim tgelPo—Mtx,
t

E—>00

Thus, By — A < 0, which gives the result since 5y > 0. O

It is important to note that F' is also a solution of a linearized version of (2.20)
O fi(x) = L* fi(x) + h*(x) fi (), (2.25)

where
M (x) = h(z) — A (2.26)

Note that this notation »* will be extensively used in what follows.

Let us prove in the next lemma that Assumptions (H.a) to (H.c) ensure that F has a
finite 2g-moment, compatible with the assumptions (2.2) for the initial conditions of the
population process.

Lemma 2.8. Assume (H.a) to (H.c) and assume that A\ > 0. Then, I’ has a finite moment
of order 2q, i.e.

/ 21 F (z) dx < 4o0.
R

Proof. Set, forany z € R and any n € IN,

1
gn(x) = W

n

Note that g,, is non-negative, and that there exists a constant C' € R (that can be chosen
independent of n), such that |¢/,| < Cg,. Obviously, 22?g,, € D(L), which implies that

A(mzqgn,F> = <x2qgn,L*F + hF) = (L(qugn) + hx2qgn,F>.
Hence,
Ma?gn, F) <p(2q|z[*?  gn (), F)+p [(°g), (), F)|+7 maq—7(2*gn (z), F)+ (ha*g,, F)

S/R(\xlg‘f‘lgn(m) (2qp+ || (Cp 4+~ + h(x))) F(z)) dz + ymaq, (2.27)

where

Moy = sup/ y*? m(x,y) dy < +o0,
zeRJR

by Assumption (2.1). Now, using Assumption (H.c), there exists a compact set K of R
such that

(1277 gn(x) (2gp + |2 (Cp + v + h(x))) F(x)) da <0,
R\K

which implies, with the constant ¢ appearing in (H.b):

Ma*Tgn, F) S/ (2 gn (@) 2ap + |2 (Cp + 7 + €)) F(z)) da + yma. (2.28)
K
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Now, Fatou’s lemma and Lebesgue convergence theorem imply that

)\/ 2?1F(z) de <liminf X | 229, (2)F(x) dx
R R

n—-+oo

<timint [ (o' guo) (200 + 2] (Cp+7 +0) Pla) da+ ymay
K

n—-+o0o
z/ (|z]*7! (2gp + |z| (Cp+ v+ ¢)) F(z)) dz +ymag < +00,
K

by (2.1). O

2.5 Coupled population processes

When we start from the initial condition F, the non-linear competition term (&;,1) =
|F|l1 = A remains constant in time. Considering initial conditions close to F' for the
process will lead to non-linear terms close to A. This remark is the basis of the coupling
with two other individual-based random processes (ZtK)t.E]RJr and (fIf()telR+. These
processes are pathwisely defined by similar equations as (A.1) and (A.4) (Appendix A)
for ZK and H¥ but where the non-linear competition term N/ /K has been replaced
by the expected limiting competition rate \. When K tends to infinity and if the initial
conditions of both processes converge to F, then ZX and ZX, and HX and HX will be
close. The next proposition states a precise approximation result linking HX and HEK
when K goes to infinity and Z/¢ converges to F.

Proposition 2.9. Assume that (2.2) holds and that Z({( %) F'. Then for any continu-
—00
ous and bounded function ® on D,

lim E(sup |(HEX, ®) — (HF, ®))?) = 0.
K—+o00 t<T

The proof is similar to the proof of Proposition 3.4 in [4], to which we refer.

The processes 7K and HX are linear birth and death processes and satisfy the
branching property. Therefore, the spinal techniques as developed by [1, 19, 20, 25, 26]
can be used. Note also that it is sufficient to consider the processes started from a
unique individual. In the sequel, we will denote by Z the branching process K ZK started
from a single individual of trait x: ZO = §,, and similarly for H.

3 Linear case : Feynman-Kac formula and spinal process

In this part we only focus on the processes ZK and HX . 1tis possible to summarize
their intensity measures with a single process by mean of many-to-one formulas [26].
We will next use these results to approximate the distribution of a typical lineage for the
original population process.

3.1 Feynman-Kac formula and law of the spinal process
Lemma 3.1. Let ¢ in Cy,(R). Then, for any positive time t, for any x € R, we have

s, [(Z0e)] = B o ( [ 000 as) o] = Pt G.1)

0
where X is the process defined in (2.6).

Proof. Let us give a simple proof based on It6’s formula. Let us first note that, using
Lemma 2.4 and taking expectation in (A.6), the intensity measure of Z;, v(dy) =

Es, [Z(dy)} defined for any ¢ in Cp(R) by

) =B [(20)]

EJP 28 (2023), paper 32. https://www.imstat.org/ejp
Page 13/27


https://doi.org/10.1214/23-EJP911
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Time reversal of spinal processes

is the unique weak solution of

(3.2)

8tyt = L*Vt + hA(QT)Vt(dx),
vy = (51

Uniqueness of such a solution is proven as in Theorem 2.2 (see Th.2.2 in [4]).
Let us now show that the r.h.s. term of (3.1) also satisfies (3.2). Uniqueness will yield
the result. Let  in C}(R). It is known since ¢ is in the extended domain of L that

M, = p(X,) — p(Xo) — / Lo(X,) ds

is a martingale. Thus applying It6’s formula with jumps (e.g. [21, Th.5.1]) to the
semimartingale exp (fg h’\(Xs)ds> ©(Xy), we have

exp </Ot h*(XS)ds) 0(Xt) = o(Xo) + /Ot exp (/0 h’\(Xu)du) dM,

—|—/0texp (/ h’\(Xu)du> Lp(X,) ds+/0t ©(X)hN(X,) exp (/0 hA(Xu)du> ds. (3.3)

0

By Assumption (H.b), the stochastic integral with respect to dM, defines a square
integrable martingale and by taking the expectation, we obtain that

i, foxp ([ 10005 30| = 10
v exp ([ weeaa) oo + e bas.

If we define the measure y; for any test function ¢ € C}(R) by

) = Bz Joun ([ 100005 o)

we obtain from (3.4) that

t
(1es ) = {0z, ) +/0 (s, Ko + Lip)ds.

That proves that the flow (u, ¢ > 0) is a weak solution of (3.2) and the conclusion follows
by uniqueness of Theorem 2.2. O

The previous many-to-one formula characterizes the law of Z;. It can be extended to
the whole trajectory (see [4, 25]).

Lemma 3.2. We have that for T > 0, ® : D([0,7],R) — R a continuous and bounded
function and z € R:

)

Es, [(ET,@} =Es, | Y ®(X, s<T)| =E,
iG‘N/T

exp (/OT M X,) ds) ®(X,, s<T)

(3.5)

where H has been defined at the end of Section 2.5.
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This trajectorial Feynman-Kac formula can be used to characterize the law of an
auxiliary process that will help us to understand the typical lineage later. Let us introduce,
for all x € R and ¢t > 0, the expected population mass, defined by

mi(z) = By, [(Z1,1)] = Bs, [<E, 1>] —-E, [exp </Ot B (X,) dsﬂ . (3.6)

Thus, we use the r.h.s. of (3.5) to define a family of probability measures x2 on D([0, 7], R)

by
T
exp </ M X,) ds) nX_eA] (3.7)
0

for any measurable subset A of D([0,7],R). For a probability measure v, let us also
define

Es, [(ﬁTJlA)] 1

NZ:(A) = s [(ﬁT, 1>] o mr(z)

I,

HI(A) = /R 1T(A) v(dz). (3.8)

Our next proposition characterizes the law of the underlying process (forward in
time).

Proposition 3.3. The distribution pl is the one of a time inhomogeneous Markov
process Y issued from x and with semigroup (P;;):>s>0 given for a bounded continuous
function ¢ by

~

Py(omr_—s)(2)
mr_s(x)

Pyyispla) = (3.9

Proof. Let ¢ be some test function, and assume that s < ¢t are such that s +¢ < T.
Denoting by F = (Fs)s>0 and F' = (F’,)s>0 the natural filtrations associated respectively
with Y and X, our aim is to prove that:

E, [¢(Yirs) | Fo] = Pugis(Ye). (3.10)

Now, for an F;-measurable random variable ¥U(Y,,, u < s), we have

IE[\IJ(Y u < 5)p(Yers)]
b o5 £ o0
[ X, u<s)elo B2 (Xu)du
X E [p(Xppo)els 10 (el X0t 1 ) 7] ]
:#((E)Ex [\II(X“, u < s)elo (X g { (Xpgq)els " 1 (X “mr—(+s) (Xets) |]:;H
:#@)Ew [\II(XU, u < s)eks I,,A(Xu)duﬁt(<p mTft,S)(XS)} .

(3.11)

For the first equality of (3.11), we have used the definition of the distribution u of Y
(see (3.7)). For the third inequality, we have used the Markov property for X at time
t + s with the definition (3.6) of my_ (44, (x). For the fourth inequality, we have used
again the Markov property for X at time s and the definition (3.12) of ﬁt.

Using again the Markov property, we have that

mr—s(X,) = Ex, (e oT’ShVXu')d“) ~-E, (eff P (Xu)du | f;)
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so that the last term of Equation (3.11) gives

1 T P, (pmr_i_s) (X))
E[V(Y,, u< Yiis)] = ——E, |efo MM Xwdug(x, g < 5)=L
[ ( uy > S)(p( t+ )} mT(x) z €70 ( u, U > 8) mTfs(Xs)
P Lis) (Y
=E, |V (Yy, u<s) L (pmri—s) (Vs)
mTfs(sz)
by using again (3.7) for the last equality. O

3.2 Duality properties and time reversal of the process Y

In this section, the purpose is to show that the time-reversal of the process Y is the
homogeneous Markov process as announced in Theorem 1.1. To do so, we use very
general results for time reversal of Markov processes (see [13, Chapter XVIII.46], and
reference therein). We need to prove some duality relations.

3.2.1 Duality between the Feynman-Kac semigroups P and P*

In Lemma 3.1, we have proved that the expectation of the branching process is related to
a (non Markovian) semigroup based on the multiplicative functional exp ( fot PN X,) ds)
which is bounded by e + 1 (Assumption (H.b)). For any function f € IL.>°, we can define

Pf(z)=E, (eXp (/Ot N X,) ds) f(Xt)> , (3.12)

and ||P, floe < (€ 4+ )| Piflloc < (€% +1)||f||o. In an analogous way, we may also define
the Feynman-Kac semigroup associated with the process X*: for any function g € IL*,

Prg(z) = E, (eXp (/Ot PN XE) ds) g(X;)> , (3.13)

1P gl < (e + DI1Pfglh < (e + 1)]g]ls- (3.14)

Remark 3.4. Note that the semigroups ]3t and ]3;‘ are not conservative: for example,
P(z) = my(z), see (3.6). The function h* does not necessarily have constant sign,
but for the constant ¢ defined in Hypothesis (H.b), the rescaled semigroups e Ctﬁt and
*CtP* are sub-Markovian. Hence, in the followmg proof we will work up to this scaling
—¢t, then assuming that the semigroups Pt and P* are sub-Markovian.

and

Let us now prove that the duality relation between P and P* extends to P and P*.
Lemma 3.5. The semigroups P and P* satisfy the duality relation:

(Pf,g) = (f,Pg), V>0, YfelL> gel (3.15)

Proof. For any positive integer n and any = € R, we define h,(z) = h*(z) V (—n). We
consider the sequences of semigroups P" and P*" defined similarly as (3.12) and (3.13)
but using h,, instead of h*.

We now show that for any positive integer n, the semigroups Pn and P*" are in
duality (with respect to the Lebesgue measure).

Let f be a measurable positive and bounded function and ¢ a function in L!. It is
straightforward to check that P and P*n respectively satisfy

P f(x) = /0/135" (hnPi—sf) (x) ds + P.f(x) (3.16)
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and .
Brg(w) = [ B (1aPr%g) (o) s+ Prg(a), (3.17)
0
For instance, the r.h.s of Equation (3.16) rewrites using the Markov property

/Ot E, {exp </0S hn(Xy) du> hn(Xs)Ex, [f(Xt—s)]] ds + E, [f(X,)]
=E, [/Ot hn(Xs) exp (/Os b (Xy) du) ds f(Xt)} +E, [f(Xy)] = PP f ().

Since ﬁt*’"g € L', we can apply [12, Chap IX no 14], to justify the existence of a
sub-Markovian semigroup (@ in duality with P*". Hence, for f € L, g € !, we have

(Qif, g) = (f, PI"g)

from which we deduce, since h,, is bounded, that |||Q;||| < ||hn|lco- Further, we have
¢
@)=t By = [ [P (mPine) @) ds @) do+ (7, o)
0
t -~
— [ ] P (haPig) @) £(@) do ds+ (Pif. )
0 JR
¢
— [Pt P9 ds 4 (RS g)
0

- /0 (Qs(hnPeesf). g) ds+ (P.f, g).

Hence, for Lebesgue almost every x € R, @ f satisfies the equation

Quf(x) = / QulhnPoof)(x) ds + Pof(2).

Finally, using (3.16), we obtain that

Priw) - Quit] < [

P (hnPis) f(@) = Qu(hnPoof)(@)| ds

t t
< / 1122 = Qulll l7nPisflocds < ||hn||oo||fuoo/0 I1P2 = Qlll ds.
Thus, forany ¢t < T, \
127 = Qull < Wl | 1172 = @ull s
and Gronwall’s lemma allows to conclude that for all s <7 and all f € I.*°,
Qsf = Pf.

It follows that the semigroups P" and P*" are in duality. The extension to P and P*
follows from a monotone convergence argument as h,, converges in a monotonous way
to h?. O

3.2.2 Time-reversal of the process Y

The next results are consequences of the duality relationship between P and P*. The
first shows that A\~'m;(z)F(x) is a probability density. The second result determines
the law of Y at any time when this process is started from mqy(z)F(z)dz. This initial
condition will naturally appear in the next section for the non linear problem.
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Lemma 3.6. Let ¢t be a fixed positive time. Then, the function x € R — m(z)F(z) is
positive with

/]Rmt(m)F(x) dx = \.

Proof. Using the duality between ISt and Ist*, we have:
(m, F) = (P1, F) = (1, P F) = (1,F) = A.
The third equality comes from the fact that almost everywhere
P'F=F. (3.18)

Indeed, for any function ¢ € C}, we have:

~

(BrF.¢) = (F, Pg) = /

| B, [(Z0)]| F@)de = Br [(Zop)] = (B0,

by (3.1) and since F' is a stationary distribution for (3.2). O

Proposition 3.7. For any bounded measurable real-valued function ¢ on R, we have

Enrr [o()] = | olamr—i(a)F(o) da.
R

In other words, the law of the process Y; at time t, when the initial condition is A\~ 'm¢F,
is given by \™'mp_(z)F () dx.

Proof. We have that, using Equation (3.9),

Bonr i [p(V0)] = (mrF, ——Pulomn 1)) = (F, Pi(oma ).
my

Now, Lemma 3.5 entails that

(F, Pi(emr—0)) = (P/F, mr_sp),
but ]3t*F = F. This gives the result. O

It remains now to identify the law of the time-reversal of the process Y started from
mrF'. To do this, we use the following lemma obtained by applying [13, Theorem 47] in
our very specific setting. The proof is given in Appendix B.

Lemma 3.8. Let R = (R;); be a positive semigroup which is in duality with a positive
semigroup R* with respect to the Lebesgue measure. Let f : R, x R — R, such that
R fi+s = fs for any non-negative real numbers s and t. Let (Vt)tem be a Markov process
with semigroup given by

1
E Vigs) | Fs) = m—5<Re(fs Vs
(e(Vess) | Fs) XA t(fore0) (Vi)
and a given initial distribution p such that, for any t > 0, the law of V; is absolutely
continuous with respect to the Lebesgue measure with density F' x f;. Then, the time
reversed process at a time T of X is time-homogeneous and has semigroup given by

R (Fp)
© — F .
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We will apply this result stated with general notations, with f;(z) = mpr_i(z), R = P,
and Y in place of V.

Now, Propositions 3.3 and 3.7 together with Lemma 3.5 allow to apply Lemma 3.8 in
our particular situation. This leads to

Corollary 3.9. The time-reversal of the process Y with initial condition mp F' is a Markov
process Y whose semigroup PT acting on bounded measurable functions is given by

Py (pF
PtRSD = #7 Vo € By(R).
Remark 3.10. Let us point out that as ~* may be positive, it is always possible that
exp ( fot N (X,) ds) > 1. However, taking any positive constant C' > ¢— \, we can consider

the process X defined by

X6 = X, if€>t
dif e <,

where 0 is a dummy cemetery state and ¢ is a killing time characterized by

P@>¢|E):@m(1iWMXQ—CO.

Thus, it is easily checked that P, (¢ > T) = e~ “Tmyp(z) and

B, [¢(XC)ler] = CTE, [th) exp ( / WKL) ds) mTt<Xt>} e T By i9) (),

fort <T.
In particular, we have, fort < T

B, [p(X)1esd] _ e “TPimr—ip)(x) _ Pmr_ip) ()
P.(¢>T) e~ Tmyp(z) mp(z)

Hence, the law of X¢ conditioned to ¢ > T is the law of the spinal process and is
independent of C. In that sense, u. can be interpreted as the law of X under P killed
at rate h* and conditioned not to be killed. In addition, since ﬁt*F = F, we have, by
Lemma 3.5, that

E, [p(X{) | €>T) =

Ers [o(F) | € >7) = SRS 2B s ).

Thus, F/) is a quasi-stationary distribution for the killed process (see [8] for a definition).

4 Return to the initial population process

Let T' > 0 be the time at which we consider the population state Z:,If . We want to
characterize the lineage of an individual chosen uniformly in this population of individuals
alive at time 7. Then we associate to a past time ¢ < T, the trait of the most recent
ancestor at this time of the uniformly sampled individual at time 7'. Formally, if U{f isa
uniform random variable on VX, conditionally on H¥, the spinal process Y¥ is defined
by

YA = XU vieo,T],
using the notation in (1.3). In particular, the law of Y ¥ can be characterized with H¥
using

E, [@ (V/X, t€[0,T])] = Es (4.1)

x

(Hf, )
(HT, 1)

with @ : D([0,7],R) — R continuous and bounded.
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Proposition 4.1. Assume that (2.2) holds and that (ZE (dx))x converges in probability
(and weakly as measures) to the deterministic finite measure F(x)dx. Let T > 0 be
given. Then,

\ dz. (4.2)

K—+o00

lim By [@(YS, s <T)] = /Rmf,@

Thus the typical lineage Y¥ is asymptotically distributed as Y started from the biased
initial distribution \™'mr(z)F(x) dx.

Proof. From (4.1), we have:

K K
lim Ezx [@(V, s<T)] = lim Eyx %;(7’@ = lim Eyx 7, @)
K—+o0” 70 ‘ Kotoo 20 | (Hp, 1) | Koee 50 [ (HE 1)
1
5 | (mr@) . 9)) F@) do
=(Hx-1mp > ®)- 4.3)

The second equality can be obtained by using Proposition 2.9 and following the lines
of the proof of Proposition 4.6 in [4] (see [4, Proposition 4.2, Corollary 4.3] for details).
The third equality is a consequence of Theorem 2.2 and (3.7). This gives the announced
result. O

The asymptotic behavior of the time reversal of the spinal process Y ¥ (when K tends
to infinity) is obtained using Lemma 3.8. That is summarized in the following theorem.
We refer to Appendix C (B.1) for a precise definition of the map R that returns time.
Theorem 4.2. Under the Assumptions (H) and (2.2), and if the sequence (Z&)x con-
verges in probability and weakly to the deterministic measure F(z)dz, then we have, for
any bounded measurable function ®,

lim E

K—oco

» {<H§<,@on>

(HE 1) ] =Ep [® (Y, s€[0,7T])] (4.4)

where Y is a Markov process with semigroup given by

P (Fy)
R t
= —2" 4.5
t P F (4.5)
Remark 4.3. Theorem 4.2 says that, considering a random variable UX whose condi-
K
tional distribution with respect to H{f is uniform on qu( , then the process (X (UTTis)J
s € [0,T]) converges in D([0, T],R) to Y started from the initial distribution F.
We can conclude with the computation of the generator L” of the process Y %.

Proposition 4.4. The infinitesimal generator (L%, D(LT)) of the Markov process Y ® is
such that C} C D(L®) and for ¢ € C}, we have

F(y)

Liy(z) = —p¢'(z) +7/ (o(y) = v(2)) m(y, x) dy. (4.6)
R

Proof. The infinitesimal generator of the Markov process Y associated with the semi-

group P! is formally given by

_ L*(Fy)

LR
14 F

+ hro.
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Using (2.12), we obtain for ¢ € C} that

Lp(o) == o)+ | (D 00) — ple))mlya) dy + (= p ) + (o) = V(o)
=—p¢'(z) + V/R (o) — p(2)) %m(y, x) dy

1 /
+ @) (V/R(F(y) — F(z))m(y,x) do — pF'(z) + h(z)F(x) — )\F(m))¢(z)

The parenthesis in the last term of the right hand side equals to L*F'+ hF — A\F = 0 since
F' is an eigenvector of L* + h for the eigenvalue \. This provides the announced (4.6).
The backward ancestral lineage of a typical individual follows the drift p and has biased
jumps with the jump kernel F(y)m(y,x)/F(z). O

A Stochastic differential equations for 7%, ¥ and their couplings

Recall the birth and death rates b(z) and d(z) + N/ /K explained in the introduction.
Let us consider a Poisson point process N(ds,di,df) on R, x Z x R, with intensity
measure ds ® n(di) @ df where ds and df are Lebesgue measures on R and where n(di)
is the counting measure on Z. Using the Poisson point processes (Q'(ds,dy,df),i € T)
on R4 x R x R4 and with intensity measures the Lebesgue measures that have been
defined in the Introduction (see (1.3)), we can write SDEs satisfied by 7K and HE
defined in (1.4) and (1.1).

Let us consider a test function ¢ € C} (R4 x R, R), then:

@ o(t.) = [ elt0)ZF @) = 5 2 ot X)

ieVK

—(ZE p(0,)) + / (25 Duo(s,.) — pdup(s,.) ds

+/t// 1 K('O(S’X;)(]l -1 K)N(ds di, df)
- ieVE O<bXi) ™ Tpxi y<o<h(xi yrd(xi )+ N

+Z/ // R i osam(x; y><‘P(S v) - (S’X§—>>Qi(d$ady,d9)' (A.1)

€L

Using standard It6 calculus (see [21] and [17]), we obtain that:
t
0

+/O /Rv/R (e(s,y) — o(s,z))m(z, y)dy ZE (dz) ds + M (A.2)

where M¥:%¥ is a square integrable martingale with predictable quadratic variation
process:

(ME), / / 1 (Z5,1)) 0% (s, 2) 2K (de) ds

K/ // p(s,2)) *m(z, y)dy 2K (dz) ds. (A.3)

We proceed similarly for H¥. For finite measures on D, we will consider test functions
., defined for & € C} (R, R) and ¢ € C' (R, x R, R) by ®,(y) = <I>( I ot w) dt) for
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y € D. Recall that the paths y in the support of HX for ¢ € [0, T are constant after time
t.

For such test function, time ¢ € [0, 7] and path y € supp(H/<) C D, let us define the
derivative

D, (t,y) = @'(/OT o(8,ys) ds) /tT Orp(s,ys) ds.

Also, fory € D, s € [0,T] and z € R, we will denote by (y|s|z) the cadlag path defined as

(y|s|z)(t) = {y(t) ift <s,

T ift > s.

For such test function @,

(HE @) = (HE,® /0 ,—pD,(s,.)) ds

t
/ // Licv 2o(X )(]10<b xi y—1 NE )N(ds,di,d&)
R4 K b(Xi )<O<H(XE ) +d(Xi )+ —

+2:/ // K Liev o<ymxi_ y)( (Xi|5|y)*@g(Xi))Qi(ds,dy,de) (A.4)

1€L

—(HE @) + / (HE,— DD, (s,.)) ds
# [ (bt = )0 0) 1)
/ / / o(yls|z) — ga(y))m(ys,w) dv HX (dy) ds + M™%, (A.5)

where M¥:®¥ is a square integrable martingale with predictable quadratic variation
process:

(MEEy, = / / () + d(ys) + (HX 1)) 02 (2) HE (dy) ds

K/ // H(ylslz) — Do (y)) mys, x)de HE (dy) ds.

The processes ZX and HX are constructed similarly to (A.1) and (A.4) with NE/K
replaced by )\, and with the same initial conditions, Poisson point processes and motion
processes. Therefore they are solutions of the following equations.

For ¢ € D(L) and ® € C} (R, R),

(ZE o) = (ZK, o) / /{hA ) + Lo(x)} ZE (dz) ds + M, (A.6)
where M%¢ is a square integrable martingale, and for the historical process,
=g [ [ (-omoisn
+ M (y) Py (y) + ’Y/R (Do (ylslz) — Py (y))m(ys, ) dfv) HE (dy) ds + MS™° (A7)

where ME:®:% is a square integrable martingale.
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B Time Reversal of Markov processes

In this section, we consider the problem of reversing time for Markov processes. Let
T > 0 be fixed and let us consider the linear map R : D([0,T],R) — D([0, 7], R) defined
by
lim (T —-s—¢) ifs#£T
R(p)(s) = 7% =" (B.1)
©(0) ifs="T.
Let us start with the following lemma.
Lemma B.1. The linear map R is 1-Lipschitz continuous for the Skorokhod topology.

Proof. Let p,¢ € D([0,T],R), and A : [0,7] — [0, T] which is increasing continuous and
satisfying A(0) = 0 and A(T') = T. Then, we have

sup |R(#)(s) = R(¥)(A(s))]

s€[0,T

im (p(T —s—2) = (T = Als) —¢))

e—0, e>0

» 1(0) = w<0)|}.

=maxq sup
s€[0,T)

Since ¢ and ¢ are limited to the left, and since ) is continuous, we have for any s € [0, T):

i (T = 52) = U(T = A6) = )| < sup (T~ 5) = 0(T = AW)
e—0, e> s€[0,T7]

< supfo(u) ~v(iw)|.
w€[0,T]

by setting u = T — s and A(u) = T — A(T — ). The result then easily follows from the
definition of the distance on D([0,T],R). O

The proof of the following proposition is based on [13, Theorem 47].

Lemma B.2. Let R = (R;); be a positive semigroup which is in duality with a positive
semigroup R* with respect to the Lebesgue measure. Let f : R, x R — R such that
Ry fi+s = fs for any non-negative real numbers s and t. Let (V;);cr, be a Markov process
with time-inhomogeneous semigroup given by

1
E(o(Vits) | Fs) = w7~ Be(fsre0) (Vs)
fs(Vs)
and a given initial distribution p such that, for any t > 0, the law of V; is absolutely
continuous with respect to the Lebesgue measure with density F' x f;. Then, the time
reversed process R(V) at a time T of X is time-homogeneous and has semigroup given

by
Ry (Fy)
ol
Proof. Let (Qs.¢)o<s<: be the evolution family which characterized the dynamics of V' in
the sense that

E [@(Vs-‘rt) ‘ ‘/6} = Qs,s-"—t@(‘/s)'

We consider the space-time-ification of ) as a semigroup R defined for all bounded
measurable function ¢ : R; x R — R4 by

Ryp(s,x) = (Qs,t+sp(t +5,°))(z) = Jth(ft+s<Pt+s)(x)~
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The semigroup
Rio(s, ) = Lst(Rip(s — t,-)) (x)

is in duality with R with respect to the measure f;(z)dsdz. Indeed, for any bounded
measurable functions ¢ and g on R; x R, we have

/R IR s () s = /R + / Jran(2)prea(x)RYg(s,2) d ds

/ /fS o(s,2)Rfg(s — t,x) dx ds
[t,00)

/ /fs o(s,x R;‘g(s x) dx ds.

R

The semigroup R induces a Markov process on R, x R, denoted V, for which we assume
the initial condition to be x/ = §y @ . The hypothesis of [13, Chapter XVIII.46] is that
the potential measure ;'U’ defined, for a measurable A C R, x R, by

WU (A) = /]R ]R/OOO Ryl 4(e) dt 1/ (de)

has a density k£ : Ry x R — R, with respect to fs(z) dsdz. To see this, let A and B two
measurable subsets of respectively R and R. First, we have

Rl axp(s,2) = 1a(s +t)Qsryslp().

Thus,
WU (Ax B) = /111 ]R/Oo La(s+1)Qsyslp(x) dt do(ds) p(dx)
_ / / A ()Qu il () dt do(ds) ulda)
RixR Js
= / / 14(t)Qo.1p(x) dt p(dx) = / fi(x)F(x) dt du.
R J0 AxB

Thus, the density of u/U’ with respect to fs(z) ds dz is given by F' and is time independent.
Then, the time reversed process VR of the process V, whose semigroup is R, is given by

‘N/tR = ‘N/(Tft)f = (T —t, ‘/(Tft)f)
and has semigroup given by

B (Fg)(s,)
Rftp(s,z) =~ 22

Now, let ¢ : R — R be a bounded measurable maps and set ¢(s,z) = ¢(x). Thus, for
t+s<T,

E [¢(V(T—(t+s))—)’V(T—s)—] =E [@(‘Zis)

_ Ri(Fg)(X,)
F(X.)

V| = R = REo(T — 5, X
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C Absolute continuity of the solution of (2.3)

Let us prove Proposition 2.5.

Recall the idea of the proof. If (2.20) possesses a solution f; in C([0,T],IL'), then
fi(x)dx is solution of (2.3), and the identification &; = f;(z)dx follows from the uniqueness
of the solution of (2.3). Thus, we only have to prove that f, € L.! yields a solution f; in
C([0,T],IL'). To prove this, we follow closely the computation in [15].

Consider the semigroup (S:):>0 = (P ):>0 acting on I.' with generator L* + h. The
set

W = {\If € C([0,T],R) | ¥ >0and sup |¥(t)] < sup Stfo||1}.
0<t<T 0<t<T

is convex, closed and bounded thanks to (3.14). Now, consider the operator K acting on
C([0,T],R) and defined by for all ® € C([0,T], R) by

K®(t) = exp (— /Ot B(u) du) 1S foll

Let us prove that K is a compact operator. Take G € K(B(0, 1)) so that G = K® for some
® € B(0,1) where B(0,1) is the open unit ball of C([0,T],R). So, we have, with ¢ > s,

exp (_ /Ot@(u) +1) du) — exp (- /OS(@(U) +1) du)’
exp (— /:(@(u) +1) du) - 1’

t
/ (®(u)+1) du
< e”||Sefo — Ssfoll1 + 2||Ss fol 1€ (t — s).

G(t) = G(s)|

< €'|Sefo — Ssfollr + €[]S follx

< €' [[Sefo = Ssfollu + 1S5 follre”

< el1Sifo — Ssfolli + |1Ssfolle”

So the family K (B(0,1)) is equibounded and equicontinuous, and Arzela-Ascoli theorem
entails the compactness of K. It is easy to check that K(IW) C W and thus Leray-
Schauder fixed point theorem gives the existence of a fixed point ¥* for K in W.

The function f defined for « € R by

t
fi(z) = exp (—/ U™ (u) du) St fo(z),
0
provides the desired solution and ends the proof of Proposition 2.5. O
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