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#### Abstract

Different versions of percolation games on $\mathbb{Z}^{2}$, with parameters $p$ and $q$ that indicate, respectively, the probability with which a site in $\mathbb{Z}^{2}$ is labeled a trap and the probability with which it is labeled a target, are shown to have probability 0 of culminating in draws when $p+q>0$. We show that, for fixed $p$ and $q$, the probability of draw in each of these games is 0 if and only if a certain 1 -dimensional probabilistic cellular automaton (PCA) $F_{p, q}$ with a size-3 neighborhood is ergodic. This allows us to conclude that $F_{p, q}$ is ergodic whenever $p+q>0$, thereby rigorously establishing ergodicity for a considerable class of PCAs that tie in closely with important topics such as the enumeration of directed animals, broadcasting of information on directed infinite lattices, examining reliability of computations against the presence of noise etc. The key to our proof is the technique of weight functions. We include extensive discussions on game theoretic PCAs to which this technique may be applicable to establish ergodicity, and on percolation games to which this technique may be applicable to explore the 'regimes' (depending on the underlying parameter(s), such as ( $p, q$ ) in our case) in which the probabilities of draw are 0 .
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## 1 Introduction

### 1.1 Overview of the paper

There are two aspects to this paper that share a deep connection with each other: a class of 1-dimensional probabilistic cellular automata (henceforth abbreviated as PCA), and a class of percolation games that is studied on the 2-dimensional square lattice $\mathbb{Z}^{2}$. At the very outset, we give a brief sketch of the percolation games and the specific PCAs that we focus on, while their detailed descriptions are provided in §2.1 and §2.2 respectively.

The key components constituting our PCA (that we henceforth refer to as $F_{p, q}$ ) are the alphabet $\{0,1\}$, the universe $\mathbb{Z}$, the neighborhood $\mathcal{N}=\{0,1,2\}$, and the parameters $p$ and $q$ with $(p, q) \in \mathcal{S}$, where

$$
\begin{equation*}
\mathcal{S}=\left\{\left(p^{\prime}, q^{\prime}\right) \in[0,1]^{2}: 0<p^{\prime}+q^{\prime} \leqslant 1\right\} . \tag{1.1}
\end{equation*}
$$

A configuration for this PCA at a given time $t$ is an element $\eta_{t}$ of $\{0,1\}^{\mathbb{Z}}$, and its evolution can be described as follows: the state $\eta_{t+1}(n)$ of a site $n \in \mathbb{Z}$ at time $t+1$ is updated, independent of the updates happening at all other sites, according to a probability distribution that is supported on $\{0,1\}$ and that depends on $\left(\eta_{t}(n+i): i \in \mathcal{N}\right)$, i.e. on the states $\eta_{t}(n), \eta_{t}(n+1)$ and $\eta_{t}(n+2)$ of the sites $n, n+1$ and $n+2$, respectively, at time $t$. The precise description of these probability distributions can be found in $\S 2.2$. We remark here that in the sequel, much of our mathematical analysis is carried out on a different but related PCA, $\widehat{\mathrm{F}}_{p, q}$, with alphabet $\{0, ?, 1\}$, that is referred to as the envelope to $F_{p, q}$, since it serves to provide a more direct connection with the percolation game we study in this paper (see §2.3).

We now come to an overview of the percolation game we are concerned with, in which the parameters $p$ and $q$, with $(p, q) \in \mathcal{S}$, are fixed a priori. We begin by assigning, independently to every vertex of $\mathbb{Z}^{2}$, a (random) label that reads trap with probability $p$, target with probability $q$, and open with the remaining probability $r=1-p-q$. A token is placed at a vertex of $\mathbb{Z}^{2}$, termed the initial vertex, at the start of the game, and two players take turns to make moves. A move involves relocating the token from its current position $(x, y)$ (say) to any vertex in the set $\operatorname{Out}(x, y)$, where

$$
\begin{equation*}
\operatorname{Out}(x, y)=\{(x, y+1),(x+1, y+1),(x+2, y+1)\} \tag{1.2}
\end{equation*}
$$

A player loses if she is forced to relocate the token to a vertex labeled a trap, and wins if she is able to relocate the token to a vertex labeled a target. The game may also continue forever, with neither player being able to reach a target nor being able to force her opponent to fall into a trap, and in this case, we say that the game results in a draw.

The primary goal of this paper is to prove Theorem 1.1, stated below, the first assertion of which establishes ergodicity (see Definition 2.1) for the PCA $F_{p, q}$, while the second concerns itself with the outcome of draw in the percolation game described above.

Theorem 1.1. For all $(p, q) \in \mathcal{S}$, the $P C A F_{p, q}$ is ergodic, and the probability of draw in the percolation game described above is 0 .

We give a brief outline of the essential constituents of the proof of this theorem. Recall the envelope PCA $\widehat{\mathrm{F}}_{p, q}$ corresponding to $F_{p, q}$, with alphabet $\{0, ?, 1\}$, alluded to above. For each $(p, q) \in \mathcal{S}$, it is shown, via connections explained in $\S 2.3$, that the probability of the event that the percolation game starting from the origin in $\mathbb{Z}^{2}$ culminates in a draw is equal to the probability that the symbol ? occupies the origin in $\mathbb{Z}$ under a certain stationary distribution (see Definition 2.1) for $\widehat{\mathrm{F}}_{p, q}$. This stationary distribution for $\widehat{\mathrm{F}}_{p, q}$ is the same as the probability distribution of winning (for the first player), losing (for the
first player) and draw positions (indicated, respectively, by the states $W, L$ and $D$ that are introduced at the beginning of §2.3) on any horizontal line $H_{k}=\{(x, k): x \in \mathbb{Z}\}$ of $\mathbb{Z}^{2}$, for our percolation game. Next, Theorem 2.4 is used to establish that the probability of appearance of ? at any given site in $\mathbb{Z}$ is 0 under every stationary distribution for $\widehat{\mathrm{F}}_{p, q}$, for each $(p, q) \in \mathcal{S}$, leading to the conclusion that the probability of draw in our percolation game is 0 for each $(p, q) \in \mathcal{S}$. Finally, Proposition 2.2 guarantees that the probability of draw in our percolation game is 0 if and only if the PCA $F_{p, q}$ is ergodic, yielding the conclusion that $F_{p, q}$ is ergodic for each $(p, q) \in \mathcal{S}$.

The key tool used in the proof of Theorem 2.4 is the technique of weight functions. In addition to proving the main result, Theorem 1.1, of this paper, we include an extensive discussion on the class of percolation games to which this technique may be applicable, with possibly suitable modifications, to explore the 'regimes' (depending on the underlying parameters, such as ( $p, q$ ) in our case), referred to as critical regions, in which such games have probability 0 of culminating in draws. We also provide insight into the class of game theoretic PCAs to which the technique of weight functions may be applicable in order to establish ergodicity properties, or to gain an understanding of the condition(s) to be imposed on the underlying parameter(s) of these PCAs that guarantee ergodicity. We also provide a formal game theoretic formulation of our problem, following which we establish connections between our work and the existing literature, speculate on the various directions in which future research can be carried out (for instance, by generalizing the set of actions, considering arbitrary mover-sequences, generalizing the event of draw itself, exploring possible monotonicity properties of the probabilities of draw, studying percolation games on higher dimensions, studying the values of such games etc.).

### 1.2 Brief discussion of the literature

A cellular automaton, also referred to as a deterministic cellular automaton (and henceforth abbreviated as CA) is a discrete dynamical system that consists of

1. a regular network of automata (or cells) indexed by $\mathbb{Z}^{d}$ for some $d \in \mathbb{N}$,
2. a finite set of states $\mathcal{A}$ termed the alphabet,
3. a finite set of indices $\mathcal{N} \subset \mathbb{Z}^{d}$ termed the neighborhood,
4. and a local update rule $f: \mathcal{A}^{\mathcal{N}} \rightarrow \mathcal{A}$.

The state (in $\mathcal{A}$ ) of each cell $\mathbf{x} \in \mathbb{Z}^{d}$ is updated by applying $f$ to the current states of all the cells $\mathbf{x}+\mathbf{y}$ where $\mathbf{y} \in \mathcal{N}$, and this process is repeated at discrete time steps (see [26] for a detailed survey on CAs). It is not surprising, therefore, that many naturally occurring processes (such as collisions between moving point particles in a regular lattice that serves as a model for fluid dynamics) that are governed by local and homogeneous underlying rules can be efficiently modeled and simulated using CAs. CAs correspond to all those functions on $\mathcal{A}^{\mathbb{Z}^{d}}$ that are continuous with respect to the product topology and that commute with translations (see Corollary 76, Proposition 77 and other relevant discussions in Section 5 of [27], and [24]). Moreover, CAs serve as mathematical models for massive parallel computations, their relatively simple update rules allow them to be computationally universal, and they are capable of simulating any Turing machine ( $[20,42,14,43,37]$ ). It is no wonder, consequently, that CAs have emerged as a useful tool for studying computations in natural processes as well as physical aspects and physical limits of computation.

A probabilistic cellular automaton (PCA) is obtained when the corresponding update rule is random. PCAs may be interpreted as discrete-time Markov chains on the state space $\mathcal{A}^{\mathbb{Z}^{d}}$ as well as generalizations of CAs. In a $d$-dimensional PCA, the state $\eta_{t+1}(\mathbf{x})$, at
time $t+1$, of a cell $\mathbf{x} \in \mathbb{Z}^{d}$ is a random variable whose probability distribution (supported on $\mathcal{A}$ ) is governed by the states $\eta_{t}(\mathbf{x}+\mathbf{y})$, at time $t$, of the cells $\mathbf{x}+\mathbf{y}$, for all $\mathbf{y} \in \mathcal{N}$. PCAs are obtained in computer science via random perturbations of CAs, and the motivation behind studying them includes

1. investigating the fault-tolerant computational capability of CAs ([35, 36]),
2. classifying elementary CAs by using their robustness to errors and perturbations as a discriminating criterion ([31, 7]),
3. the intimate connection PCAs have with Gibbs potentials and Gibbs measures in statistical mechanics ( $[40,30,21]$ ) as well as with combinatorial models such as directed animals ([33, 6, 8, 1, 12]), queues ([33], §4.3) and percolation ([23, 22, 29, 39, 41]),
4. and the crucial role PCAs play in modeling several complex systems appearing in physics, chemistry and biology.

We refer the reader to [13], and the more recent [33], for a detailed survey on how the theory of PCAs has developed over the years.

In addition, to give the reader a glimpse into the vast and variegated applications of PCAs in various disciplines, we refer to [32] that offers an insight into how PCAs are implemented in probability, statistical mechanics, computer sciences, natural sciences, dynamical systems and computational cell biology, to [30], [19], [44], [21] and [3] that discuss the implementations of PCAs in statistical mechanics and dynamical systems, to [45] that applies PCAs as a quantitative framework in astrobiology, to [15] that studies DNA sequence evolutions and cellular mutations in computational cellular biology using PCAs, and to [38] as an instance of how PCAs find applications in chemistry. We reiterate to the reader that the references mentioned above form just a minuscule fraction of the diverse ways PCAs have found applications in several branches of mathematics, physics, chemistry and biological sciences.

We now come to a more nuanced discussion, focusing on a few of those articles (keeping in mind that this list too is, by no means, exhaustive) that study PCAs from perspectives closely related to how we approach $F_{p, q}$ and $\widehat{\mathrm{F}}_{p, q}$. We begin our discussion with [25], not only because this serves as the primary inspiration for our work in this paper, but also because percolation games were introduced and studied for the first time in [25]. The percolation game considered in [25] admits $\operatorname{Out}(x, y)=\{(x+1, y),(x, y+1)\}$ for every $(x, y) \in \mathbb{Z}^{2}$, and whether the probability of a draw is strictly positive or not is shown to be intimately connected with the ergodicity of a family of elementary 1dimensional PCAs (see §2.2 for details). On the other hand, certain analogous games played on various directed graphs in higher dimensions (such as on an oriented version of the even sub-lattice of $\mathbb{Z}^{d}$ for all $d \geqslant 3$ ) are shown to exhibit positive probabilities of draw for suitable values of the parameters involved - a fact that is established via dimension reduction to a hard-core lattice gas model in dimension $d-1$, and by showing that draws occur whenever the corresponding hard-core model fails to have a unique Gibbs measure.

In [34], it is shown that various families of CAs, such as nilpotent CAs, permutive CAs, gliders, CAs with spreading symbols, surjective CAs and algebraic CAs, are highly unstable against various types of noises, such as zero-range noise, memoryless noise, additive noise, permutive noise and birth-death noise, in the sense that they forget their initial conditions under the slightest positive noise - a fact that is reflected in the ergodicity of the PCAs that result from these CAs under the application of said noise. [34] also discusses results on the stronger notion of uniform ergodicity of PCAs as well as spatial mixing, computability and admittance of perfect sampling algorithms for their unique stationary or invariant measures, and the techniques used include couplings,
entropy and Fourier analysis. In [11], a family of 1-dimensional PCAs with memory two is studied as these arise naturally from the 8 -vertex model, directed animals, gaz models, TASEP and various other models of statistical physics - in such a PCA, the state $\eta_{t+1}(n)$ of the site $n \in \mathbb{Z}$ at time $t+1$ is a random variable whose probability distribution is a function of the states $\eta_{t}(n-1)$ and $\eta_{t}(n+1)$ of its two nearest neighbors $n-1$ and $n+1$ at time $t$, and its own state $\eta_{t-1}(n)$ at time $t-1$. In [11], conditions are proposed under which the invariant measures for these PCAs can be expressed either in a product form or in a Markovian form, ergodicity results that hold in this context are proved, and the phenomenon of reversibility of the stationary space-time diagrams of these PCAs is investigated, leading to the discovery of families of Gibbs random fields on the square lattice that have fascinating geometric and combinatorial properties. In [9], a computer-assisted proof of ergodicity is provided for two PCAs whose update rules can be respectively expressed as $\eta_{t+1}(n)=\operatorname{BSC}_{p}\left(\operatorname{NAND}\left(\eta_{t}(n-1), \eta_{t}(n)\right)\right)$ (referred to as the vertex noise scenario) and $\eta_{t+1}(n)=\operatorname{NAND}\left(\operatorname{BSC}_{p}\left(\eta_{t}(n-1), \eta_{t}(n)\right)\right)$ (referred to as the edge noise scenario), with $p \in(0, \epsilon)$ for some suitable $\epsilon>0$. Here, $\mathrm{BSC}_{p}$ refers to a binary symmetric channel that takes a bit as input and flips it with probability $p$, leaving it unchanged with probability $1-p$. Similar to the approach adopted in this paper, [9] utilizes the notion of weight function or potential function (see $\S 4$ for details) that was introduced in [25], but instead of any explicit manual computations, they implement local feasibility of a suitable polynomial linear programming (PLP) to guarantee the existence of a desired potential function that then helps establish the above-mentioned ergodicity results.

### 1.3 Organization of the paper

The percolation game we investigate in this paper is discussed and illustrated in $\S 2.1$, the PCA $F_{p, q}$ is formally introduced in $\S 2.2$, and its envelope $\widehat{\mathrm{F}}_{p, q}$, along with the deep ties it exhibits with the game via the game's recurrence relations, is elaborated on in §2.3. The results forming the crux of this paper (apart from Theorem 1.1 that has already been stated) are stated in Proposition 2.2, Proposition 2.3 and Proposition 2.4, while the lemma required to prove Proposition 2.2 and Proposition 2.3 is discussed in $\S 3$. Mathematically, the most significant section of this paper is $\S 4$, in which the method of weight functions is employed to prove Proposition 2.4, and the pivotal steps via which this is accomplished are outlined in $\S 4.1$ through $\S 4.7$. We go on to provide a formal, game theoretic formulation of our percolation game, along with a detailed description of relevant game theoretic terminology, in §5. In §6, we include discussions on several directions in which future research closely relating to this paper can be carried out, such as examining the probabilities of draw in games where the set of actions is generalized, or where arbitrary mover-sequences are considered, or where the event of draw itself is generalized, percolation games on lattices of higher dimensions, possible monotonicity properties of the probabilities of draw, studying values of percolation games etc. Finally, in $\S 7$, we speculate on the various other settings (both in terms of percolation games and 'game theoretic' PCAs that we introduce in §7) in which we believe that the technique of weight functions can be applied to explore the probability of draw for the game under consideration / ergodicity of the PCA under consideration.

## 2 The principal objects studied in this paper

### 2.1 Our percolation game

We begin by describing, in detail, the percolation game that we briefly dwelt on in §1.1. The permitted moves are illustrated via the directed (as indicated by the arrowheads), dashed, black lines in Figure 1.


Figure 1: $\operatorname{Out}(x, y)$ in our percolation game.

We recall from $\S 1.1$ that each vertex (or site) of $\mathbb{Z}^{2}$ is assigned, independent of all else, a label that is a trap with probability $p$, a target with probability $q$, and open with probability $r=1-p-q$, where $(p, q) \in \mathcal{S}$, with $\mathcal{S}$ as in (1.1). Starting from an initial vertex, the two players take turns to move the token from its current position, say $(x, y)$, to any vertex in $\operatorname{Out}(x, y)$. A player wins if she is able to move the token to a target or if her opponent is forced to move it to a trap. We clarify here that, once $\mathbb{Z}^{2}$ has been endowed with a trap / target / open labeling, the assignment is revealed in its entirety to both the players before the game begins (hence, this is a perfect information game). Thereafter, to say that the corresponding game is won by a player is to assert that she has a strategy which, when employed, allows her to win no matter what strategy her opponent adopts. The game continues for as long as the token does not land on a site that is marked either a target or a trap, and this could happen indefinitely, leading to a draw. The primary question of interest to us is the same as that in [25], i.e. for what values of the parameters $p$ and $q$ the game exhibits a positive probability of draw. As previously mentioned, the proof pivots upon the connection this game has with the envelope PCA $\widehat{\mathrm{F}}_{p, q}$ (to be introduced formally in §2.3).

In this context, we mention [4] that studies the following two-player combinatorial game on any graph: starting from an initial vertex, the players take turns to move a token, where a move involves relocating the token from the vertex where it is currently situated to a neighbor of that vertex that has not yet been visited. A player who is unable to move loses the game. On $\mathbb{Z}^{2}$, in which odd and even sites, independently, are marked closed (i.e. forbidden from being visited by the token) with probabilities $p$ and $q$ respectively, it is shown that the game has probability 0 of ending in a draw provided closed sites of one parity are sufficiently rare compared to closed sites of the other parity. This question, however, remains open when the percolation parameters $p$ and $q$ are equal. Motivations for studying the games addressed in [4] include their deep connections with maximum-cardinality matchings in graphs, and in particular, the ways in which draws in these games relate to sensitivity of such matchings to boundary conditions.

### 2.2 Our PCA

Recall that we have alluded to the specific PCA $F_{p, q}$ that is of interest to us in §1.1, and included a brief description of PCAs in general in §1.2. A PCA $F$ defined on the lattice $\mathbb{Z}^{d}$ (and hence referred to as a $d$-dimensional PCA), for some $d \in \mathbb{N}$, comprises a finite set of states $\mathcal{A}$ that is called its alphabet, a finite set of indices $\mathcal{N}=\left\{\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{m}\right\} \subset \mathbb{Z}^{d}$ that is called its neighborhood, and a stochastic matrix $\varphi: \mathcal{A}^{m} \times \mathcal{A} \rightarrow[0,1]$ that is called its (random) local update rule. Given a configuration $\eta$ in the state space $\Omega=\mathcal{A}^{\mathbb{Z}^{d}}$, we apply $F$ to $\eta$, obtaining a (random) configuration $F \eta$, in which the state $F \eta(\mathbf{x})$ of the site

## 3-Neighborhood PCA and percolation games

$\mathrm{x} \in \mathbb{Z}^{d}$ is a random variable whose probability distribution is given by

$$
\begin{equation*}
\mathbf{P}\left[F \eta(\mathbf{x})=b \mid \eta\left(\mathbf{x}+\mathbf{y}_{i}\right)=a_{i} \text { for all } 1 \leqslant i \leqslant m\right]=\varphi\left(a_{1}, a_{2}, \ldots, a_{m} ; b\right) \text { for all } b \in \mathcal{A} \tag{2.1}
\end{equation*}
$$

for any $a_{1}, a_{2}, \ldots, a_{m} \in \mathcal{A}$. Here, by definition of stochastic matrices, for all $a_{1}, a_{2}, \ldots$, $a_{m}, b \in \mathcal{A}$, we have $\varphi\left(a_{1}, a_{2}, \ldots, a_{m} ; b\right) \geqslant 0$ and $\sum_{b \in \mathcal{A}} \varphi\left(a_{1}, a_{2}, \ldots, a_{m} ; b\right)=1$. The updation from $\eta(\mathbf{x})$ to $F \eta(\mathbf{x})$ happens independently over all sites $\mathbf{x} \in \mathbb{Z}^{d}$. Since we consider discrete-time PCAs, it makes sense to indicate by $\eta_{t}$ the configuration at time $t \in \mathbb{N}_{0}$, so that $\eta_{t+1}=F \eta_{t}$ for all $t \in \mathbb{N}_{0}$. We call a PCA elementary when it is defined on $\mathbb{Z}$ (i.e. $d=1$ ) and $|\mathcal{N}|=|\mathcal{A}|=2$. We refer the reader to [[34], §2] and [33] for excellent expositions on PCAs in general.

Next, we come to a brief discussion regarding the notion of ergodicity of a $d$ dimensional PCA. To begin with, we let $\mathcal{F}$ denote the $\sigma$-field that is generated by the cylinder sets of $\Omega=\mathcal{A}^{\mathbb{Z}^{d}}$, and we let $\mathbb{D}$ denote the set of all probability measures supported on $\Omega$ and defined with respect to $\mathcal{F}$. We emphasize here that every probability measure on $\Omega$ that is henceforth mentioned belongs to the set $\mathbb{D}$. We define $F^{t} \eta=F\left(F^{t-1} \eta\right)$ for $\eta \in \Omega$ and $t \in \mathbb{N}$ (in particular, $F^{1} \eta=F \eta$ ). In other words, $F^{t} \eta$ is the (random) configuration that is obtained by applying $F$ sequentially $t$ times to the initial configuration $\eta$. These definitions extend naturally to random $\eta$, and if $\eta$ follows the probability distribution $\mu$ (that belongs to $\mathbb{D}$ ), we let $F^{t} \mu$ (simply written $F \mu$ when $t=1$ ) denote the probability distribution of the (also random) configuration $F^{t} \eta$.

Definition 2.1. We say that $\mu$ is a stationary or invariant measure for a PCA $F$ if $F \mu=\mu$ (in other words, the pushforward measure induced by $F$ is the same as the original measure). We call the PCA $F$ ergodic if it has a unique stationary measure, say $\mu$, which is attractive, i.e. for every probability measure $\nu$ on $\Omega$, the sequence $F^{t} \nu$ converges weakly to $\mu$ as $t \rightarrow \infty$.

Consider $d=1$. Given $y \in \mathbb{Z}$ and a configuration $\eta$, we define the configuration $T^{y} \eta$, with $T^{y} \eta(x)=\eta(x+y)$ for all $x \in \mathbb{Z}$, as the translation or shift of $\eta$ by $y$. We say that a probability measure $\mu$ belonging to $\mathbb{D}$ is translation-invariant or shift-invariant if for every subset $B$ measurable with respect to the $\sigma$-field $\mathcal{F}$ introduced earlier, and every $y \in \mathbb{Z}$, we have $\mu(B)=\mu\left(T^{y} B\right)$, where $T^{y} B=\left\{T^{y} \eta: \eta \in B\right\}$. Given a configuration $\eta$, we denote by $\eta^{R}$, with $\eta^{R}(x)=\eta(-x)$ for all $x \in \mathbb{Z}$, the reflection of $\eta$. We say that a probability measure $\mu$ belonging to $\mathbb{D}$ is reflection-invariant if for every subset $B$ measurable with respect to $\mathcal{F}$, we have $\mu(B)=\mu\left(B^{R}\right)$, where $B^{R}=\left\{\eta^{R}: \eta \in B\right\}$. These notions will be of use to us in the sequel (see §4).

We now come to a detailed description of the PCA $F_{p, q}$, with parameters $(p, q) \in \mathcal{S}$. This is a 1-dimensional PCA, with alphabet $\mathcal{A}=\{0,1\}$ and neighborhood $\mathcal{N}=\{0,1,2\}$, so that $F_{p, q} \eta(n)$ is a random variable whose probability distribution is a function of $\eta(n), \eta(n+1)$ and $\eta(n+2)$ for all $n \in \mathbb{Z}$. More precisely, slighty tweaking the notation introduced in (2.1), the stochastic matrix $\varphi_{p, q}: \mathcal{A}^{3} \times \mathcal{A} \rightarrow[0,1]$ for this PCA is defined via the equations:

$$
\varphi_{p, q}(0,0,0 ; b)= \begin{cases}p & \text { if } b=0  \tag{2.2}\\ 1-p & \text { if } b=1\end{cases}
$$

and

$$
\varphi_{p, q}\left(a_{0}, a_{1}, a_{2} ; b\right)=\left\{\begin{array}{ll}
1-q & \text { if } b=0,  \tag{2.3}\\
q & \text { if } b=1,
\end{array} \quad \text { for all }\left(a_{0}, a_{1}, a_{2}\right) \in \mathcal{A}^{3} \backslash\{(0,0,0)\}\right.
$$

The (stochastic) update rule for the automaton $F_{p, q}$ can be illustrated pictorially via Figure 2.

As defined in [34], given $\epsilon>0$, a PCA, say $\Phi$, is said to be an $\epsilon$-perturbation of a deterministic CA, say $F$, if $\Phi$ and $F$ share the same alphabet, say $S$, and the same neighborhood, and the stochastic update rule $\varphi$ of $\Phi$ satisfies $\varphi\left(a_{1}, a_{2}, \ldots, a_{m} ; f\left(a_{1}, a_{2}, \ldots, a_{m}\right)\right) \geqslant$ $1-\epsilon$ for all $\left(a_{1}, a_{2}, \ldots, a_{m}\right) \in S^{m}$, where $f$ is the local update rule for $F$. In other words, given any input $\left(a_{1}, a_{2}, \ldots, a_{m}\right) \in S^{m}$, the PCA $\Phi$ outputs the same symbol as $F$ with probability at least $1-\epsilon$, and alters it with the remaining probability. The PCA $F_{p, q}$ described above can be derived from a deterministic CA, $F$, and a stochastic noise, $\theta$, via such a perturbation. The local update rule $f$ of $F$ is given by $f\left(a_{0}, a_{1}, a_{2}\right)=1-\max \left\{a_{0}, a_{1}, a_{2}\right\}$, for all $a_{0}, a_{1}, a_{2} \in \mathcal{A}$, while the noise $\theta(a, b)$, for $a, b \in\{0,1\}^{2}$, transforms 1 into 0 with probability $p$ (i.e. $\theta(1,0)=p$ ) and transforms 0 into 1 with probability $q$ (i.e. $\theta(0,1)=q$ ). It is easily verified that $\varphi_{p, q}\left(a_{0}, a_{1}, a_{2} ; b\right)=\theta\left(f\left(a_{0}, a_{1}, a_{2}\right), b\right)$ for all $a_{0}, a_{1}, a_{2}, b \in \mathcal{A}$. Moreover, we see that $\theta(a, b)=(1-\epsilon) \delta_{a}(b)+\epsilon g(b)$ for $a, b \in \mathcal{A}$, where $\epsilon=p+q, \delta_{a}(b)=1$ when $b=a$ and $\delta_{a}(b)=0$ when $b \neq a$, and $g(0)=1-g(1)=\frac{p}{p+q}$. Thus, our PCA $F_{p, q}$ is obtained from the CA $F$ via perturbation using the memoryless zero-range noise $\theta$ (we refer the reader to [34] for further reading on such noise-perturbed CAs).


Figure 2: The stochastic rules that define our PCA $F_{p, q}$.
The PCA $A_{p, q}$ that is studied in [25] is an elementary one that bears some resemblance with $F_{p, q}$ in that, following the notation in (2.1), its stochastic matrix $\varphi: \mathcal{A}^{2} \times \mathcal{A}$ is defined by the equations:

$$
\begin{aligned}
\varphi(0,0 ; b) & =\left\{\begin{array}{ll}
p & \text { if } b=0, \\
1-p & \text { if } b=1,
\end{array}\right. \text { and } \\
\varphi\left(a_{0}, a_{1} ; b\right) & =\left\{\begin{array}{ll}
1-q & \text { if } b=0, \\
q & \text { if } b=1,
\end{array} \text { for all }\left(a_{0}, a_{1}\right) \in \mathcal{A}^{2} \backslash\{(0,0)\} .\right.
\end{aligned}
$$

We draw the reader's attention to the primary contrast between $F_{p, q}$ and $A_{p, q}$ : whereas in $A_{p, q}$, we draw upon information regarding the states of 2 consecutive sites, $n$ and $n+1$, in order to decide the (random) updated state of the site $n$, in $F_{p, q}$, we draw upon information regarding the states of 3 consecutive sites, $n, n+1$ and $n+2$, to decide the (random) updated state of the site $n$. It is, therefore, expected that the latter will have a somewhat-more-involved underlying dependence structure, and establishing ergodicity results for $F_{p, q}$ indeed proves to be a considerably more challenging feat compared to that for $A_{p, q}$, at least as far as using the method of weight functions proposed and implemented in [25] is concerned.

Some discussion on how important the question of ergodicity (or the lack thereof) of PCAs is, and how difficult this question is to resolve under various circumstances, is now in order. It has been found to be notoriously difficult to construct a CA whose trajectories, starting from different initial conditions and evolving under repeated applications of the local update rule, remain distinguishable from each other if even the slightest positive
noise is incorporated into the CA (for instance, see [34]). In other words, most CAs tend to forget their initial conditions under the influence of even the smallest amount of noise, and this is reflected in the ergodicity of the resulting PCA. The renowned positive rates conjecture states that all PCAs defined on $\mathbb{Z}$ and satisfying $\varphi\left(a_{1}, a_{2}, \ldots, a_{|\mathcal{N}|} ; b\right)>0$ for all $a_{1}, a_{2}, \ldots, a_{|\mathcal{N}|}, b \in \mathcal{A}$ (referred to as the positive rates condition) are ergodic. An extremely complicated example proposed by [17] refutes this conjecture, but the fascinating question still remains as to whether all sufficiently simple, naturally occurring 1-dimensional PCAs with positive rates are ergodic. There are, however, examples of $d$-dimensional PCAs for $d \geqslant 2$, such as Glauber dynamics for the Ising model at low temperatures, that are known to be non-ergodic. We note here that both $F_{p, q}$ and $A_{p, q}$ have positive rates as long as both $p$ and $q$ are strictly positive.

Multiple sources (see discussions in [11], [25] and [9]) reiterate that in general, even if the answer can be guessed from heuristics or simulations, rigorously proving whether a given PCA is ergodic or not is a notoriously difficult problem, and is shown to be algorithmically undecidable in [10] and [13]. Under the assumption of left-right symmetry (which guarantees $\varphi(1,0 ; 0)=\varphi(0,1 ; 0)$ ), an elementary PCA is determined by the parameters $\varphi(0,0 ; 0), \varphi(1,1 ; 0)$ and $\varphi(1,0 ; 0)$ (recall these notations from (2.1)). The many existing techniques that have been developed to study ergodicity can take care of ergodicity questions for such PCAs over more than $90 \%$ of the volume of the cube $[0,1]^{3}$ defined by these 3 parameters ([13]). However, when $p$ and $q$ are small, $A_{p, q}$ belongs to a domain of this cube where none of these techniques works, and this is where [25] comes in with their brilliant idea of employing weight functions. To the best of our knowledge, the problem of establishing ergodicity results for $F_{p, q}$, for all $(p, q) \in \mathcal{S}$, is an even more challenging one that has, so far, remained open, and we, in this paper, utilize the method of weight functions to provide a concrete proof of the first assertion of Theorem 1.1.

Apart from being an interesting object to study in its own right, motivation to investigate $F_{p, q}$ can be found from the connections that such PCAs have with the problem of enumerating directed animals, as was first pointed out by [12], and further explored in [6]. The relation between PCAs and the problem of enumerating directed animals is elucidated upon in [33]. In [8], the generating functions for directed animals on square and triangular lattices, as well as on decorated square and triangular lattices, are obtained, further demonstrating the usefulness of these PCAs.

In [6], a directed graph $G$ is considered, in which a vertex $v$ is called a successor to a vertex $u$ if there exists a directed edge from $u$ to $v$. Given any subset $S$ of vertices of $G$, a directed animal $A$ with source $S$ is a subset of vertices of $G$ such that $S \subset A$, and every $v \in A \backslash S$ can be reached from $S$ via a directed path all of whose vertices are in $A$. The number of vertices in $A$, denoted $|A|$, is referred to as the area of $A$. In order to count the number of possible directed animals on $G$ with a given source $S$ and a given area $n$, a suitable generating function $G_{S}^{G}(x)=x^{|S|}+\cdots$ is considered, where $\cdots$ represents a sum of monomials whose degrees are at least $|S|+1$.

Next, [6] defines a particle system or gas occupation on $G$ as a map $X$ from the set of vertices of $G$ to $\{0,1\}$, with respect to which any vertex $u$ is said to be occupied if $X_{u}=1$. When $X$ is random, this is referred to as a random gas model. A random colouring of the vertices of $G$ with colours $a$ and $b$ is considered. Letting $C_{u}$ denote the colour of the vertex $u$ for each $u$ in $G$, the random variables $C_{u}$ are independent and identically distributed, $C_{u}=a$ with probability $p$ and $C_{u}=b$ with probability $1-p$. The desired gas model is now defined with respect to this random colouring, as follows: for each vertex $u$ of $G$,

$$
X_{u}= \begin{cases}0 & \text { if } C_{u}=a  \tag{2.4}\\ \prod_{v \text { successor of } u}\left(1-X_{v}\right) & \text { if } C_{u}=b\end{cases}
$$

One of the main results of [6] states that if $R_{u}$, for any vertex $u$ of $G$, is the radius of
convergence of the generating function $G_{\{u\}}^{G}(x)$, and $(1-p) \in\left[0, R_{u}\right)$, then $\mathbf{E}\left[X_{u}\right]=$ $-G_{\{u\}}^{G}(-1+p)$. Therefore, knowledge about the random colouring scheme described above is valuable for the understanding of these generating functions.

It is fairly immediate that the above-mentioned random colouring scheme can be represented by a special case of our PCA $F_{p, q}$ when we consider $q=0$, and in place of $G$, we consider either a 2-dimensional infinite directed lattice in which the successors of any site $(x, y)$ are $(x, y+1),(x+1, y+1)$ and $(x+2, y+1)$ (see Figure 3), or a 2 -dimensional infinite directed lattice in which the successors of any site $(x, y)$ are $(x+2, y),(x+1, y+1)$ and $(x, y+2)$ (see Figure 4).
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Referring to [9], we know that a binary symmetric channel, denoted $\mathrm{BSC}_{\delta}$ where $0<\delta<1$ is a pre-specified parameter known as the crossover probability, takes as its input a bit and flips it with probability $\delta$ (and keeps it unchanged with probability $1-\delta$ ). For the case where $p=q=\delta$, we see that $F_{p, q}$ can be represented as

$$
\begin{equation*}
F_{\delta, \delta} \eta(n)=\operatorname{BSC}_{\delta}(\operatorname{NAND}(\eta(n), \eta(n+1), \eta(n+2))), \tag{2.5}
\end{equation*}
$$

where the NAND function outputs the value 1 when all three inputs are 0 , and outputs the value 0 when at least one of the three inputs equals 1 . As outlined in § 3.2 of [9], the problem of broadcasting of information on 2-dimensional grids showcases another usefulness of such PCAs. Let us consider the problem of broadcasting information on the two 2-dimensional infinite directed grid shown in Figure 5. The origin $O$ has one bit of information, and we are interested in broadcasting this bit to the entire infinite directed lattice. Let us associate with each vertex of the grid the index pair $(t, i)$, with $t \geqslant 0$ and $0 \leqslant i \leqslant 2 t$. At any time $t>0$, each vertex with index $(t, i)$, for $2 \leqslant i \leqslant 2 t-2$, receives a bit from each of the vertices indexed $(t-1, i-2),(t-1, i-1)$ and $(t-1, i)$, applies the NAND function to these bits, and then implements $\mathrm{BSC}_{\delta}$. The vertex indexed $(t, 1)$ receives bits from the vertices $(t-1,0)$ and $(t-1,1)$, the vertex indexed $(t, 2 t-1)$ receives bits from the vertices $(t-1,2 t-3)$ and $(t-1,2 t-2)$, the vertex indexed $(t, 0)$ receives a bit from the vertex $(t-1,0)$, and the vertex indexed $(t, 2 t)$ receives a bit from the vertex $(t-1,2 t-2)$. From (2.5), it is evident that if we view the coordinate $t$ as time, understanding this broadcasting problem is similar to studying the PCA $F_{\delta, \delta}$, except that broadcasting on such a grid involves bounded-length configurations and its behaviour is different at the boundary.

As a third motivation for studying the PCA $F_{p, q}$, we point out, as discussed right after (2.3), that $F_{p, q}$ can be obtained by perturbing a deterministic CA by a memoryless


Figure 5: Broadcasting of information on this grid resembles the PCA $F_{p, q}$ with $p=q=\delta$.
zero-range noise (once again, we refer the reader to [34]). The importance of noisy CAs, as a subclass of PCAs, lies in their use in studying the reliability of computations against the presence of noise. The study of low-noise PCAs presents us with the same kind of challenges that we face when studying low-temperature models of statistical mechanics. In particular, studying the ergodicity, or lack thereof, of such PCAs, is intimately tied to the phenomenon of phase transition at low temperatures. This, along with the previous discussions, serve to motivate our investigation of the PCA $F_{p, q}$.

### 2.3 Our envelope PCA and its relation to our percolation game

We begin by deducing certain recurrence relations that arise naturally in the percolation game described in §2.1. Once $\mathbb{Z}^{2}$ has been endowed with the trap / target / open labeling, we define a site $(x, y)$ to be in the class $W$ if the game that begins with $(x, y)$ as the initial vertex is won by the player who plays the first round. We define $(x, y)$ to be in the class $L$ if the game that begins with $(x, y)$ as the initial vertex is lost by the player who plays the first round, and we define $(x, y)$ to be in the class $D$ if the game that begins with $(x, y)$ as the initial vertex results in a draw. In particular, if $(x, y)$ is a trap, then we place it in $W$, and if it is a target, we place it in $L$. The intuition behind these conventions is as follows: one may imagine an "unseen" round that takes place before the actual game begins, in which the player who is supposed to play the second round of the actual game moves the token from somewhere else to $(x, y)$. Thus, if $(x, y)$ is a trap (respectively a target), she loses (respectively wins) even before the game begins, implying that the player who plays the first round of the actual game wins (respectively loses).

For every $k \in \mathbb{Z}$, we denote by $H_{k}=\{(x, k): x \in \mathbb{Z}\}$ the horizontal line containing all sites whose $y$-coordinate equals $k$. These lines have been illustrated in red in Figure 6. From the moves permitted in our game, it follows that for any $k \in \mathbb{Z}$, if all sites $(x, y)$ that


Figure 6: Illustrating deduction of the recurrence relations.
lie on the horizontal line $H_{k+1}$ have already been categorized into the classes $W, L$ and
$D$, then this information, along with the pre-assigned labels of trap / target / open to the sites on $H_{k}$, is enough to determine the classes to which the sites lying on $H_{k}$ belong.

Using Figure 6 as a reference, we draw the following conclusions, assuming that $(x, y)$ is our initial vertex:

1. If each vertex of $\operatorname{Out}(x, y)$ belongs to $W$, then no matter which of these vertices the first player moves the token to from $(x, y)$, the second player wins. We thus have the following two possibilities:
(a) either the vertex $(x, y)$ has been marked a trap and hence belongs to $W$, which happens with probability $p$,
(b) or else the game that begins from $(x, y)$ results in a loss for the first player, so that $(x, y)$ is classified into $L$ with the remaining probability $1-p$.
2. If at least one of the vertices of $\operatorname{Out}(x, y)$ belongs to $L$, the first player moves the token from $(x, y)$ to this vertex, making the second player lose. We thus have the following two possibilities:
(a) either $(x, y)$ has been marked a target and hence belongs to $L$, which happens with probability $q$,
(b) or else the game that begins from $(x, y)$ results in a win for the first player, so that $(x, y)$ is classified into $W$ with the remaining probability $1-q$.
3. The final scenario is where none of the vertices of $\operatorname{Out}(x, y)$ belongs to $L$ but at least one of them belongs to $D$. In this case, we have the following three possibilities:
(a) either $(x, y)$ has been marked a trap and hence belongs to $W$, which happens with probability $p$,
(b) or $(x, y)$ has been marked a target and hence belongs to $L$, which happens with probability $q$,
(c) or else the game that begins from $(x, y)$ results in a draw (since the first player moves the token from $(x, y)$ to the vertex in $\operatorname{Out}(x, y)$ which is in $D$ ), thus placing $(x, y)$ in the class $D$ with the remaining probability $r=1-p-q$.

We further note that, conditioned on the classification of the vertices that lie on $H_{k+1}$ into the classes $W, L$ and $D$, the (random) class which a vertex lying on $H_{k}$ gets sorted into via the above-mentioned rules is independent of all other vertices on $H_{k}$.

The above recurrence relations are the key to establishing a connection between our game and the envelope PCA $\widehat{\mathrm{F}}_{p, q}$ that we are now ready to define. Let us identify $W$ with the symbol $0, L$ with the symbol 1 and $D$ with the symbol ? (in other words, we label a vertex 0 if it has been classified into $W$, 1 if it has been classified into $L$, and ? if it has been classified into $D$ ). For any $k \in \mathbb{Z}$, we identify $H_{k}$ with $\mathbb{Z}$ by identifying $(x, k)$ on $H_{k}$ with $x$ on $\mathbb{Z}$ for each $x \in \mathbb{Z}$. This allows us to represent the recurrence relations listed above via a PCA $\widehat{\mathrm{F}}_{p, q}$ that is endowed with the alphabet $\hat{\mathcal{A}}=\{0,1, ?\}$, the neighborhood $\mathcal{N}=\{0,1,2\}$, and the stochastic matrix $\widehat{\varphi}_{p, q}: \hat{\mathcal{A}}^{3} \times \hat{\mathcal{A}} \rightarrow[0,1]$ defined via the equations:

$$
\begin{gather*}
\widehat{\varphi}_{p, q}(0,0,0 ; b)= \begin{cases}p & \text { if } b=0, \\
1-p & \text { if } b=1,\end{cases}  \tag{2.6}\\
\widehat{\varphi}_{p, q}\left(a_{0}, a_{1}, a_{2} ; b\right)=\left\{\begin{array}{ll}
1-q & \text { if } b=0, \\
q & \text { if } b=1,
\end{array} \text { for all }\left(a_{0}, a_{1}, a_{2}\right) \in \hat{\mathcal{A}}^{3} \backslash\{0, ?\}^{3}\right. \tag{2.7}
\end{gather*}
$$

and

$$
\widehat{\varphi}_{p, q}\left(a_{0}, a_{1}, a_{2} ; b\right)=\left\{\begin{array}{ll}
p & \text { if } b=0,  \tag{2.8}\\
q & \text { if } b=1, \\
r=1-p-q & \text { if } b=?
\end{array} \quad \text { for all }\left(a_{0}, a_{1}, a_{2}\right) \in\{0, ?\}^{3} \backslash(0,0,0)\right.
$$



Figure 7: The stochastic rules that define our envelope PCA $\widehat{\mathrm{F}}_{p, q}$.

We illustrate $\widehat{\varphi}_{p, q}$ in Figure 7. To clarify further, the classification of the vertices on $H_{k+1}$ into $W, L$ and $D$ yields a configuration $\eta \in \hat{\mathcal{A}}^{\mathbb{Z}}$ via the identifications described above, and the classification of the vertices on $H_{k}$ into $W, L$ and $D$ via the game's recurrence relations can then be represented by $\widehat{\mathrm{F}}_{p, q} \eta$.

If we endow $\hat{\mathcal{A}}$ with the total order $0 \prec ? \prec 1$ and define $1-?=$ ?, then (similar to the way we interpret $F_{p, q}$ in §2.2) the envelope PCA $\widehat{\mathrm{F}}_{p, q}$ can be derived, via random perturbations, from a deterministic $\mathrm{CA}, \widehat{\mathrm{F}}$, and a random noise $\widehat{\theta}$, as follows. The local update rule $\widehat{\mathrm{f}}$ of $\widehat{\mathrm{F}}$ is given by $\widehat{\mathrm{f}}\left(a_{0}, a_{1}, a_{2}\right)=1-\max \left\{a_{0}, a_{1}, a_{2}\right\}$, whereas the noise $\widehat{\theta}(a, b)$, for $a, b \in \hat{\mathcal{A}}$, transforms 0 to 1 with probability $q$ (i.e. $\widehat{\theta}(0,1)=q$ ) and keeps it unchanged with probability $1-q$, transforms 1 to 0 with probabililty $p$ (i.e. $\widehat{\theta}(1,0)=p$ ) and keeps it unchanged with probability $1-p$, and transforms ? to 1 with probability $q$ (i.e. $\widehat{\theta}(?, 1)=q$ ), ? to 0 with probability $p$ (i.e. $\widehat{\theta}(?, 0)=p$ ), and keeps ? unchanged with probability $r=1-p-q$. It is now straightforward to check that $\widehat{\mathrm{F}}_{p, q}$ is obtained from $\widehat{\mathrm{F}}$ by injecting into it the memoryless zero-range noise $\widehat{\theta}$ (again, we refer the reader to [34] for a detailed reading on PCAs obtained via perturbations of deterministic CAs by random noises).

Although we have argued in $\S 2.3$ how the recurrence relations deduced from our percolation game give rise to $\widehat{\mathrm{F}}_{p, q}$, there is, in fact, another angle from which one may motivate the emergence of $\widehat{\mathrm{F}}_{p, q}$ (we mention here that the term "envelope" was introduced in [10]) - namely, the use of $\widehat{\mathrm{F}}_{p, q}$ in coupling two (random) configurations obtained via (possibly repeated) applications of the PCA $F_{p, q}$, starting from two different initial configurations. The symbol ? is utilized to populate sites whose actual values may differ between these two coupled configurations.

We dwell here a little longer on the notion of envelope PCAs. In [10], a random algorithm known as a perfect sampling procedure is proposed which, when repeatedly applied, can estimate the (unique) stationary probability distribution corresponding to an ergodic PCA $F$ with arbitrary precision. When the universe of $F$ is finite (e.g. when $\mathbb{Z} / n \mathbb{Z}$ constitute the cells for $F$ ), a new PCA $\widehat{\mathrm{F}}$ on an extended alphabet, referred to as an envelope PCA to $F$, is introduced, which is then run on a single initial configuration to obtain a perfect sampling procedure for $F$. When the universe for $F$ is infinite (e.g. when $\mathbb{Z}^{d}$ constitute the cells for $F$, making the universe uncountably infinite), [10] shows that an efficient perfect sampling procedure can be obtained when $\widehat{\mathrm{F}}$ is ergodic.

When the alphabet for $F$ is $\mathcal{A}=\{0,1\}$, the alphabet for $\widehat{\mathrm{F}}$ is $\hat{\mathcal{A}}=\{0,1, ?\}$. The universe
$E$ and neighborhood $\mathcal{N}$ for $\widehat{\mathrm{F}}$ remain the same as those for $F$. Given a configuration $\eta=(\eta(x): x \in E)$ in $\hat{\mathcal{A}}^{E}$, one thinks of $\eta$ as a configuration in $\mathcal{A}^{E}$ as follows: if $x \in E$ is a cell such that it is not known which symbol from $\mathcal{A}$ occupies it, we imagine that it is occupied by the symbol ?. It is to be noted that when $\eta \in \mathcal{A}^{E}$, i.e. $\eta$ is a configuration which is devoid of the symbol ?, the envelope PCA $\widehat{\mathrm{F}}$ acts on it in exactly the same way as $F$ acts on it.

It is now time to connect the principal components of this paper, namely the game, the PCA $F_{p, q}$, and its envelope $\widehat{\mathrm{F}}_{p, q}$, with one another. This connection is established via the following three results.

Proposition 2.2. For every $(p, q) \in \mathcal{S}$, the percolation game with parameters $p$ and $q$ has probability 0 of culminating in a draw if and only if the PCA $F_{p, q}$ is ergodic.

Proposition 2.3. The PCA $F_{p, q}$ is ergodic if and only if the corresponding envelope PCA $\widehat{\mathrm{F}}_{p, q}$ is ergodic.
Proposition 2.4. For each $(p, q) \in \mathcal{S}$, the envelope PCA $\widehat{\mathrm{F}}_{p, q}$ admits no stationary distribution $\mu$ that assigns positive probability to the symbol ?. To put it formally, the probability of the event $\eta(x)=$ ?, where $\eta$ is a random configuration with law $\mu$, is 0 for every $x \in \mathbb{Z}$.

We implement the first assertion of Lemma 3.1 (that concerns itself with a couple of results regarding stochastic domination, as stated in $\S 3$ below) and the argument used in proving Proposition 2.1 of [25] to establish Proposition 2.3. Next, an argument identical to that used in proving Proposition 2.2 of [25] yields a proof of Proposition 2.2. We are now left with the task of proving Proposition 2.4.

## 3 An important lemma before we embark on a proof of Proposition 2.4

Recall from $\S 2.3$ that $\hat{\mathcal{A}}=\{0, ?, 1\}$, and borrowing from the definitions in $\S 2.2$, we let D denote the set of all probability measures on $\Omega=\hat{\mathcal{A}}^{\mathbb{Z}}$ that are defined with respect to the $\sigma$-field $\mathcal{F}$ generated by the cylinder sets of $\Omega$.
Lemma 3.1. Let $\mu$ and $\widetilde{\mu}$ be two probability distributions in $\mathbb{D}$. Let $\preceq$ denote the stochastic domination (on $\mathbb{D}$ ) with respect to the coordinate-wise total order induced by the ordering $0 \prec$ ? $\prec 1$, and let $\mu \preceq \widetilde{\mu}$. Then $\widehat{\mathrm{F}}_{p, q} \widetilde{\mu} \preceq \widehat{\mathrm{~F}}_{p, q} \mu$.

Let $\mu$ and $\widetilde{\mu}$ be two probability distributions in $\mathbb{D}$. Let $\unlhd$ denote the stochastic domination (on $\mathbb{D}$ ) with respect to the coordinate-wise partial order induced by $0 \triangleleft$ ? $\triangleright 1$, and let $\mu \unlhd \widetilde{\mu}$. Then $\widehat{\mathrm{F}}_{p, q} \mu \unlhd \widehat{\mathrm{~F}}_{p, q} \widetilde{\mu}$.
Proof. We begin with (deterministic) configurations $\eta$ and $\widetilde{\eta}$ in $\hat{\mathcal{A}}^{\mathbb{Z}}$ such that $\eta(x) \preceq \widetilde{\eta}(x)$ for all $x \in \mathbb{Z}$. We consider two copies of $\mathbb{Z}^{2}$, in both of which we fix the same assignment, say $\omega$, of trap / target / open labels to the vertices lying on $H_{k}$. In the first copy of $\mathbb{Z}^{2}$, we assign the state $\eta(x)$ to the site $(x, k+1)$ (that belongs to $\left.H_{k+1}\right)$, for each $x \in \mathbb{Z}$, whereas in the second copy of $\mathbb{Z}^{2}$, we assign the state $\widetilde{\eta}(x)$ to the site $(x, k+1)$, for each $x \in \mathbb{Z}$.

The state, say $\tau(x)$, assigned to the site $(x, k)$ (that belongs to $H_{k}$ ), for each $x \in \mathbb{Z}$, in the first copy of $\mathbb{Z}^{2}$, is deduced using the states $\eta(x), \eta(x+1)$ and $\eta(x+2)$, and the label $\omega(x, k)$, according to the following rules:

1. if $\omega(x, k)$ reads trap, then $\tau(x)=0$,
2. if $\omega(x, k)$ reads target, then $\tau(x)=1$,
3. if $\omega(x, k)$ reads open, and
(a) $\eta(x)=\eta(x+1)=\eta(x+2)=0$, then $\tau(x)=1$,
(b) at least one of $\eta(x), \eta(x+1)$ and $\eta(x+2)$ equals 1 , then $\tau(x)=0$,
(c) none of $\eta(x), \eta(x+1)$ and $\eta(x+2)$ equals 1 , but at least one of them equals ?, then $\tau(x)=$ ?.

The state, say $\widetilde{\tau}(x)$, assigned to $(x, k)$, for each $x \in \mathbb{Z}$, in the second copy of $\mathbb{Z}^{2}$, is deduced using the states $\widetilde{\eta}(x), \widetilde{\eta}(x+1)$ and $\widetilde{\eta}(x+2)$, and the label $\omega(x, k)$, following rules analogous to the above.

We now compare $\tau(x)$ and $\widetilde{\tau}(x)$ for each $x \in \mathbb{Z}$. Since the same assignment, $\omega$, of trap / target / open labels to the vertices of $H_{k}$ is used in each copy of $\mathbb{Z}^{2}$, we need only carry out this comparison when $\omega(x, k)$ is open. It suffices to consider $x=0$.

1. Suppose $\widetilde{\eta}(0)=\widetilde{\eta}(1)=\widetilde{\eta}(2)=0$, which forces $\eta(0)=\eta(1)=\eta(2)=0$. In this case, $\tau(0)=\widetilde{\tau}(0)=1$.
2. Suppose $(\widetilde{\eta}(0), \widetilde{\eta}(1), \widetilde{\eta}(2)) \in\{0, ?\}^{3} \backslash\{(0,0,0)\}$. In this case, we either have $(\eta(0), \eta(1), \eta(2)) \in\{0, ?\}^{3} \backslash\{(0,0,0)\}$ or we have $(\eta(0), \eta(1), \eta(2))=(0,0,0)$. In the former situation, $\tau(0)=\widetilde{\tau}(0)=$ ?, whereas in the latter situation, $\widetilde{\tau}(0)=$ ? and $\tau(0)=1$.
3. Finally, suppose $(\widetilde{\eta}(0), \widetilde{\eta}(1), \widetilde{\eta}(2)) \in\{0, ?, 1\}^{3} \backslash\{0, ?\}^{3}$. The first possibility is that $(\eta(0), \eta(1), \eta(2)) \in\{0, ?, 1\}^{3} \backslash\{0, ?\}^{3}$, in which case $\tau(0)=\widetilde{\tau}(0)=0$. The second possibility is where $(\eta(0), \eta(1), \eta(2)) \in\{0, ?\}^{3} \backslash\{(0,0,0)\}$, in which case, $\widetilde{\tau}(0)=0$ whereas $\tau(0)=$ ?. The third and final possibility is where $(\eta(0), \eta(1), \eta(2))=(0,0,0)$, in which case $\widetilde{\tau}(0)=0$ and $\tau(0)=1$.
These observations let us conclude that $\tau \succeq \widetilde{\tau}$. Given $\mu \preceq \widetilde{\mu}$, we let $\eta$ and $\widetilde{\eta}$ denote coupled random configurations (defined on the same sample space) such that $\eta$ follows $\mu, \widetilde{\eta}$ follows $\widetilde{\mu}$ and $\eta \preceq \widetilde{\eta}$ almost surely. The above deduction applied to $\eta$ and $\widetilde{\eta}$ completes the proof of the first assertion of Lemma 3.1.

To prove the second assertion of Lemma 3.1, we consider a very similar set-up as above, with the only distinction being that $\eta(x) \unlhd \widetilde{\eta}(x)$ for all $x \in \mathbb{Z}$. Once again, we compare $\tau(x)$ and $\widetilde{\tau}(x)$ for each $x \in \mathbb{Z}$, and it suffices to consider $x=0$ and $\omega(0, k)$ open:

1. Suppose $\eta(0)=\eta(1)=\eta(2)=0$ and $(\widetilde{\eta}(0), \widetilde{\eta}(1), \widetilde{\eta}(2)) \in\{0, ?\}^{3} \backslash\{(0,0,0)\}$. Then $\tau(0)=1$ whereas $\widetilde{\tau}(0)=$ ?.
2. When $(\eta(0), \eta(1), \eta(2)) \in\{0, ?, 1\}^{3} \backslash\{0, ?\}^{3}$, we either have $(\widetilde{\eta}(0), \widetilde{\eta}(1), \widetilde{\eta}(2)) \in\{0, ?\}^{3} \backslash$ $\{(0,0,0)\}$ or $(\widetilde{\eta}(0), \widetilde{\eta}(1), \widetilde{\eta}(2)) \in\{0, ?, 1\}^{3} \backslash\{0, ?\}^{3}$. In the latter scenario, $\tau(0)=$ $\widetilde{\tau}(0)=0$, while in the former, we have $\tau(0)=0$ and $\widetilde{\tau}(0)=$ ?.

These observations imply $\tau \unlhd \widetilde{\tau}$, which, in turn, yields the conclusion in the second part of Lemma 3.1.

## 4 The method of weight functions and the proof of Proposition 2.4

As discussed in §2.2, it is a non-trivial task to establish, rigorously, the ergodicity of PCAs in general. It has also been explicitly stated in [25] that coming up with a suitable weight function or potential function that serves our purpose of proving ergodicity is not an easy feat either.

Before we proceed further, we recall here the definitions of translation-invariant and reflection-invariant probability measures as discussed right after Definition 2.1. Given any 1-dimensional PCA with alphabet $\mathcal{A}$, a finite index set $S=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\} \subset \mathbb{Z}$, and symbols $a_{1}, a_{2}, \ldots, a_{n}$ that belong to $\mathcal{A}$, we call $\left(a_{1} a_{2} \ldots a_{n}\right)_{S}=\left\{\eta \in \mathcal{A}^{\mathbb{Z}}: \eta\left(y_{i}\right)=\right.$ $a_{i}$ for all $\left.1 \leqslant i \leqslant n\right\}$ a cylinder set indexed by $S$. When a probability measure $\mu$ is translation-invariant, and $y_{i}=k+i$ for all $1 \leqslant i \leqslant n$ and for some $k \in \mathbb{Z}$, we denote the measure $\mu\left(\left(a_{1} a_{2} \ldots a_{n}\right)_{S}\right)$ of the cylinder set $\left(a_{1} a_{2} \ldots a_{n}\right)_{S}$ by simply $\mu\left(a_{1} a_{2} \ldots a_{n}\right)$,
since the 'location' of $S$ (i.e. the value of $k$ ) ceases to be relevant. For instance, if $\eta$ is a random configuration following the law $\mu$, then for any $x \in \mathbb{Z}$, we can let $\mu($ ?) indicate the probability of the event $\eta(x)=$ ?. Likewise, for any $x \in \mathbb{Z}$, we can let $\mu(0$ ?) indicate the probability of the event that $\eta(x)=0$ and $\eta(x+1)=$ ?, and so on. When $\mu$ is both translation-invariant and reflection-invariant, $\mu\left(a_{1} a_{2} \ldots a_{n}\right)=\mu\left(a_{n} a_{n-1} \ldots a_{1}\right)$ for all $a_{1}, \ldots, a_{n} \in \mathcal{A}$. For instance, $\mu(10 ?)=\mu(? 01)$, since the former is the probability of the event $\eta(-1)=1, \eta(0)=0, \eta(1)=$ ? whereas the latter is the probability of the event $\eta(-1)=?, \eta(0)=0, \eta(1)=1$.
Lemma 4.1. To prove Proposition 2.4, it suffices to show that under no translationinvariant and reflection-invariant stationary distribution for $\widehat{\mathrm{F}}_{p, q}$ can the symbol? appear anywhere with positive probability, for each $(p, q) \in \mathcal{S}$ (where $\mathcal{S}$ is as defined in (1.1)).
Proof. Suppose there exists a stationary distribution $\mu$ for $\widehat{\mathrm{F}}_{p, q}$ with $\mu(?)>0$. To prove Lemma 4.1, it now suffices to show the existence of a translation-invariant and reflectioninvariant stationary distribution for $\widehat{\mathrm{F}}_{p, q}$ under which the probability of occurrence of the symbol? is strictly positive.

Let $\delta_{\text {? }}$ indicate the configuration that assigns the state ? to each $x \in \mathbb{Z}$. By the second assertion of Lemma 3.1, the sequence $\left\{\widehat{\mathrm{F}}_{p, q}^{n} \delta_{?}(?)\right\}_{n \in \mathbb{N}_{0}}$ is non-increasing, and $\widehat{\mathrm{F}}_{p, q}^{n} \delta_{?}(?) \geqslant \mu(?)>0$ for each $n \in \mathbb{N}_{0}$. Thus, any limit point of the Césaro sums of the sequence $\left\{\widehat{\mathrm{F}}_{p, q}^{n} \delta_{?}\right\}_{n \in \mathbb{N}_{0}}$ is a translation-invariant and reflection-invariant stationary distribution for $\widehat{\mathrm{F}}_{p, q}$ that assigns a strictly positive probabililty to the occurrence of ? (because of our assumption that $\mu(?)>0$ ), yielding the desired conclusion.

In the rest of this paper, we consider only $\mu$ that belongs to $\mathbb{D}$ (recall from §3) and that is both translation-invariant and reflection-invariant.

We now come to the actual construction of the weight function, which is accomplished via several steps. To begin with, for the sake of brevity, we let $\widehat{* *}$ denote the set $\{0, ?\}^{2} \backslash\{(0,0)\}$ and $\widehat{* * *}$ the set $\{0, ?\}^{3} \backslash\{(0,0,0)\}$. We may think of $(\widehat{* *})$ as representing the cylinder set in which $(\eta(0), \eta(1)) \in \widehat{* *}$, and $(\widehat{* * *})$ as representing the cylinder set in which $(\eta(0), \eta(1), \eta(2)) \in \widehat{* * *}$. We write $\left(S_{0} S_{1} \ldots S_{k} \widehat{* *} S_{0}^{\prime} S_{1}^{\prime} \ldots S_{k^{\prime}}^{\prime}\right)$ (likewise, $\left(S_{1} S_{2} \ldots S_{k} \widehat{* *} S_{1}^{\prime} S_{2}^{\prime} \ldots S_{k^{\prime}}^{\prime}\right)$ ) to indicate the cylinder set in which $\eta(i) \in S_{i}$ for all $0 \leqslant i \leqslant k$, $(\eta(k+1), \eta(k+2), \eta(k+3)) \in \widehat{* * *}$, and $\eta(k+4+i) \in S_{i}^{\prime}$ for all $0 \leqslant i \leqslant k^{\prime}$, for any subsets $S_{0}, \ldots, S_{k}, S_{0}^{\prime}, \ldots, S_{k^{\prime}}^{\prime}$ of $\{0, ?, 1\}$. When $S_{i}=\left\{a_{i}\right\}$ is a singleton for some $0 \leqslant i \leqslant k$, we replace $S_{i}$ in the above notation by simply $a_{i}$ (and likewise when $S_{i}^{\prime}$ is a singleton for some $0 \leqslant i \leqslant k^{\prime}$ ).

Keeping the reader's convenience in mind and before we plunge into the intricate technicalities of the weight function derivation, we briefly dwell here on how we plan to accomplish the task at hand, i.e. proving Proposition 2.4 , using the method of weight functions. Following the notations introduced above, we call a cylinder set $\left(a_{1}, a_{2}, \ldots, a_{n}\right)_{S}$ ?-inclusive if $a_{i}=$ ? for at least one $i \in\{1, \ldots, n\}$. We envisage our weight function $w(\mu)$ to be a linear combination

$$
\begin{equation*}
w(\mu)=\sum_{i=1}^{s} c_{i} \mu\left(\mathcal{C}_{i}\right) \tag{4.1}
\end{equation*}
$$

of cylinder sets $\mathcal{C}_{1}, \ldots, \mathcal{C}_{s}$, each of which is ?-inclusive, with $c_{1}, \ldots, c_{s}$ being real constants (that are functions of the parameters $p$ and $q$ ), and we want it to satisfy an inequality of the form

$$
\begin{equation*}
w\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \leqslant w(\mu)-\sum_{i=1}^{s^{\prime}} c_{i}^{\prime} \mu\left(\mathcal{C}_{i}^{\prime}\right) \tag{4.2}
\end{equation*}
$$

where $c_{1}^{\prime}, \ldots, c_{s^{\prime}}^{\prime}$ are non-negative real constants (and are, once again, functions of $p$ and $q$ ) and $\mathcal{C}_{1}^{\prime}, \ldots, \mathcal{C}_{s^{\prime}}^{\prime}$ are, once again, ?-inclusive cylinder sets. When $\mu$ is stationary for $\widehat{\mathrm{F}}_{p, q}$,
we have $w\left(\widehat{\mathrm{~F}}_{p, q} \mu\right)=w(\mu)$, which then yields $\sum_{i=1}^{s^{\prime}} c_{i}^{\prime} \mu\left(\mathcal{C}_{i}^{\prime}\right)=0$. The constants $c_{1}^{\prime}, \ldots, c_{s^{\prime}}^{\prime}$ are such that, when $p+q>0$, we can find a non-empty $P \subset\left\{1, \ldots, s^{\prime}\right\}$ such that $c_{i}^{\prime}>0$ whenever $i \in P$. This, in turn, yields $\mu\left(\mathcal{C}_{i}^{\prime}\right)=0$ for every $i \in P$ whenever $\mu$ is stationary and $p+q>0$. From these, we infer, due to the good choice of the constants $c_{i}$ made in the weight function in (4.1), that $\mu(?)=0$.

We outline here a summary of how we proceed in the rest of $\S 4$. Keeping in mind the goal of showing $\mu(?)=0$ for every probability distribution $\mu$ that is stationary for the envelope PCA $\widehat{\mathrm{F}}_{p, q}$, we attempt to

1. begin with an initial, reasonable guess for the weight function,
2. parallelly, come up with a suitable inequality (or equality) that is satisfied by this initial expression for the weight function,
3. take note of the terms on the right side of this inequality (or equality) that are non-negative and therefore need to be dealt with,
4. take note of the terms on the right side of this inequality (or equality) that are non-positive and have some power in negating the above-mentioned non-negative terms,
5. accordingly, introduce an adjustment into the initial weight function,
6. write down, possibly with several simplifications, how the above-mentioned adjustment affects the weight function inequality (or equality), and see if the updated weight function inequality (or equality) has the desired form as stated in (4.2),
7. declare the current weight function as the final, desired weight function if the answer to the question in (6) is a yes,
8. otherwise, repeat the above procedure from (3) onward.

We conclude this introductory part of $\S 4$ by stating the final expression for the weight function that we deduce in the sequel:

$$
\begin{align*}
& w_{3}(\mu)=\left(1-p^{2}-p q-q\right) \mu(?)+2 \mu(0 ?)-\mu(? 0 ?)+2 r\left(1-p^{2}\right) \mu(100 ?)-2 p r\{\mu(1 ?)+\mu(10 ?)\} \\
& \quad-2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\}-4 r \mu(1 ? 01)-2 p^{2} r\{\mu(1 ? 00)+\mu(10 ? 0)\} \tag{4.3}
\end{align*}
$$

### 4.1 Computation of the probabilities of various cylinder sets under the pushforward measure induced by the action of $\widehat{\mathrm{F}}_{p, q}$

Recall from §2.2 the definition of the pushforward measure $\widehat{\mathrm{F}}_{p, q} \mu$. Ultimately, we would need to compute $\widehat{\mathrm{F}}_{p, q} \mu(\mathcal{C})$ for every cylinder set $\mathcal{C}$ that shows up in the expression for the final weight function in (4.3). However, in §4.1, we compute only the first few (i.e. the pushforward measures for (?), (0?), (?0?), (100?)) as these are the only cylinder sets that show up in the expression for our initial weight function (see (4.10)). The rest are computed as and when required (during the subsequent steps in which the weight function is appropriately tweaked to satisfy the desired criterion).

For any translation-invariant and reflection-invariant probability measure $\mu$ belonging to $\mathbb{D}$ (recall from §3), using (2.8), we have

$$
\begin{equation*}
\widehat{\mathrm{F}}_{p, q} \mu(?)=r \mu(\widehat{* * *}) \tag{4.4}
\end{equation*}
$$

In the deduction of $\widehat{\mathrm{F}}_{p, q} \mu(\mathcal{C})$ where $\mathcal{C}$ is one of 0 ?, ?0? and 100?, we make use (2.6), (2.7) and (2.8). Since these computations involve rather similar arguments, we explain in detail only two of them.

To compute $\widehat{\mathrm{F}}_{p, q} \mu\left(0\right.$ ?), we note that for $\left(\widehat{\mathrm{F}}_{p, q} \eta(0), \widehat{\mathrm{F}}_{p, q} \eta(1)\right)$ to equal ( 0 ?) for some $\eta \in \hat{\mathcal{A}}^{\mathbb{Z}}$, we require $(\eta(1), \eta(2), \eta(3)) \in \widehat{* * *}$, and the event $\widehat{\mathrm{F}}_{p, q} \eta(1)=$ ? occurs with probability $r$. If $\eta(0)=\eta(1)=\eta(2)=0$, forcing $\eta(3)=$ ?, the event $\widehat{\mathrm{F}}_{p, q} \eta(0)=0$ happens
with probability $p$; if $\eta(0)=0$ and $(\eta(1), \eta(2), \eta(3)) \in \widehat{* * *} \backslash\{(00$ ? $)\}$, then again the event $\widehat{\mathrm{F}}_{p, q} \eta(0)=0$ happens with probability $p$ as $(\eta(0), \eta(1), \eta(2)) \in \widehat{* *}$ in this case. If $\eta(0)=$ ?, the event $\widehat{\mathrm{F}}_{p, q} \eta(0)=0$ happens with probability $p$, and if $\eta(0)=1$, the event $\widehat{\mathrm{F}}_{p, q} \eta(0)=0$ happens with probability $(1-q)$. Combining all, we have

$$
\begin{equation*}
\widehat{\mathrm{F}}_{p, q} \mu(0 ?)=\operatorname{pr\mu }(\{0, ?\} \widehat{* * *})+(1-q) r \mu(1 \widehat{* * *}) \tag{4.5}
\end{equation*}
$$

Arguing likewise, we obtain

$$
\begin{align*}
\widehat{\mathrm{F}}_{p, q} \mu(100 ?)= & (1-p) p^{2} r \mu(000 \widehat{* *})+q p^{2} r\left[\mu(\widehat{* * * * *})+\mu\left(1\{0, ?\}^{2} \widehat{* * *}\right)\right] \\
& +q(1-q) p r \mu(1\{0, ?\} \widehat{* * *})+q(1-q)^{2} r \mu(1 \widehat{* * *}) . \tag{4.6}
\end{align*}
$$

We outline the argument to deduce $\widehat{\mathrm{F}}_{p, q} \mu\left(? 0\right.$ ?). For $\left(\widehat{\mathrm{F}}_{p, q} \eta(0), \widehat{\mathrm{F}}_{p, q} \eta(1), \widehat{\mathrm{F}}_{p, q} \eta(2)\right)$ to equal (?0?) for some $\eta \in \hat{\mathcal{A}}^{\mathbb{Z}}$, we require $(\eta(0), \eta(1), \eta(2)) \in * * *$ and $(\eta(2), \eta(3), \eta(4)) \in$ $\widehat{* * *}$. Therefore, $(\eta(0), \eta(1)) \in\{0, ?\}^{2}$, but we must avoid $\eta(0)=\eta(1)=\eta(2)=0$. Thus $(\eta(0), \eta(1), \eta(2), \eta(3), \eta(4))$ must belong to the set $\{0, ?\}^{2} \widehat{* *} \backslash 000 \widehat{* *}$. Note that this forces $(\eta(1), \eta(2), \eta(3)) \in\{0, ?\}^{3}$, so that $\widehat{\mathrm{F}}_{p, q} \eta(1)=0$ happens with probability $p$. Each of the events $\widehat{\mathrm{F}}_{p, q} \eta(0)=$ ? and $\widehat{\mathrm{F}}_{p, q} \eta(2)=$ ? occurs with probability $r$. Combining all, we have

$$
\begin{equation*}
\widehat{\mathrm{F}}_{p, q} \mu(? 0 ?)=\operatorname{pr}^{2}\left[\mu\left(\{0, ?\}^{2 \widehat{* *}}\right)-\mu(000 \widehat{* *})\right] . \tag{4.7}
\end{equation*}
$$

### 4.2 Important identities used in the derivation of the weight function

We use Tables 1, 2, 3 and 4 to illustrate the derivation of a few identities. In each

| -2 | -1 | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: | :---: |
|  | 1 | $?$ | $?$ | $?$ |
|  | 1 | $?$ | $?$ | 0 |
|  | 1 | $?$ | 0 | $?$ |
|  | 1 | $?$ | 0 | 0 |
|  | $?$ | $?$ | $?$ |  |
|  | $?$ | $?$ | 0 |  |
| 0 | 0 | $?$ |  |  |
| $?$ | 0 | $?$ |  |  |
| $?$ | $?$ | $?$ | 1 |  |
| 0 | $?$ | $?$ | 1 |  |
| 1 | 0 | $?$ | $?$ |  |
| 1 | 0 | $?$ | 0 |  |
|  | 1 | $?$ | $?$ | 1 |
|  | 1 | $?$ | 0 | 1 |
|  | 1 | $?$ | 1 |  |
| 1 | $?$ | $?$ | 1 |  |
| 1 | 0 | $?$ | 1 |  |

Table 1: Decomposition of? to establish (4.8).

| -1 | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| $?$ | $?$ | $?$ | $?$ |
| $?$ | $?$ | $?$ | 0 |
| $?$ | $?$ | 0 | $?$ |
| $?$ | $?$ | 0 | 0 |
| 0 | $?$ | $?$ | $?$ |
| 0 | $?$ | $?$ | 0 |
| 0 | $?$ | 0 | $?$ |
| 0 | $?$ | 0 | 0 |
| 1 | $?$ | $?$ | $?$ |
| 1 | $?$ | $?$ | 0 |
| 1 | $?$ | $?$ | 1 |
| 1 | $?$ | 0 | $?$ |
| 1 | $?$ | 0 | 0 |
| 1 | $?$ | 0 | 1 |
|  | $?$ | 1 |  |
| $?$ | $?$ | $?$ | 1 |
| 0 | $?$ | $?$ | 1 |
| $?$ | $?$ | 0 | 1 |
| 0 | $?$ | 0 | 1 |

Table 2: Decomposition of ? Table 4: Decomposition of to establish (4.9)

| -1 | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| $?$ | 0 | $?$ | $?$ |
| $?$ | 0 | $?$ | 0 |
| 0 | 0 | $?$ | $?$ |
| 0 | 0 | $?$ | 0 |
| 1 | 0 | $?$ | $?$ |
| 1 | 0 | $?$ | 0 |
| $?$ | 0 | $?$ | 1 |
| 0 | 0 | $?$ | 1 |
| 1 | 0 | $?$ | 1 |

Table 3: Decomposition of 0 ? to establish (4.9)

| -1 | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| $?$ | 0 | 0 | $?$ |
| 0 | 0 | 0 | $?$ |
| 1 | 0 | 0 | $?$ |

of these tables, the first row indicates the indices of the coordinates in $\mathbb{Z}$, and the rows that follow represent events involving cylinder sets. To elucidate, in Table 1, the second and third rows represent respectively the events $(\eta(-1), \eta(0), \eta(1), \eta(2))=(1, ?, ?, ?)$ and
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$(\eta(-1), \eta(0), \eta(1), \eta(2))=(1, ?, ?, 0)$, and it is immediate that these two events are disjoint since they disagree on the symbol that occupies the coordinate 2. In fact, for any two distinct rows that are inside the same table, it can be seen that the corresponding events are mutually exclusive. To give the reader an understanding of how we make use of these tables, note that the union of the pairwise disjoint events listed in Table 1 forms a subset of the event $\eta(0)=$ ?. Thus, Table 1 , along with the previously stated assumption that $\mu$ is translation-invariant and reflection-invariant (justified by Lemma 4.1), allows us to write

$$
\begin{align*}
& \mu(?)=\mu(1 ? ? ?)+\mu(1 ? ? 0)+\mu(1 ? 0 ?)+\mu(1 ? 00)+\mu(? ? ?)+\mu(? ? 0)+\mu(00 ?)+\mu(? 0 ?) \\
& +\mu(? ? ? 1)+\mu(0 ? ? 1)+\mu(10 ? ?)+\mu(10 ? 0)+\mu(1 ? ? 1)+\mu(1 ? 01)+\mu(1 ? 1)+\mu(1 ? ? 1) \\
& +\mu(10 ? 1) \\
& =\underbrace{\mu(1 ? ? ?)+\mu(1 ? ? 0)+\mu(1 ? 0 ?)+\mu(1 ? 00)+\mu(10 ? ?)+\mu(10 ? 0)}_{(1)}+\underbrace{\mu(? ? ? 1)+\mu(0 ? ? 1)}_{(2)} \\
& +\underbrace{\mu(? ? ?)+\mu(? ? 0)+\mu(00 ?)+\mu(? 0 ?)}_{(3)}+2 \mu(1 ? ? 1)+\underbrace{\mu(1 ? 01)+\mu(10 ? 1)}_{(4)}+\mu(1 ? 1) \\
& =\underbrace{\mu(1 \widehat{* * *})-\mu(100 ?)}_{\text {rewriting (1) }}+\underbrace{\mu(\widehat{* * * 1})-\mu(? 001)-\mu(? ? 01)-\mu(0 ? 01)-\mu(? 0 ? 1)-\mu(00 ? 1)}_{\text {rewriting (2) }} \\
& +\underbrace{\mu(\widehat{* * *})-\mu(0 ? ?)-\mu(0 ? 0)-\mu(? 00)}_{\text {rewriting (3) }}+2 \mu(1 ? ? 1)+\underbrace{2 \mu(1 ? 01)}_{\text {reflection-invariance on (4) }}+\mu(1 ? 1) \\
& =\mu(\widehat{* * *})-\mu(0 ? ?)-\mu(0 ? 0)-\mu(? 00)+\underbrace{\mu(1 \widehat{* * *})+\mu(\widehat{* * *})-[\mu(100 ?)+\mu(? 001)]}_{\text {from the rewritten (1) and (2) in the previous step }} \\
& \underbrace{-[\mu(? ? 01)+\mu(0 ? 01)]-[\mu(? 0 ? 1)+\mu(00 ? 1)]}+2 \mu(1 ? ? 1)+\mu(1 ? 1)+2 \mu(1 ? 01) \\
& \text { from the rewritten (2) in the previous step } \\
& =\mu(\widehat{* * *})-\mu(0 ? ?)-\mu(0 ? 0)-\mu(? 00)+\underbrace{2 \mu(1 \widehat{* *})-2 \mu(100 ?)}_{\text {reflection-invariance }}-[\mu(? ? 01)+\mu(0 ? 01)] \\
& -[\mu(? 0 ? 1)+\mu(00 ? 1)]+2 \mu(1 ? ? 1)+\mu(1 ? 1)+2 \mu(1 ? 01) \\
& =\mu(\widehat{* * *})-\mu(0 ? ?)-\mu(0 ? 0)-\mu(? 00)+2 \mu(1 \widehat{* * *})-2 \mu(100 ?)-[\mu(? 01)-\mu(1 ? 01)] \\
& -[\mu(0 ? 1)-\mu(10 ? 1)]+2 \mu(1 ? ? 1)+\mu(1 ? 1)+2 \mu(1 ? 01) \\
& =\mu(\widehat{* *})-[\mu(0 ? ?)+\mu(0 ? 0)+\mu(0 ? 1)]-[\mu(? 00)+\mu(? 01)]+2 \mu(1 \widehat{* *})-2 \mu(100 ?) \\
& +2 \mu(1 ? ? 1)+\mu(1 ? 1)+4 \mu(1 ? 01) \quad \text { (grouping the terms judiciously) } \\
& =\mu(\widehat{* * *})-\mu(0 ?)-[\mu(? 0)-\mu(? 0 ?)]+2 \mu(\widehat{* * *})-2 \mu(100 ?)+2 \mu(1 ? ? 1)+\mu(1 ? 1) \\
& +4 \mu(1 ? 01) \\
& =\mu(\widehat{* * *})-2 \mu(0 ?)+\mu(? 0 ?)-2 \mu(100 ?)+2 \mu(1 \widehat{* * *})+2 \mu(1 ? ? 1)+\mu(1 ? 1)+4 \mu(1 ? 01) \text {. } \tag{4.8}
\end{align*}
$$

Likewise, Tables 2, 3 and 4 together yield

$$
\begin{aligned}
& \mu(?)+\mu(0 ?)+\mu(00 ?) \\
= & \mu(? ? ? ?)+\mu(? ? ? 0)+\mu(? ? 0 ?)+\mu(? ? 00)+\mu(0 ? ? ?)+\mu(0 ? ? 0)+\mu(0 ? 0 ?) \\
& +\mu(0 ? 00)+\mu(1 ? ? ?)+\mu(1 ? ? 0)+\mu(1 ? ? 1)+\mu(1 ? 0 ?)+\mu(1 ? 00)+\mu(1 ? 01)+\mu(? 1) \\
& +\mu(? ? ? 1)+\mu(0 ? ? 1)+\mu(? ? 01)+\mu(0 ? 01)+\mu(? 0 ? ?)+\mu(? 0 ? 0)+\mu(00 ? ?)+\mu(00 ? 0) \\
& +\mu(10 ? ?)+\mu(10 ? 0)+\mu(? 0 ? 1)+\mu(00 ? 1)+\mu(10 ? 1)+\mu(? 00 ?)+\mu(000 ?)+\mu(100 ?) \\
= & {[\mu(? ? ? ?)+\mu(? ? ? 0)+\mu(? ? 0 ?)+\mu(? ? 00)+\mu(? 0 ? ?)+\mu(? 0 ? 0)+\mu(? 00 ?)]+[\mu(0 ? ? ?)} \\
& +\mu(0 ? ? 0)+\mu(0 ? 0 ?)+\mu(0 ? 00)+\mu(00 ? ?)+\mu(00 ? 0)+\mu(000 ?)]+[\mu(1 ? ? ?)+\mu(1 ? ? 0)
\end{aligned}
$$

$$
\begin{aligned}
& +\mu(1 ? 0 ?)+\mu(1 ? 00)+\mu(10 ? ?)+\mu(10 ? 0)+\mu(100 ?)]+[\mu(? ? ? 1)+\mu(0 ? ? 1)+\mu(? ? 01) \\
& +\mu(0 ? 01)+\mu(? 0 ? 1)+\mu(00 ? 1)]+\mu(1 ? ? 1)+\mu(1 ? 01)+\mu(? 1)+\mu(10 ? 1)
\end{aligned}
$$

(grouping the terms judiciously)

$$
\begin{align*}
& =\mu(? \widehat{* *})+\mu(0 \widehat{* * *})+\mu(1 \widehat{* * *})+\mu(\widehat{* * *} 1)-\mu(? 001)+\mu(1 ? ? 1)+\mu(1 ?)+2 \mu(1 ? 01) \\
& =\mu(\{0, ?\} \widehat{* * *})+2 \mu(1 \widehat{* * *})-\mu(100 ?)+\mu(1 ?)+2 \mu(1 ? 01)+\mu(1 ? ? 1) . \tag{4.9}
\end{align*}
$$

### 4.3 The first step of composing the weight function

We start by defining

$$
\begin{equation*}
w_{0}(\mu)=\mu(?)+2 \mu(0 ?)-\mu(? 0 ?)+2 \mu(100 ?) \tag{4.10}
\end{equation*}
$$

It is not straightforward to explain our intuition behind setting $w_{0}$ in (4.10) as our 'initial' choice of weight function (after which it gets tweaked and adjusted in several steps described in the sequel to yield the final weight function). Since we are ultimately interested in $\mu(?)$ when $\mu$ is stationary, and since each $\mathcal{C}_{i}$ in (4.1) is ?-inclusive, it is not too far-fetched to entertain the possibility of starting with $\mathcal{C}_{1}=(?)_{\{0\}}$ (i.e. the cylinder set in which? occupies the origin). Thus, the right side of (4.2) contains $\mu(?)$, while the left contains $\widehat{\mathrm{F}}_{p, q} \mu(?)=r \mu(\widehat{* * *})$. When $p$ and $q$ are both small (intuitively, our task of showing $\mu(?)=0$ for $\mu$ stationary ought to become harder the smaller $p+q$ gets), $r \mu(\widehat{* *})$ is nearly equal to $\mu(\widehat{* * *})$. The appearance of $2 \mu(0$ ?) in the right side of (4.2) implies, from (4.5), that $2(1-q) r \mu(1 \widehat{* *})$ appears in the left side of (4.2), and when $p$ and $q$ are both small, this is nearly the same as $2 \mu(1 \widehat{* * *})$. From (4.8), we see that $\mu(?)+2 \mu(0 ?)-\mu(? 0 ?)+2 \mu(100 ?)$ serves as an upper bound for $\mu(\widehat{* *})+2 \mu(1 \widehat{* *})$. All these provide ample justification as to why we start with $w_{0}$ in (4.10) as our initial weight function.

Substituting the expressions from (4.4), (4.5), (4.7) and (4.6) into (4.10), we get

$$
\begin{aligned}
& w_{0}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right)=\widehat{\mathrm{F}}_{p, q} \mu(?)+2 \widehat{\mathrm{~F}}_{p, q} \mu(0 ?)-\widehat{\mathrm{F}}_{p, q} \mu(? 0 ?)+2 \widehat{\mathrm{~F}}_{p, q} \mu(100 ?) \\
& =r \mu(\widehat{* * *})+2\{\operatorname{pr} \mu(\{0, ?\} \widehat{* * *})+(1-q) r \mu(1 \widehat{* * *})\}-r^{2}\left[\mu\left(\{0, ?\}^{2} \widehat{* * *}\right)\right. \\
& -\mu(000 \widehat{* *})]+2\left\{(1-p) p^{2} r \mu(000 \widehat{* *})+q p^{2} r\left[\mu(\widehat{* * * * *})+\mu\left(1\{0, ?\}^{2} \widehat{* *}\right)\right]\right. \\
& \left.+q(1-q) \operatorname{pr} \mu(1\{0, ?\} \widehat{* * *})+q(1-q)^{2} r \mu(\widehat{1 * * *})\right\} \\
& =r \mu(\widehat{* * *})+2\{\operatorname{pr\mu }(\{0, ?\} \widehat{* * *})+(1-q) r \mu(1 \widehat{* * *})\}-p^{2}\left[\mu\left(\{0, ?\}^{2} \widehat{* * *}\right)\right. \\
& -\mu(000 \widehat{* *})]+2\{(1-p) p^{2} r \mu(000 \widehat{* * *})+q p^{2} r \underbrace{}_{\text {splitting } \mu\left(\underset{(* * * * *}{\mu\left(\{0, ?\}^{3} \widehat{* *}\right)}-\mu(000 \widehat{* *})\right.} \\
& \left.\left.+\mu\left(1\{0, ?\}^{2} \widehat{* * *}\right)\right]+q(1-q) p r \mu(1\{0, ?\} \widehat{* * *})+q(1-q)^{2} r \mu(1 \widehat{* *})\right\} \\
& =r \mu(\widehat{* * *})+2\{\operatorname{pr\mu }(\{0, ?\} \widehat{* * *})+(1-q) r \mu(1 \widehat{* * *})\}-p^{2}\left[\mu\left(\{0, ?\}^{2} \widehat{* * *}\right)\right. \\
& -\mu(000 \widehat{* *})]+2\{(1-p) p^{2} r \mu(000 \widehat{* *})+q p^{2} r[\underbrace{\mu\left(\{0, ?\}^{2} \widehat{* * *}\right)}_{\text {adding } \mu\left(\{0, ?\}^{3 * * *}\right) \text { and } \mu\left(1\{0, ?\}^{2} \widehat{{ }^{* * *}}\right)} \\
& \left.-\mu(000 \widehat{* * *})]+q(1-q) \operatorname{pr} \mu(1\{0, ?\} \widehat{* * *})+q(1-q)^{2} r \mu(1 \widehat{* * *})\right\} \\
& =r \mu(\widehat{* * *})+2\{\operatorname{pr\mu }(\{0, ?\} \widehat{* * *})+(1-q) r \mu(1 \widehat{* * *})\}-p r^{2}\left[\mu\left(\{0, ?\}^{2} \widehat{* * *}\right)\right. \\
& -\mu(000 \widehat{* *})]+2\{(1-p) p^{2} r \mu(000 \widehat{* * *})+q p^{2} r[\underbrace{\mu(\{0, ?\} \widehat{* * *})-\mu(1\{0, ?\} \widehat{* * *})}_{\text {splitting } \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)} \\
& \left.-\mu(000 \widehat{* *})]+q(1-q) p r \mu(1\{0, ?\} \widehat{* * *})+q(1-q)^{2} r \mu(1 \widehat{* * *})\right\} \\
& =r \mu(\widehat{* * *})+2\{\operatorname{pr\mu }(\{0, ?\} \widehat{* * *})+(1-q) r \mu(1 \widehat{* *})\}-r^{2}\left[\mu\left(\{0, ?\}^{2} \widehat{* *}\right)\right. \\
& -\mu(000 \widehat{* *})]+2\{(1-p) p^{2} r \mu(000 \widehat{* * *})+q p^{2} r[\underbrace{\mu(\widehat{* * *})-\mu(\widehat{* * *})}_{\text {splitting } \mu(\{0, ?\} \widehat{* *})} \\
& -\mu(1\{0, ?\} \widehat{* * *})-\mu(000 \widehat{* *})]+q(1-q) \operatorname{pr} \mu(1\{0, ?\} \widehat{* *})
\end{aligned}
$$

## 3-Neighborhood PCA and percolation games

$$
\begin{align*}
& \left.+q(1-q)^{2} r \mu(1 \widehat{* * *})\right\} \\
= & \underbrace{\left(r+2 q p^{2} r\right) \mu(\widehat{* * *})}_{\text {combining the terms involving } \mu(\widehat{* * *})}+p r \mu(\{0, ?\} \widehat{* * *}) \\
& +\{p r \mu(\{0, ?\} \widehat{* * *})+\underbrace{\left\{2 q(1-q) p r \mu(1\{0, ?\} \widehat{* * *})-2 q p^{2} r \mu(1\{0, ?\} \widehat{* * *})\right.}_{\text {combining the terms involving } \mu(1\{0, ?\} \widehat{* *})}\} \\
& -p^{2}\left[\mu\left(\{0, ?\}^{2} \widehat{* * *}\right)-\mu(000 \widehat{* *})\right] \\
& +\underbrace{\left\{2(1-p) p^{2} r \mu(000 \widehat{* * *})-2 q p^{2} r \mu(000 \widehat{* *})\right\}}_{\text {combining terms involving } \mu(000 * * *)} \\
& \underbrace{\left\{2 q(1-q)^{2} r \mu(1 \widehat{* * *})-2 q p^{2} r \mu(1 \widehat{* * *})+2(1-q) r \mu(1 \widehat{* * *})\right\}}_{\text {combining the terms involving } \mu(1 \widehat{* * *})} \\
= & \left(r+2 q p^{2} r\right) \mu(\widehat{* * *})+p r \mu(\{0, ?\} \widehat{* * *})+\{\underbrace{p r \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)+p r \mu(1\{0, ?\} \widehat{* * *})} \\
& +2 q p r(1-q-p) \mu(1\{0, ?\} \widehat{* * *})\}-p r^{2} \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)+p r^{2} \mu(000 \widehat{* *}) \\
& +2 p^{2} r(1-p-q) \mu(000 \widehat{* *})+2 r\left\{q(1-q)^{2}-q p^{2}+(1-q)\right\} \mu(1 \widehat{* * *}) \\
= & \left(r+2 q p^{2} r\right) \mu(\widehat{* * *})+p r \mu(\{0, ?\} \widehat{* * *})+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *}) \\
& +\underbrace{p r \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)-p r^{2} \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)}_{\text {combining terms involving } \mu\left(\{0, ?\}^{2} 2 * * *\right.}+p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* *}) \\
& +2 r\left\{q+q^{3}-2 q^{2}-q p^{2}+1-q\right\} \mu(1 \widehat{* * *}) \\
= & \left(r+2 q p^{2} r\right) \mu(\widehat{* * *})+p r \mu(\{0, ?\} \widehat{* * *})+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *}) \\
& +p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)+p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* * *}) \\
& +2 r\left\{1+q^{3}-2 q^{2}-q p^{2}\right\} \mu(1 \widehat{* * *}) .
\end{align*}
$$

## Next, applying

1. the identity
$\mu(\widehat{* * *})+2 \mu(1 \widehat{* * *})=\mu(?)+2 \mu(0 ?)-\mu(? 0 ?)+2 \mu(100 ?)-2 \mu(1 ? ? 1)-\mu(1 ? 1)-4 \mu(1 ? 01)$,
obtained by rearranging the terms of (4.8),
2. and the identity
$\mu(\{0, ?\} \widehat{* * *})=\mu(?)+\mu(0 ?)+\mu(00 ?)-2 \mu(1 \widehat{* * *})+\mu(100 ?)-\mu(1 ?)-2 \mu(1 ? 01)-\mu(1 ? ? 1)$,
obtained by rearranging the terms of (4.9), we transform (4.11) as follows:

$$
\begin{aligned}
& w_{0}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right)=\left(r+2 q p^{2} r\right) \mu(\widehat{* * *})+2 r\left\{1+q^{3}-2 q^{2}-q p^{2}\right\} \mu(1 \widehat{* * *})+p r \mu(\{0, ?\} \widehat{* * *}) \\
& +\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})+\operatorname{pr}(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)+p r^{2} \mu(000 \widehat{* *}) \\
& +2 p^{2} r^{2} \mu(000 \widehat{* *}) \\
= & \underbrace{\{r \mu(\widehat{* * *})+2 r \mu(1 \widehat{* * *})\}+2 q p^{2} r \mu(\widehat{* * *})+2 r\left\{q^{3}-2 q^{2}-q p^{2}\right\} \mu(1 \widehat{* * *})+\underbrace{+p r \mu(\{0, ?\} \widehat{* *})}_{\text {to be bound using (4.13) }}}_{\text {to be bound using (4.12) }} \\
& +\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})+p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)+p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* *}) \\
= & \underbrace{r\{\mu(?)+2 \mu(0 ?)-\mu(? 0 ?)+2 \mu(100 ?)-2 \mu(1 ? ? 1)-\mu(1 ? 1)-4 \mu(1 ? 01)\}}_{(1)-\text { bound obtained from (4.12) }}+2 q p^{2} r \mu(\widehat{* * *}) \\
& \left.+2 r\left\{q^{3}-2 q^{2}-q p^{2}\right)\right\} \mu(1 \widehat{* * *})+\underbrace{p r\{\mu(?)+\mu(0 ?)+\mu(00 ?)-2 \mu(1 \widehat{* * *})+\mu(100 ?)-\mu(1 ?)\}}_{(2)-\text { bound obtained from (4.13), continued next line within underbrace }}
\end{aligned}
$$

$$
\begin{aligned}
& \underbrace{-2 \mu(1 ? 01)-\mu(1 ? ? 1)\}}_{\text {(2), continued from above }}+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})+p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right) \\
& +p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* *}) \\
= & \underbrace{(r+p r) \mu(?)+(2 r+p r) \mu(0 ?)-r \mu(? 0 ?)+p r \mu(00 ?)+(2 r+p r) \mu(100 ?)-(2 r+p r) \mu(1 ? ? 1)}_{\text {combining terms from the bounds }(1) \text { and }(2)} \\
& \underbrace{-r \mu(1 ? 1)-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?)}_{\text {combining terms from the bounds }(1) \text { and }(2)}+2 r\left\{q^{3}-2 q^{2}-q p^{2}-p\right\} \mu(1 \widehat{* * *})+2 q p^{2} r \mu(\widehat{* * *}) \\
& +\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})+p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)+p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* *}) \\
= & \underbrace{\mu(?)}+(r+p r-1) \mu(?)]+[\underbrace{2 \mu(0 ?)}+(2 r+p r-2) \mu(0 ?)]+[\underbrace{-\mu(? 0 ?)}-(r-1) \mu(? 0 ?)] \\
& +[\underbrace{2 \mu(100 ?)}+(2 r+p r-2) \mu(100 ?)]+p r \mu(00 ?)-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1) \\
& -(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?)+2 r\left\{q^{3}-2 q^{2}-q p^{2}-p\right\} \mu(1 \widehat{* * *})+2 q p^{2} r \mu(\widehat{* * *}) \\
& +\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* *})+p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)+p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* * *}) \\
= & \underbrace{w_{0}(\mu)}_{(3)}-[p(1-r)+q] \mu(?)-[p(1-r)+q] \mu(0 ?)+\underbrace{(r-1) \mu(0 ?)-(r-1) \mu(? 0 ?)}+p r \mu(00 ?) \\
& +(p r-2 p-2 q) \mu(100 ?)-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1)-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?) \\
& +2 r\left\{q^{3}-2 q^{2}-q p^{2}-p\right\} \mu(1 \widehat{* * *})+2 q p^{2} r \mu(\widehat{* * *})+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *}) \\
& +p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)+p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* *})
\end{aligned}
$$

((3) obtained by combining underbraced terms from the previous step, \& using (4.10))

$$
\begin{aligned}
= & w_{0}(\mu)-[p(1-r)+q] \mu(?)-[p(1-r)+q] \mu(0 ?)+\underbrace{(r-1) \mu(10 ?)+(r-1) \mu(00 ?)}_{\text {rewriting (4) }}+p r \mu(00 ?) \\
& -[p(2-r)+2 q] \mu(100 ?)-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1)-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?) \\
& +2 r\left\{q^{3}-2 q^{2}-q p^{2}-p\right\} \mu(1 \widehat{* *})+2 q p^{2} r \mu(\widehat{* *})+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* *}) \\
& +p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)+p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* *}) \\
= & w_{0}(\mu) \underbrace{-[p(1-r)+q] \mu(?)-[p(1-r)+q] \mu(0 ?)}_{(5)}-(p+q) \mu(10 ?) \underbrace{-[p(1-r)+q] \mu(00 ?)}_{(6)}
\end{aligned}
$$

$$
-[p(2-r)+2 q] \mu(100 ?)-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1)-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?)
$$

$$
+2 r\left\{q^{3}-2 q^{2}-q p^{2}-p\right\} \mu(1 \widehat{* * *})+2 q p^{2} r \mu(\widehat{* * *})+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})
$$

$$
+\operatorname{pr}(p+q) \mu\left(\{0, ?\}^{2 \widehat{* *})}+p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* * *})\right.
$$

$$
=w_{0}(\mu) \underbrace{-[p(1-r)+q][\mu(?)+\mu(0 ?)+\mu(00 ?)]}_{\text {combining (5) and (6) }}-(p+q) \mu(10 ?)-[p(2-r)+2 q] \mu(100 ?)
$$

$$
-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1)-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?)+2 q p^{2} r \mu(\widehat{* * *})
$$

$$
-2 r\left(p+2 q^{2}+q p^{2}-q^{3}\right) \mu(\widehat{1 * *})+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})+p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)
$$

$$
\begin{equation*}
+p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* * *}) \tag{4.14}
\end{equation*}
$$

One may note here how (4.14) lays down the first of the stepping stones which pave the way towards an inequality that resembles (4.2). We remark here that our ultimate goal would be to transform the equality in (4.14) into an inequality of the form (4.2). However, there are, at this point, several terms in the right side of (4.14) (such as $2 q p^{2} r \mu(\widehat{* * *}),\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})$ etc. $)$, other than $w_{0}(\mu)$, in which the coefficients are non-negative, and this needs to be remedied. This is what we accomplish, via several adjustments and suitable algebraic manipulations in-between, in §4.4, §4.5, §4.6 and §4.7.

In each of the steps involving the above-mentioned adjustments, the equality/ inequality (beginning from (4.14)) evolves. Suppose we have performed $i$ adjustments so far, and the weight function currently under consideration is denoted by $w_{i}$. Let the inequality that we currently have (which could actually be an equality, in which case we refer to it as the current weight function equality) be given by

$$
\begin{equation*}
w_{i}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \leqslant w_{i}(\mu)-\sum_{j=1}^{s_{i}} \alpha_{i, j} \mu\left(\mathcal{E}_{i, j}\right) \tag{4.15}
\end{equation*}
$$

where $\alpha_{i, 1}, \ldots, \alpha_{i, s_{i}}$ are real constants and $\mathcal{E}_{i, 1}, \ldots, \mathcal{E}_{i, s_{i}}$ are cylinder sets. Suppose the $(i+1)$-st adjustment is defined via the equation $w_{i+1}(\mu)=w_{i}(\mu)-\sum_{j=1}^{t_{i}} \beta_{i, j} \mu\left(\mathcal{G}_{i, j}\right)$, in which $\beta_{i, 1}, \ldots, \beta_{i, t_{i}}$ are real constants and $\mathcal{G}_{i, 1}, \ldots, \mathcal{G}_{i, t_{i}}$ are cylinder sets. We can now rewrite (4.15) as follows:

$$
\begin{align*}
& w_{i+1}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right)+\sum_{j=1}^{t_{i}} \beta_{i, j} \widehat{\mathrm{~F}}_{p, q} \mu\left(\mathcal{G}_{i, j}\right) \leqslant w_{i+1}(\mu)+\sum_{j=1}^{t_{i}} \beta_{i, j} \mu\left(\mathcal{G}_{i, j}\right)-\sum_{j=1}^{s_{i}} \alpha_{i, j} \mu\left(\mathcal{E}_{i, j}\right) \\
\Longrightarrow & w_{i+1}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \leqslant w_{i+1}(\mu)+\sum_{j=1}^{t_{i}} \beta_{i, j} \mu\left(\mathcal{G}_{i, j}\right)-\sum_{j=1}^{t_{i}} \beta_{i, j} \widehat{\mathrm{~F}}_{p, q} \mu\left(\mathcal{G}_{i, j}\right)-\sum_{j=1}^{s_{i}} \alpha_{i, j} \mu\left(\mathcal{E}_{i, j}\right) . \tag{4.16}
\end{align*}
$$

This is the commonality shared by all the adjustments described in the sequel, and we refer back, several times, to (4.16) and use it to see how the inequality (or equality) evolves with each adjustment.

### 4.4 The second step of composing the weight function

As mentioned right after (4.14), a quick comparison of (4.14) with (4.2) reveals that the terms $2 q p^{2} r \mu(\widehat{* * *}),\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *}), \operatorname{pr}(p+q) \mu\left(\{0, ?\}^{2} \widehat{* *}\right), p r^{2} \mu(000 \widehat{* *})$ and $2 p^{2} r^{2} \mu(000 \widehat{* *})$ in the right side of (4.14) are all non-negative. To make sure that the final inequality is of the form given in (4.2), we have to use the existing non-positive terms in the right side of (4.14) to nullify these non-negative terms.

With the aim to tackle first the terms $\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* *})$ and $\operatorname{pr}(p+q) \mu\left(\{0, ?\}^{2 \widehat{* *})}\right.$, and then the terms $p^{2} \mu(000 \widehat{* *})$ and $2 p^{2} r^{2} \mu(000 \widehat{* *})$, we consider the following first adjustment to the initial weight function in (4.10):

$$
\begin{equation*}
w_{1}(\mu)=w_{0}(\mu)-p(p+q) \mu(?)=w_{0}(\mu)-p(1-r) \mu(?) \tag{4.17}
\end{equation*}
$$

Rewriting (4.14) as $w_{0}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right)=w_{0}(\mu)+A_{0}$, and using the idea presented in (4.16), we see that the adjustment of (4.17) would transform (4.14) into

$$
\begin{align*}
w_{1}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) & =w_{1}(\mu)+p(1-r) \mu(?)-p(1-r) \widehat{\mathrm{F}}_{p, q} \mu(?)+A_{0} \\
& =w_{1}(\mu)+p(1-r) \mu(?)-p(p+q) \widehat{\mathrm{F}}_{p, q} \mu(?)+A_{0} \tag{4.18}
\end{align*}
$$

We include a brief discussion attempting to explain why we choose to subtract $p(1-r) \mu(?)$ in (4.17). At the very outset, we let the reader know that we do not claim here that this is the only way to begin the sequence of adjustments. Some other term out of the existing non-positive terms in the right side of (4.14) might very well have worked. However, a significant amount of work went into trying out adjustments using terms that seemed plausible enough to negate the above-mentioned non-negative terms, using the idea presented in (4.16), and the choice in (4.17) has the following advantages:

1. As seen from the much neater (4.18) and by recalling the coefficient of $\mu(?)$ in the right side of (4.14), the coefficient of $\mu(?)$ becomes $-q$ once (4.17) has been
implemented, which is still non-positive and therefore creates no problems in the subsequent steps. This has been one of our main considerations in each adjustment step: that the adjustments are chosen such that they do not upset existing nonpositive terms on the right side of the weight function inequality (or equality) and turn them non-negative.
2. We now come to the term $-p(p+q) \widehat{\mathrm{F}}_{p, q} \mu(?)=-p(p+q) r \mu(\widehat{* *})$ in (4.18). The simple inequality $\mu\left(\{0, ?\}^{2} \widehat{* * *}\right) \leqslant \mu(\widehat{* * *})$ tells us that $-p(p+q) r \mu(\widehat{* * *})$ would suffice to fully negate the non-negative term $\operatorname{pr}(p+q) \mu\left(\{0, ?\}^{2} \widehat{* *}\right)$.
3. Note that after accomplishing the task of negating $p(p+q) \mu\left(\{0, ?\}^{2} \widehat{* *}\right)$, the term $-p(p+q) r \mu(\widehat{* * *})$ is also able to help in partially negating $\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})$ (we say "partially" because the order of magnitude of the coefficient $p r+2 q p r^{2}$ is $p$ when $p$ and $q$ are small, and this is larger than the order of magnitude of $p(p+q) r$ ), since $\mu(1\{0, ?\} \widehat{* * *})+\mu\left(\{0, ?\}^{2} \widehat{* * *}\right)=\mu(\{0, ?\} \widehat{* * *}) \leqslant \mu(\widehat{* * *})$.

We hope that the above discussions provide some insight to the reader as to why we found $-p(1-r) \mu(?)$ a compelling choice in (4.17).

Presenting the reader with the final weight function, with all the adjustments combined together, may come across as abrupt and opaque. On the other hand, outlining the adjustments in the same chronological order in which we ourselves thought of them while developing the weight function implies that the power of each adjustment (in negating the existing non-negative terms in the right side of the weight function inequality / equality) is limited by our ability to carry out intricate computations and algebraic manipulations and to keep track of the non-negative terms that still remain. Therefore, it is sometimes the case that we carry out two different adjustments at two different stages of development of the weight function, but some of the terms used in both these adjustments are the same (up to the cylinder sets involved, but with different coefficients). For instance, in the final adjustment, i.e. (4.49), the term $-q \mu(?)$ appears, and we may very well have combined this with $-p(1-r) \mu(?)$ of (4.17), but in doing so, we would have been unable to point out effectively to the reader how the construction truly unfolds.

Applying the adjustment described in (4.17) to (4.14), as illustrated in (4.18), we obtain:

$$
\begin{align*}
& w_{1}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \\
&=w_{1}(\mu)+p(1-r) \mu(?)-p(1-r) \widehat{\mathrm{F}}_{p, q} \mu(?)-[p(1-r)+q][\mu(?)+\mu(0 ?)+\mu(00 ?)] \\
&-(p+q) \mu(10 ?)-[p(2-r)+2 q] \mu(100 ?)-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1) \\
&-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?)+2 q p^{2} r \mu(\widehat{* * *})-2 r\left(p+2 q^{2}+q p^{2}-q^{3}\right) \mu(1 \widehat{* * *}) \\
&+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})+p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)+p r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* *}) \\
&= w_{1}(\mu)-q \mu(?)-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]-(p+q) \mu(10 ?)-[p(2-r)+2 q] \mu(100 ?) \\
&-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1)-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?)+2 q p^{2} r \mu(\widehat{* * *}) \\
& \underbrace{+}_{\left(3 r^{2} \mu(000 \widehat{* *})+2 p^{2} r^{2} \mu(000 \widehat{* * *}\right.} \underbrace{-p(p+q) \widehat{\mathrm{F}}_{p, q} \mu(?)-2 r\left(p+2 q^{2}+q p^{2}-q^{3}\right) \mu(1 \widehat{* * *})}_{(1)} \\
& \underbrace{+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})+p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)}_{(2)} . \tag{4.19}
\end{align*}
$$

Combining the terms of (4.19) that have been highlighted by the underbraces numbered (2) and (3), using (4.4), and using the identities

1. $\mu(\widehat{* * *})=\mu(1 \widehat{* * *})+\mu(1\{0, ?\} \widehat{* * *})+\mu\left(\{0, ?\}^{2} \widehat{* * *}\right)$,
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2. $\mu(1\{0, ?\} \widehat{* * *})=\mu(1 \widehat{* * *}\{0, ?\})+\mu(1000 ?)-\mu(1 ? 000)=\mu(\widehat{* * *})-\mu(1 \widehat{* *} 1)+$ $\mu(1000 ?)-\mu(1 ? 000)$,
we obtain

$$
\begin{aligned}
&-p(p+q) \widehat{\mathrm{F}}_{p, q} \mu(?)-2 r\left(p+2 q^{2}+q p^{2}-q^{3}\right) \mu(1 \widehat{* * *})+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *}) \\
&+\operatorname{pr}(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right) \\
&= \underbrace{-p(p+q) r \mu(\widehat{* * *})}_{\text {use }(1)}-2 r\left(p+2 q^{2}+q p^{2}-q^{3}\right) \mu(1 \widehat{* * *})+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *}) \\
&+p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right) \\
&= \underbrace{-p r(p+q) \mu(1 \widehat{* * *})-p r(p+q) \mu(1\{0, ?\} \widehat{* * *})-p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right)}_{\text {after applying (1) }} \\
&-2 r\left(p+2 q^{2}+q p^{2}-q^{3}\right) \mu(1 \widehat{* * *})+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})+p r(p+q) \mu\left(\{0, ?\}^{2} \widehat{* * *}\right) \\
&=\underbrace{-p r(p+q) \mu(1 \widehat{* * *})-2 r\left(p+2 q^{2}+q p^{2}-q^{3}\right) \mu(1 \widehat{* * *})}_{\text {combining the terms involving } \mu(1 \widehat{* * *})} \\
& \underbrace{-p r(p+q) \mu(1\{0, ?\} \widehat{* * *})+\left(p r+2 q p r^{2}\right) \mu(1\{0, ?\} \widehat{* * *})}_{\text {combining the terms involving } \mu(1\{0, ?\} \widehat{* * *})}
\end{aligned}
$$

(also, cancelling out the terms involving $\mu\left(\{0, ?\}^{2 \widehat{* *})}\right.$ by each other)

$$
\begin{align*}
& =-r\left[p(p+q)+2\left(p+2 q^{2}+q p^{2}-q^{3}\right)\right] \mu(1 \widehat{* * *}) \underbrace{\left(p r^{2}+2 q r^{2}\right) \mu(1\{0, ?\} \widehat{* * *}}_{\text {use (2) }} \\
& =-r\left[p(p+q)+2\left(p+2 q^{2}+q p^{2}-q^{3}\right)\right] \mu(1 \widehat{* *}) \\
& \underbrace{+\left(p r^{2}+2 q p r^{2}\right)[\mu(1 \widehat{* * *})-\mu(\widehat{* * *} 1)+\mu(1000 ?)-\mu(1 ? 000)]}_{\text {after applying (2) }} \\
& =-r\left[p(p+q)+2\left(p+2 q^{2}+q p^{2}-q^{3}\right)\right] \mu(\widehat{1 * *})+\left(p r^{2}+2 q p r^{2}\right)[\mu(1 \widehat{* *})-\mu(1 \widehat{* *} 1)] \\
& +\left(p r^{2}+2 q p r^{2}\right) \mu(1000 ?)-\left(p r^{2}+2 q p r^{2}\right) \mu(1 ? 000) \\
& =\underbrace{-r\left(p+4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right) \mu(1 \widehat{* *})-\left(p r^{2}+2 q p r^{2}\right) \mu(1 \widehat{* * * 1})}_{\text {(4)(we combined the terms involving } \mu(1 \widehat{* *}))} \\
& \underbrace{+\left(p r^{2}+2 q p r^{2}\right) \mu(1000 ?)-\left(p r^{2}+2 q p r^{2}\right) \mu(1 ? 000)}_{(5)} \text {. } \tag{4.20}
\end{align*}
$$

Next, we combine the terms of (4.20) grouped together by the underbrace numbered (5), with the terms of (4.19) highlighted by the underbrace numbered (1), and use the identities

1. $\mu(1000$ ? $)=\mu(000$ ? $)-\mu(? 000 ?)-\mu(0000 ?)$,
2. $\mu(000 \widehat{* * *})=\mu(000$ ? $)+\mu(0000$ ? $)+\mu(00000$ ? $)-\mu(000 \widehat{* *} 1)-\mu(000$ ? 1$)$,
3. $\mu(000 \widehat{* *})=\mu(000$ ?? $)+\mu(000$ ? 0$)+\mu(0000$ ? $)$,
4. $\mu(000$ ?? $)+\mu(000 ? 0)=\mu(000 ?)-\mu(000 ? 1)$,
to obtain:

$$
\begin{aligned}
& \underbrace{\left(p r^{2}+2 q p r^{2}\right) \mu(1000 ?)}_{\text {use }(1)}-\left(p r^{2}+2 q p r^{2}\right) \mu(1 ? 000)+p r^{2} \mu(000 \widehat{* *})+\underbrace{+2 p^{2} r^{2} \mu(000 \widehat{* *})}_{\text {use }(2)} \\
= & \underbrace{\left(p r^{2}+2 q p r^{2}\right)[\mu(000 ?)-\mu(? 000 ?)-\mu(0000 ?)]}_{\text {after applying (1) }}-\left(p r^{2}+2 q p r^{2}\right) \mu(1 ? 000)+p r^{2} \mu(000 \widehat{* *}) \\
& \underbrace{+2 p^{2} r^{2}[\mu(000 ?)+\mu(0000 ?)+\mu(00000 ?)-\mu(000 \widehat{* *} 1)-\mu(000 ? 1)]}_{\text {after applying (2) }}
\end{aligned}
$$
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$$
\begin{align*}
& =\underbrace{\left(p r^{2}+2 q p r^{2}\right) \mu(000 ?)}_{\text {(a) }}-\left(p r^{2}+2 q p r^{2}\right) \mu(0000 ?) \\
& -\left(p r^{2}+2 q p r^{2}\right) \mu(? 000 ?) \underbrace{-\left(p r^{2}+2 q p r^{2}\right) \mu(1 ? 000)}_{\text {(c) }} \\
& +\underbrace{\left(p r^{2}+2 q p r^{2}\right) \mu(000 \widehat{* *})-2 q p r^{2} \mu(000 \widehat{* *})}_{\text {manipulating the coefficient of } \mu(000 \widehat{* *})} \underbrace{+2 p^{2} r^{2} \mu(000 ?)}_{\text {(b) }}+2 p^{2} r^{2}[\mu(0000 \text { ? })+\mu(00000 \text { ? })] \\
& -2 p^{2} r^{2} \mu(000 \widehat{* *} 1) \underbrace{-2 p^{2} r^{2} \mu(000 ? 1)}_{\text {(d) }} \\
& =\underbrace{\left(p r^{2}+2 q p r^{2}+2 p^{2} r^{2}\right) \mu(000 ?)}_{\text {combining (a) and (b) }}-\left(p r^{2}+2 q p r^{2}\right) \mu(0000 \text { ?) }-\underbrace{\left(p r^{2}+2 q p r^{2}+2 p^{2} r^{2}\right) \mu(1 ? 000)}_{\text {combining (c) and (d) }} \\
& +\underbrace{\left(p r^{2}+2 q p r^{2}\right) \mu(000 \widehat{* *})}_{\text {use (3) }}-\left(p r^{2}+2 q p r^{2}\right) \mu(? 000 ?)+2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)] \\
& -2 p^{2} r^{2} \mu(000 \widehat{*} 1)-2 q p r^{2} \mu(000 \widehat{* *}) \\
& =\left(p r^{2}+2 q p r^{2}+2 p^{2} r^{2}\right) \mu(000 ?) \underbrace{-\left(p r^{2}+2 q p r^{2}\right) \mu(0000 ?)}_{\text {(e) }}-\left(p r^{2}+2 q p r^{2}+2 p^{2} r^{2}\right) \mu(1 ? 000) \\
& +\underbrace{\left(p r^{2}+2 q p r^{2}\right) \mu(000 ? ?)+\left(p r^{2}+2 q p r^{2}\right) \mu(000 ? 0)+\left(p r^{2}+2 q p r^{2}\right) \mu(0000 ?)}_{\text {(f): obtained by applying (3) }} \\
& -\left(p r^{2}+2 q p r^{2}\right) \mu(? 000 ?)+2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)]-2 p^{2} r^{2} \mu(000 \widehat{*} 1) \\
& -2 q p r^{2} \mu(000 \widehat{* *}) \\
& =\left(p r^{2}+2 q p r^{2}+2 p^{2} r^{2}\right) \mu(000 ?) \underbrace{-\left(p r^{2}+2 q p r^{2}\right) \mu(0000 ?)+\left(p r^{2}+2 q r^{2}\right) \mu(0000 ?)}_{\text {combining (e) with the last term of (f) }} \\
& -\left(p r^{2}+2 q p r^{2}+2 p^{2} r^{2}\right) \mu(1 ? 000)+\left(p r^{2}+2 q p r^{2}\right)[\underbrace{\mu(000 ? ?)+\mu(000 ? 0)}_{\text {use (4) }}] \\
& -\left(p r^{2}+2 q p r^{2}\right) \mu(? 000 ?)+2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)]-2 p^{2} r^{2} \mu(000 \widehat{* *} 1) \\
& -2 q p r^{2} \mu(000 \widehat{* *}) \\
& =\underbrace{\left(p r^{2}+2 q p r^{2}+2 p^{2} r^{2}\right) \mu(000 ?)}_{(\mathrm{g})}-\underbrace{\left(p r^{2}+2 q p r^{2}+2 p^{2} r^{2}\right) \mu(1 ? 000)}_{(\mathrm{h})} \\
& +\left(p r^{2}+2 q p r^{2}\right)[\underbrace{\mu(000 ?)-\mu(000 ? 1)}_{\text {(i): obtained by applying (4) }}]-\left(p r^{2}+2 q p r^{2}\right) \mu(? 000 ?) \\
& +2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)]-2 p^{2} r^{2} \mu(000 \widehat{* *} 1)-2 q p r^{2} \mu(000 \widehat{* *}) \\
& =\underbrace{2 p r^{2}(1+p+2 q) \mu(000 ?)}_{\text {combining (g) with 1st term of (i) }}-\underbrace{2 p r^{2}(1+2 q+p) \mu(1 ? 000)}_{\text {combining (h) with 2nd term of (i) }}+2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)] \\
& -2 p^{2} r^{2} \mu(000 \widehat{* *} 1)-p r^{2}(1+2 q) \mu(? 000 ?)-2 q p r^{2} \mu(000 \widehat{* *}) \text {. } \tag{4.21}
\end{align*}
$$

Applying (4.20) and (4.21) to (4.19), we obtain:

$$
\begin{aligned}
& w_{1}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right)=w_{1}(\mu)-q \mu(?)-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]-(p+q) \mu(10 ?) \\
& -[p(2-r)+2 q] \mu(100 ?)-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1)-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?) \\
& +2 q p^{2} r \mu(\widehat{* * *})-r\left(p+4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right) \mu(1 \widehat{* * *})-p r^{2}(1+2 q) \mu(1 \widehat{* * * 1)} \\
& \underbrace{+2 p r^{2}(1+p+2 q) \mu(000 ?)-2 p r^{2}(1+2 q+p) \mu(1 ? 000)+2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)]}_{\text {terms grouped by underbrace numbered (4) of (4.20) }} \\
& \underbrace{-2 p^{2} r^{2} \mu(000 \widehat{* *} 1)-p r^{2}(1+2 q) \mu(? 000 ?)-2 q p r^{2} \mu(000 \widehat{* *})}_{\text {terms obtained from (4.21) }}
\end{aligned}
$$

$$
\begin{align*}
= & w_{1}(\mu)-q \mu(?)-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]-(p+q) \mu(10 ?)-[p(2-r)+2 q] \mu(100 ?) \\
& -(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1)-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?)+2 q p^{2} r \mu(\widehat{* * *}) \\
& -r\left(p+4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right) \mu(1 \widehat{(* *})-p r^{2}(1+2 q) \mu(1 \widehat{* *} 1) \\
& -p r^{2}(1+2 q) \mu(? 000 ?)-2 q p r^{2} \mu(000 \widehat{* *}) \underbrace{+2 p r^{2}(1+p+2 q) \mu(000 ?)} \\
& -2 p r^{2}(1+2 q+p) \mu(1 ? 000) \\
& \underbrace{2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)]}-2 p^{2} r^{2} \mu(000 \widehat{* *} 1) \tag{4.22}
\end{align*}
$$

(only rearrangements done in this step).
Again, (4.22), much like (4.14), forms part of the foundation upon which the derivation of an inequality of the form (4.2) is built. Still, there are terms in the right side of (4.22), other than $w_{1}(\mu)$, indicated by underbraces in the final step of the derivation of (4.22), in which the coefficients are non-negative. Therefore, further adjustments are necessary.

### 4.5 The third step of composing the weight function

In order to make sure that we ultimately end up with an inequality of the form given in (4.2), we have to ensure that the non-negative terms highlighted by underbraces in the final expression for (4.22) are negated using some of the existing non-positive terms in the final expression for (4.22).

The second adjustment is carried out as follows:

$$
\begin{align*}
w_{2}(\mu)= & w_{1}(\mu)-\left[2 p r\{\mu(1 ?)+\mu(10 ?)\}+2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\}+4 r \mu(1 ? 01)\right. \\
& +2 p \mu(100 ?)] \tag{4.23}
\end{align*}
$$

Again, as stated at the beginning of $\S 4.4$, a different choice of terms may very well have worked instead of those considered in (4.23). Writing (4.22) as $w_{1}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right)=w_{1}(\mu)+A_{1}$, we see, using the idea presented in (4.16), that applying (4.23) will transform (4.22) into

$$
\begin{align*}
w_{2}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right)= & w_{2}(\mu)+\left\{2 p r\{\mu(1 ?)+\mu(10 ?)\}+2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\}\right. \\
& +4 r \mu(1 ? 01)+2 p \mu(100 ?)\}-\left\{2 \operatorname{pr}\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ?)+\widehat{\mathrm{F}}_{p, q} \mu(10 ?)\right\}\right. \\
& +2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? ?)+\widehat{\mathrm{F}}_{p, q} \mu(1 ? 0 ?)+\widehat{\mathrm{F}}_{p, q} \mu(10 ? ?)\right\}+4 r \widehat{\mathrm{~F}}_{p, q} \mu(1 ? 01) \\
& \left.+2 p \widehat{\mathrm{~F}}_{p, q} \mu(100 ?)\right\}+A_{1} . \tag{4.24}
\end{align*}
$$

As in §4.4, we attempt to explain to the reader some of the motivations for choosing the above adjustment. Each of the terms used in (4.23) has its own significance, and these are, of course, detailed in the computations that follow for the reader to verify, so we focus on just the reason for our choice of the term $-2 p r \mu(1 ?)$.

The terms in the right side of (4.22) that are non-negative are $2 q p^{2} r \mu(\widehat{* * *}), 2 p r^{2}(1+$ $p+2 q) \mu(000 ?)$ and $2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)]$. When $p$ and $q$ are small, the order of magnitude of the coefficient of the first of these terms is $2 q p^{2}$, that of the second term is $2 p$, and that of the third term is $2 p^{2}$. We emphasize here, to the reader, that in our approach for constructing the weight function, we have tried to first annihilate the nonnegative terms whose coefficients have higher orders of magnitude, and then addressed the non-negative terms whose coefficients have lower orders of magnitude. So, here, we first focus on $2 p r^{2}(1+p+2 q) \mu(000 ?)$, which can be thought of as being approximately equal to $2 p \mu(000$ ?) when $p$ and $q$ are small.

From (4.28), we know that one of the terms in the expansion of $\widehat{\mathrm{F}}_{p, q} \mu(1 ?)$ is $r^{2} \mu(000$ ?). Therefore, $-2 p r \widehat{\mathrm{~F}}_{p, q} \mu\left(1\right.$ ?) in (4.24) will contribute $-2 p r^{3} \mu(000$ ?), which is approximately equal to $-2 p \mu(000 ?)$ when $p$ and $q$ are small. This, then, aids in negating much of the
non-negative term $2 p r^{2}(1+p+2 q) \mu(000 ?)$ - in fact, what is left of $2 p r^{2}(1+p+2 q) \mu(000$ ? $)$ after implementing this adjustment is a non-negative term whose coefficient is of a smaller order of magnitude.

At the same time, we note that on the right side of (4.24), the term $2 p r \mu(1$ ?) is being added, and we need to make sure that this does not upset any of the existing non-positive terms to the extent that they become non-negative. Note that there already exists a $-p r \mu(1 ?)$ on the right side of (4.22). Next, we note that

1. $-r\left(p+4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right) \mu(1 \widehat{* * *})$ on the right side of (4.22) supplies us with the terms $-\operatorname{pr} \mu(1 ? ? ?),-\operatorname{pr} \mu(1 ? ? 0),-\operatorname{pr} \mu(1 ? 0 ?)$ and $-\operatorname{pr} \mu(1 ? 00)$,
2. the term $-(2 r+p r) \mu(1 ? ? 1)$ provides us with $-p r \mu(1 ? ? 1)$,
3. the term $-(4 r+2 p r) \mu(1 ? 01)$ provides us with $-p r \mu(1 ? 01)$,
4. and the term $-r \mu(1 ? 1)$ supplies us with $-p r \mu(1 ? 1)$.

We see that $-\operatorname{pr} \mu(1 ? ? ?)-\operatorname{pr} \mu(1 ? ? 0)-\operatorname{pr\mu } \mu(1 ? 0 ?)-\operatorname{pr} \mu(1 ? 00)-\operatorname{pr\mu }(1 ? ? 1)-\operatorname{pr\mu } \mu(1 ? 01)-$ $\operatorname{pr\mu }(1 ? 1)=-\operatorname{pr\mu }(1 ?)$. Thus, we have accounted for non-positive terms existing on the right side of (4.22) that are capable of negating, together, the $2 \operatorname{pr} \mu(1 ?)$ that gets introduced into the right side of (4.24) because of (4.23).

Once again, we hope that the above discussion is able to shed some light on why $-2 p r \mu(1 ?)$ is a part of (4.23). Likewise, the presence of the other terms in (4.23) can be justified / motivated.

Applying the adjustment described in (4.23) to (4.22), we obtain (as shown in (4.24)):

$$
\begin{align*}
& w_{2}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right)=w_{2}(\mu)+\left[2 p r\{\mu(1 ?)+\mu(10 ?)\}+2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\}\right. \\
& +4 r \mu(1 ? 01)+2 p \mu(100 ?)]-\left[2 p r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ?)+\widehat{\mathrm{F}}_{p, q} \mu(10 ?)\right\}+2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? ?)\right.\right. \\
& \left.\left.+\widehat{\mathrm{F}}_{p, q} \mu(1 ? 0 ?)+\widehat{\mathrm{F}}_{p, q} \mu(10 ? ?)\right\}+4 r \widehat{\mathrm{~F}}_{p, q} \mu(1 ? 01)+2 p \widehat{\mathrm{~F}}_{p, q} \mu(100 ?)\right]-q \mu(?) \\
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]-(p+q) \mu(10 ?) \\
& \quad-[p(2-r)+2 q] \mu(100 ?)-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1)-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?) \\
& \quad+2 q p^{2} r \mu(\widehat{* * *})-r\left(p+4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right) \mu(1 \widehat{* * *})-p r^{2}(1+2 q) \mu(1 \widehat{* * *} 1) \\
& -p^{2}(1+2 q) \mu(? 000 ?)-2 q p r^{2} \mu(000 \widehat{* *})+2 p r^{2}(1+p+2 q) \mu(000 ?) \\
& -2 p r^{2}(1+2 q+p) \mu(1 ? 000)+2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)]-2 p^{2} r^{2} \mu(000 \widehat{* *} 1) \\
& =w_{2}(\mu)+\underbrace{2 p r\{\mu(1 ?)+\mu(10 ?)\}+2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\}+4 r \mu(1 ? 01)+2 p \mu(100 ?)} \\
& \\
& \underbrace{-(p+q) \mu(10 ?)-[p(2-r)+2 q] \mu(100 ?)-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1)-(4 r+2 p r) \mu(1 ? 01)-p r \mu(1 ?)} \\
& \\
& \underbrace{-r\left(p+4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right) \mu(1 \widehat{* * *})}-q \mu(?)-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)] \\
& \\
& +2 q p^{2} r \mu(\widehat{* * *})-p r^{2}(1+2 q) \mu\left(1 \widehat{* * * 1)-p r^{2}(1+2 q) \mu(? 000 ?)-2 q p r^{2} \mu(000 \widehat{* *})}\right.  \tag{4.25}\\
& \quad+2 p r^{2}(1+p+2 q) \mu(000 ?)-2 p r^{2}(1+2 q+p) \mu(1 ? 000)+2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)] \\
& \\
& -2 p^{2} r^{2} \mu(000 * * 1)-2 p r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ?)+\widehat{\mathrm{F}}_{p, q} \mu(10 ?)\right\}-2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? ?)+\widehat{\mathrm{F}}_{p, q} \mu(1 ? 0 ?)\right. \\
& \\
& \left.+\widehat{\mathrm{F}}_{p, q} \mu(10 ? ?)\right\}-4 r \widehat{\mathrm{~F}}_{p, q} \mu(1 ? 01)-2 p \widehat{\mathrm{~F}}_{p, q} \mu(100 ?) .
\end{align*}
$$

### 4.5.1 Step 1 of analyzing (4.25)

First, we combine the terms of (4.25) that have been highlighted using underbraces. To this end, we use the identities:

1. $\mu(1 \widehat{* * *})=\mu(1 ?)+\mu(10 ?)+\mu(100 ?)-\mu(1 ? 1)-\mu(1 ? ? 1)-2 \mu(1 ? 01)$,
2. $\mu(1 ? ? ?)+\mu(1 ? ? 0)=\mu(1 ? ?)-\mu(1 ? ? 1)$,
3. $\mu(1 \widehat{* *})=\mu(1 ? ? ?)+\mu(1 ? ? 0)+\mu(1 ? 0 ?)+\mu(10 ? ?)+\mu(1 ? 00)+\mu(10 ? 0)+\mu(100 ?)$,
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and we obtain:

$$
\begin{aligned}
& \underbrace{-(p+q) \mu(10 ?)}_{(1)} \underbrace{-\{p(2-r)+2 q\} \mu(100 ?)}_{(3)}-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1) \underbrace{-(4 r+2 p r) \mu(1 ? 01)}_{(5)} \\
& \underbrace{-p r \mu(1 ?)}_{(7)}-r\left(p+4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right) \mu(1 \widehat{* *}) \underbrace{2 p r \mu(1 ?)}_{(8)} \underbrace{+2 p r \mu(10 ?)}_{(2)} \\
& +2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\} \underbrace{+4 r \mu(1 ? 01)}_{(6)} \underbrace{+2 p \mu(100 ?)}_{(4)} \\
& =\underbrace{-(p+q) \mu(10 ?)+2 p r \mu(10 ?)}_{\text {combining (1) and (2) }} \underbrace{-\{p(2-r)+2 q\} \mu(100 ?)+2 p \mu(100 ?)}_{\text {combining (3) and (4) }}-(2 r+p r) \mu(1 ? ? 1) \\
& -r \mu(1 ? 1) \underbrace{-(4 r+2 p r) \mu(1 ? 01)+4 r \mu(1 ? 01)}_{\text {combining (5) and (6) }} \underbrace{-\operatorname{pr} \mu(1 ?)+2 p r\{\mu(1 ?)}_{\text {combining (7) and (8) }} \underbrace{-p r \mu(1 \widehat{* *})}_{\text {apply (1) }} \\
& -2 p^{2} r \underbrace{\mu(1 \widehat{* * *})}_{\text {split using (3) }}-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right) \mu(1 \widehat{* * *}) \\
& +2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\} \\
& =[-(p+q)+2 p r] \mu(10 ?)-(2 q-p r) \mu(100 ?)-(2 r+p r) \mu(1 ? ? 1)-r \mu(1 ? 1) \\
& -2 p r \mu(1 ? 01)+\operatorname{pr} \mu(1 ?) \\
& \underbrace{-\operatorname{pr}[\mu(1 ?)+\mu(10 ?)+\mu(100 ?)-\mu(1 ? 1)-\mu(1 ? ? 1)-2 \mu(1 ? 01)]}_{\text {after applying (1) }}-2 p^{2} r[\mu(1 ? ? ?)+\mu(1 ? ? 0) \\
& +\mu(1 ? 0 ?)+\mu(10 ? ?)+\mu(1 ? 00)+\mu(10 ? 0)+\mu(100 ?)] \\
& -r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right) \mu(1 \widehat{* * *})+2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\} \\
& =\underbrace{[-(p+q)+2 p r] \mu(10 ?)}_{(9)} \underbrace{-(2 q-p r) \mu(100 ?)}_{(11)} \underbrace{-(2 r+p r) \mu(1 ? ? 1)}_{(13)} \underbrace{-r \mu(1 ? 1)}_{(15)} \underbrace{-2 p r \mu(1 ? 01)}_{(17)} \\
& \underbrace{+\operatorname{pr} \mu(1 ?)}_{(19)} \underbrace{-\operatorname{pr} \mu(1 ?)}_{(20)} \underbrace{-\operatorname{pr} \mu(10 ?)}_{(10)} \underbrace{-\operatorname{pr} \mu(100 ?)}_{(12)} \underbrace{+\operatorname{pr} \mu(1 ? 1)}_{(16)} \underbrace{+\operatorname{pr} \mu(1 ? ? 1)}_{(14)} \underbrace{+2 p r \mu(1 ? 01)}_{(18)} \\
& -2 p^{2} r[\underbrace{\mu(1 ? ? ?)+\mu(1 ? ? 0)}_{\text {apply }(2)}+\mu(1 ? 0 ?)+\mu(10 ? ?)+\mu(1 ? 00)+\mu(10 ? 0)+\mu(100 ?)] \\
& -r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right) \underbrace{\mu(1 \widehat{* *})}_{\text {split using (3) }}+2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\} \\
& =\underbrace{[-(p+q)+p r] \mu(10 ?)}_{\text {adding (9) \& (10) }} \underbrace{-2 q \mu(100 ?)}_{\text {adding (11) \& (12) adding (13) \& (14) }} \underbrace{-2 r \mu(1 ? ? 1)}_{\text {adding (15) \& (16) }} \\
& -2 p^{2} r \underbrace{\mu(1 ? ?)-\mu(1 ? ? 1)}+\mu(1 ? 0 ?)+\mu(10 ? ?)]-2 p^{2} r[\mu(1 ? 00)+\mu(10 ? 0)+\mu(100 ?)] \\
& \text { after applying (2) } \\
& -r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? ? 0)+\mu(1 ? 0 ?)+\mu(10 ? ?)+\mu(1 ? 00) \\
& +\mu(10 ? 0)+\mu(100 ?)]+2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\}
\end{aligned}
$$

(also adding the terms indicated by underbraces numbered (17), (18), (19) \& (20))

$$
\begin{aligned}
= & -[p(1-r)+q] \mu(10 ?) \underbrace{-2 q \mu(100 ?)}_{(21)} \underbrace{-2 r \mu(1 ? ? 1)}_{(26)}-r(1-p) \mu(1 ? 1) \underbrace{+2 p^{2} r \mu(1 ? ? 1)}_{(24)} \\
& \underbrace{-2 p^{2} r[\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)]}_{(25)} \underbrace{-2 p^{2} r[\mu(1 ? 00)+\mu(10 ? 0)]}_{(28)} \underbrace{-2 p^{2} r \mu(100 ?)}_{(22)} \\
& -r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? ? 0)+\mu(1 ? 0 ?)+\mu(10 ? ?)+\underbrace{+\mu(1 ? 00)+\mu(10 ? 0)}_{(29)}]
\end{aligned}
$$

$$
\begin{align*}
& \underbrace{-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right) \mu(100 ?)}_{(23)} \underbrace{+2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\}}_{(27)} \\
= & \underbrace{-[p(1-r)+q] \mu(10 ?) \underbrace{-\left[2 q+r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)\right] \mu(100 ?)}_{\text {ading (24) \& (25) }}}_{\text {adding (21), (22), (23) }} \\
& -r(1-p) \mu(1 ? 1)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? ? 0)+\mu(1 ? 0 ?)+\mu(10 ? ?)] \\
& \underbrace{-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)]}_{\text {adding }(28) \&(29)} \quad \text { (also cancelling (26) by (27)). }
\end{align*}
$$

Incorporating the expression obtained in (4.26) (as indicated by the large square brackets in the expression below), we can now rewrite (4.25) as follows:

$$
\begin{align*}
& w_{2}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \\
& =w_{2}(\mu)+\left[-[p(1-r)+q] \mu(10 ?)-\left[2 q+r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)\right] \mu(100 ?)\right. \\
& -2 r\left(1-p^{2}\right) \mu(1 ? ? 1)-r(1-p) \mu(1 ? 1)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? ? 0) \\
& \left.+\mu(1 ? 0 ?)+\mu(10 ? ?)]-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)]\right]-q \mu(?) \\
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]+2 q p^{2} r \mu(\widehat{* * *})-p r^{2}(1+2 q) \mu(1 \widehat{* *} 1) \\
& -p r^{2}(1+2 q) \mu(? 000 ?)-2 q p r^{2} \mu(000 \widehat{* *})+2 p r^{2}(1+p+2 q) \mu(000 ?) \\
& -2 p r^{2}(1+2 q+p) \mu(1 ? 000)+2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)] \\
& -2 p^{2} r^{2} \mu(000 \widehat{* *} 1)-2 p r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ?)+\widehat{\mathrm{F}}_{p, q} \mu(10 ?)\right\}-2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? ?)\right. \\
& +\underbrace{\left.\widehat{\mathrm{F}}_{p, q} \mu(1 ? 0 ?)+\widehat{\mathrm{F}}_{p, q} \mu(10 ? ?)\right\}-4 r \widehat{\mathrm{~F}}_{p, q} \mu(1 ? 01)-2 p \widehat{\mathrm{~F}}_{p, q} \mu(100 ?)} . \tag{4.27}
\end{align*}
$$

### 4.5.2 Step 2 of analyzing (4.25)

In §4.5.3, we deal with the terms of (4.27) that have been grouped using underbraces. To this end, we need to compute $\widehat{\mathrm{F}}_{p, q} \mu(1 ?), \widehat{\mathrm{F}}_{p, q} \mu\left(10\right.$ ?), $\widehat{\mathrm{F}}_{p, q} \mu(1 ? ?), \widehat{\mathrm{F}}_{p, q} \mu\left(1 ? 0\right.$ ?), , $\widehat{\mathrm{F}}_{p, q} \mu(10 ? ?)$ and $\widehat{\mathrm{F}}_{p, q} \mu\left(1\right.$ ?01) (note that we have already computed $\widehat{\mathrm{F}}_{p, q} \mu(100$ ?) in (4.6)). An argument similar to that adopted in (4.5) of $\S 4.1$ for computing $\widehat{\mathrm{F}}_{p, q} \mu(0 ?)$ can be used to deduce that

$$
\begin{equation*}
\widehat{\mathrm{F}}_{p, q} \mu(1 ?)=r^{2} \mu(000 ?)+q r \mu(\widehat{* * *}) . \tag{4.28}
\end{equation*}
$$

However, parts of the expression for each of the probabilities $\widehat{\mathrm{F}}_{p, q} \mu\left(10\right.$ ?), $\widehat{\mathrm{F}}_{p, q} \mu(1 ? ?)$, $\widehat{\mathrm{F}}_{p, q} \mu\left(1 ? 0\right.$ ?), $\widehat{\mathrm{F}}_{p, q} \mu\left(10\right.$ ??) and $\widehat{\mathrm{F}}_{p, q} \mu(1 ? 01)$ will deliberately not be made explicit, in order to keep the subsequent mathematical expressions as concise as possible.

While computing $\widehat{\mathrm{F}}_{p, q} \mu(10$ ?), we first consider $\eta(0)=\eta(1)=\eta(2)=0$, so that $(\eta(3), \eta(4)) \in \widehat{* *}$, the event $\widehat{\mathrm{F}}_{p, q} \eta(0)=1$ happens with probability $1-p$, and the event $\widehat{\mathrm{F}}_{p, q} \eta(1)=0$ happens with probability $p$. Next, we consider $\eta(0)=1, \eta(1) \in\{0, ?\}$ and $(\eta(2), \eta(3), \eta(4)) \in \widehat{* * *}$, so that $\widehat{\mathrm{F}}_{p, q} \eta(0)=1$ happens with probability $q$ and $\widehat{\mathrm{F}}_{p, q} \eta(1)=0$ happens with probability $p$, and finally, we consider $\eta(1)=1$ and $(\eta(2), \eta(3), \eta(4)) \in \widehat{* * *}$, so that $\widehat{\mathrm{F}}_{p, q} \eta(0)=1$ happens with probability $q$ and $\widehat{\mathrm{F}}_{p, q} \eta(1)=0$ happens with probability $1-q$. In each of these cases, $\widehat{\mathrm{F}}_{p, q} \eta(2)=$ ? happens with probability $r$. Therefore

$$
\begin{equation*}
\widehat{\mathrm{F}}_{p, q} \mu(10 ?)=(1-p) p r \mu(000 \widehat{* *})+C_{10 ?}+D_{10 ?} \geqslant(1-p) p r \mu(000 \widehat{* *})+C_{10 ?}, \tag{4.29}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{10 ?}=q \operatorname{pr} \mu(1\{0, ?\} \widehat{* * *})+q(1-q) r \mu(1 \widehat{* * *}) \tag{4.30}
\end{equation*}
$$

and $D_{10}$ ? is the component arising from the case where $(\eta(0), \eta(1), \eta(2)) \in \widehat{* * *}$. Similar arguments lead to

$$
\begin{align*}
& \bullet \widehat{\mathrm{F}}_{p, q} \mu(1 ? ?)=(1-p) r^{2} \mu(000 ?\{0, ?\})+C_{1 ? ?} \geqslant(1-p) r^{2} \mu(000 ?\{0, ?\})  \tag{4.31}\\
& \bullet \widehat{\mathrm{F}}_{p, q} \mu(1 ? 0 \text { ? })=(1-p) r^{2} p \mu\left(000 ?\{0, ?\}^{2}\right)+C_{1 ? 0 ?} \geqslant(1-p) r^{2} p \mu\left(000 ?\{0, ?\}^{2}\right)  \tag{4.32}\\
& \bullet \widehat{\mathrm{F}}_{p, q} \mu(10 ? ?)=(1-p) p r^{2} \mu(000 * *\{0, ?\})+C_{10 ? ?} \geqslant(1-p) p r^{2} \mu(000 \widehat{* *}\{0, ?\}) \tag{4.33}
\end{align*}
$$

in which $C_{\mathcal{C}}$, where $\mathcal{C}$ is any of the cylinder sets (1??), (1?0?), (10??), accounts for the contribution from the cases in which $(\eta(0), \eta(1), \eta(2)) \in \hat{\mathcal{A}}^{3} \backslash\{(0,0,0)\}$.

While computing $\widehat{\mathrm{F}}_{p, q} \mu(1 ? 01)$, we first consider the case where $\eta(3)=\eta(4)=\eta(5)=0$, so that $(\eta(1), \eta(2)) \in \widehat{* *}$, and the event $\widehat{\mathrm{F}}_{p, q} \eta(2)=0$ happens with probability $p$ while the event $\widehat{\mathrm{F}}_{p, q} \eta(3)=1$ happens with probability $1-p$. Note that in this situation, no matter what the value of $\eta(0)$ is, the event $\widehat{\mathrm{F}}_{p, q} \eta(0)=1$ happens with probability $q$. The second possibility we take into account is where $\eta(0)=\eta(1)=\eta(2)=0$, which then forces $\eta(3)=$ ?, and $\widehat{\mathrm{F}}_{p, q} \eta(0)=1$ happens with probability $1-p$. If $\eta(4) \in\{0, ?\}$, the events $\widehat{\mathrm{F}}_{p, q} \eta(2)=0$ and $\widehat{\mathrm{F}}_{p, q} \eta(3)=1$ happen with probabilities $p$ and $q$ respectively, whereas if $\eta(4)=1$, they happen with probabilities $1-q$ and $q$ respectively. Combining all, we have

$$
\begin{align*}
& \widehat{\mathrm{F}}_{p, q} \mu(1 ? 01) \\
& =\operatorname{qrp}(1-p) \mu\left(\widehat{* * 000)+(1-p) r p q \mu(000 ?\{0, ?\})+(1-p) r(1-q) q \mu(000 ? 1)+C_{1 ? 01}} \begin{array}{rl}
= & q r p(1-p)\{\mu(? 000)-\mu(1 ? 000)+\mu(? 0000)\}+(1-p) r p q\{\mu(000 ?)-\mu(000 ? 1)\} \\
& +(1-p) r(1-q) q \mu(000 ? 1)+C_{1 ? 01} \\
= & \underbrace{\operatorname{qrp}(1-p) \mu(? 000)+(1-p) r p q \mu(000 ?)}+\operatorname{qrp}(1-p) \mu(? 0000) \\
& \underbrace{-\operatorname{qrp}(1-p) \mu(1 ? 000)-(1-p) r p q \mu(000 ? 1)+(1-p) r(1-q) q \mu(000 ? 1)}+C_{1 ? 01} \\
\geqslant 2(1-p) r p q \mu(000 ?)+(1-p) p r q \mu(0000 ?)+(1-p) r q(r-p) \mu(000 ? 1),
\end{array}\right.
\end{align*}
$$

where we make use of the reflection-invariance of $\mu$, and $C_{1 ? 01}$ takes into account the contributions from the situations not considered above.

Finally, instead of writing the entire expression of (4.6) in place of $\widehat{\mathrm{F}}_{p, q} \mu(100$ ?), we write

$$
\begin{equation*}
\widehat{\mathrm{F}}_{p, q} \mu(100 ?)=p^{2} r^{2} \mu(000 \widehat{* *})+C_{100 ?}, \tag{4.35}
\end{equation*}
$$

where

$$
\begin{equation*}
C_{100}=q p^{2} r \mu(\widehat{* * *})+q p r^{2} \mu(1\{0, ?\} \widehat{* * *})+q r^{2}(1-q+p) \mu(\widehat{1 * * *}) . \tag{4.36}
\end{equation*}
$$

### 4.5.3 Step 3 of analyzing (4.25)

As mentioned at the start of $\S 4.5 .2$, we deal with the terms grouped using underbraces in (4.27), using (4.28), (4.29), (4.31), (4.32), (4.33), (4.34), (4.35), and applying the identities

1. $\mu(000 \widehat{* *})=\mu(000$ ? $)+\mu(0000$ ? $)+\mu(00000$ ? $)-\mu(000 \widehat{* *} 1)-\mu(000$ ? 1$)$,
2. $\mu(000 \widehat{* *})=\mu(000$ ? $)-\mu(000 ? 1)+\mu(0000 ?)$,
3. $\mu(000 ?\{0, ?\})=\mu(000 ?)-\mu(000 ? 1)$,
4. $\mu\left(000 ?\{0, ?\}^{2}\right)=\mu(000 ?)-\mu(000 ? 1)-\mu(000 ?\{0, ?\} 1)$,
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5. $\mu(000 \widehat{* *}\{0, ?\})=\mu(000 ?)+\mu(0000 ?)-\mu(000 ? 1)-\mu(000 ?\{0, ?\} 1)-\mu(0000$ ? 1$)$,

Using (4.28), (4.29), (4.31), (4.32), (4.33), (4.34) and (4.35) in the first step, and subsequently applying the identities mentioned above, we find that the sum of the terms grouped using underbraces in (4.27) can be bounded above as follows:

$$
\begin{align*}
& -2 p r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ?)+\widehat{\mathrm{F}}_{p, q} \mu(10 ?)\right\}-2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? ?)+\widehat{\mathrm{F}}_{p, q} \mu(1 ? 0 ?)+\widehat{\mathrm{F}}_{p, q} \mu(10 ? ?)\right\} \\
& -4 r \widehat{\mathrm{~F}}_{p, q} \mu(1 ? 01)-2 p \widehat{\mathrm{~F}}_{p, q} \mu(100 ?) \\
& \leqslant-2 p r^{3} \mu(000 \text { ? })-2 p q r^{2} \mu(\widehat{* * *})-2 p^{2} r^{2}(1-p) \underbrace{\mu(000 \widehat{* *})}_{\text {use (2) }}-2 p r C_{10} \text { ? } \\
& -2 p^{2} r^{3}(1-p) \underbrace{\mu(000 ?\{0, ?\})}_{\text {use }(3)} \\
& -2 p^{3} r^{3}(1-p) \underbrace{\mu\left(000 ?\{0, ?\}^{2}\right)}_{\text {use (4) }}-2 p^{3} r^{3}(1-p) \underbrace{\mu(000 \widehat{* *}\{0, ?\})}_{\text {use (5) }}-8(1-p) r^{2} p q \mu(000 \text { ?) } \\
& -4(1-p) p r^{2} q \mu(0000 \text { ? })-4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{3} r^{2} \underbrace{\mu(000 \widehat{* *})}_{\text {use (1) }}-2 p C_{100} \text { ? } \\
& =-2 p r^{3} \mu(000 ?)-2 p q r^{2} \mu(\widehat{* * *})-2 p^{2} r^{2}(1-p)[\underbrace{[\mu(000 ?)-\mu(000 ? 1)+\mu(0000 ?)]}_{\text {after applying (2) }} \\
& -2 p^{2} r^{3}(1-p) \underbrace{[\mu(000 ?)-\mu(000 ? 1)]}_{\text {after applying (3) }}-2 p^{3} r^{3}(1-p) \underbrace{[\mu(000 ?)-\mu(000 ? 1)-\mu(000 ?\{0, ?\} 1)]}_{\text {after applying (4) }} \\
& -2 p^{3} r^{3}(1-p) \underbrace{[\mu(000 ?)-\mu(000 ? 1)-\mu(000 ?\{0, ?\} 1)+\mu(0000 ?)-\mu(0000 ? 1)]}_{\text {after applying (5) }} \\
& -8(1-p) r^{2} p q \mu(000 ?)-4(1-p) p r^{2} q \mu(0000 ?)-4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
& -2 p^{3} r^{2} \underbrace{[\mu(000 ?)+\mu(0000 ?)+\mu(00000 ?)-\mu(000 ? 1)-\mu(000 ?\{0, ?\} 1)-\mu(0000 ? 1)]}_{\text {after applying (1) }} \\
& -2 p r C_{10 \text { ? }}-2 p C_{100} \text { ? } \\
& =-\left[2 p r^{3}+2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)+8(1-p) r^{2} p q+2 p^{3} r^{2}\right] \mu(000 ?) \\
& -\left[2 p^{2} r^{2}(1-p)+2 p^{3} r^{3}(1-p)+4(1-p) p r^{2} q+2 p^{3} r^{2}\right] \mu(0000 ?)-2 p^{3} r^{2} \mu(00000 \text { ? }) \\
& +\left[2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)-4(1-p) r^{2} q(r-p)+2 p^{3} r^{2}\right] \mu(000 ? 1) \\
& +\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1) \\
& -2 p q r^{2} \mu(\widehat{* * *})-2 p r C_{10} \text { ? }-2 p C_{100} \text { ?, } \tag{4.37}
\end{align*}
$$

where, in the last step, we simply add all those terms that involve $\mu(\mathcal{C})$, for $\mathcal{C}$ being any of the cylinder sets (000?), (0000?), (00000?), (000?1), (000?\{0,?\}1) and (0000?1). Incorporating the inequality (4.37), we now see that the equality in (4.27) is transformed into an inequality as follows (it is worthwhile to note here that we encountered only weight function equalities in the various steps of adjustments carried out earlier, and this is the first time we encounter a weight function inequality):

$$
\begin{aligned}
& w_{2}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \leqslant w_{2}(\mu)-[p(1-r)+q] \mu(10 ?)-\left[2 q+r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)\right] \mu(100 ?) \\
& -2 r\left(1-p^{2}\right) \mu(1 ? ? 1)-r(1-p) \mu(1 ? 1)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? ? 0) \\
& +\mu(1 ? 0 ?)+\mu(10 ? ?)]-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)]-q \mu(?) \\
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]-p r^{2}(1+2 q) \mu(1 \widehat{* * * 1)} \\
& \underbrace{+2 q p^{2} r \mu(\widehat{* * *})-p r^{2}(1+2 q) \mu(? 000 ?)-2 q p r^{2} \mu(000 \widehat{* *})+2 p r^{2}(1+p+2 q) \mu(000 ?)} \\
& \underbrace{-2 p r^{2}(1+2 q+p) \mu(1 ? 000)+2 p^{2} r^{2}[\mu(0000 ?)+\mu(00000 ?)]-2 p^{2} r^{2} \mu(000 \widehat{* *} 1)}
\end{aligned}
$$

$$
\begin{align*}
& \underbrace{-\left[2 p r^{3}+2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)+8(1-p) r^{2} p q+2 p^{3} r^{2}\right] \mu(000 ?)} \\
& \underbrace{-\left[2 p^{2} r^{2}(1-p)+2 p^{3} r^{3}(1-p)+4(1-p) p r^{2} q+2 p^{3} r^{2}\right] \mu(0000 ?)-2 p^{3} r^{2} \mu(00000 ?)} \\
& \underbrace{\underbrace{\left.-2 p q r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)+2 r^{3}(1-p)-4(1-p) r^{2}\right] \mu\left(r(000 ?\{0, ?\} 1)+\left[2 p r p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ? 1)\right.}},
\end{align*}
$$

where we let $B_{2}$ denote the sum of the terms of (4.38) that have been grouped using underbraces, and we let $B_{1}$ denote the remaining terms. In other words,

$$
\begin{align*}
B_{1}= & w_{2}(\mu)-[p(1-r)+q] \mu(10 ?)-\left[2 q+r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)\right] \mu(100 ?) \\
& -2 r\left(1-p^{2}\right) \mu(1 ? ? 1)-r(1-p) \mu(1 ? 1)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? ? 0) \\
& +\mu(1 ? 0 ?)+\mu(10 ? ?)]-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)]-q \mu(?) \\
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]-p r^{2}(1+2 q) \mu(1 \widehat{* * *}), \tag{4.39}
\end{align*}
$$

and

$$
\begin{align*}
B_{2}= & \underbrace{2 q p^{2} r \mu(\widehat{* * *})}-p r^{2}(1+2 q) \mu(? 000 ?)-2 q p r^{2} \mu(000 \widehat{* *}) \underbrace{2}+2 p r^{2}(1+p+2 q) \mu(000 ?) \\
& -2 p r^{2}(1+2 q+p) \mu(1 ? 000)+2 p^{2} r^{2} \mu(0000 ?)+2 p^{2} r^{2} \mu(00000 ?)-2 p^{2} r^{2} \mu(000 \widehat{* *} 1) \\
& -\left[2 p r^{3}+2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)+8(1-p) r^{2} p q+2 p^{3} r^{2}\right] \mu(000 ?) \\
& -\left[2 p^{2} r^{2}(1-p)+2 p^{3} r^{3}(1-p)+4(1-p) p r^{2} q+2 p^{3} r^{2}\right] \mu(0000 ?)-2 p^{3} r^{2} \mu(00000 ?) \\
& \underbrace{+\left[2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)-4(1-p) r^{2} q(r-p)+2 p^{3} r^{2}\right] \mu(000 ? 1)} \\
& \underbrace{+\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1)} \\
& -2 p q r^{2} \mu(\widehat{* * *})-2 p r C_{10} ?-2 p C_{100 ?} . \tag{4.40}
\end{align*}
$$

It is worthwhile to note here that all of the terms, other than $w_{2}(\mu)$, in $B_{1}$ are non-positive, whereas in $B_{2}$, the possibly non-negative (we write 'possibly' because the coefficient of $\mu(000$ ? 1$)$ may or may not be non-negative, depending on the values of $p$ and $q$ ) terms have been highlighted using underbraces in (4.40). We now have to make sure that these non-negative terms are negated using the existing non-positive terms on the right side of (4.40), and this is what we accomplish, to some extent, in §4.5.4.

### 4.5.4 Step 4 of analyzing (4.25)

We dedicate $\S 4.5 .4$ to the analysis of $B_{2}$ in (4.40). Before we embark on this task, we perform a couple of rather intricate algebraic simplifications that are going to be of use while analysing $B_{2}$. The first of these is as follows, and this will be used in combining the coefficients of the various terms involving $\mu\left(000\right.$ ?) in the analysis of $B_{2}$ :

$$
\begin{aligned}
& -2 q p r^{2}+2 p r^{2}(1+p+2 q)-\left[2 p r^{3}+2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)\right. \\
& \left.+8(1-p) r^{2} p q+2 p^{3} r^{2}\right] \\
= & -2 q p r^{2}+2 p r^{2}+2 p^{2} r^{2}+4 p q r^{2}-2 p r^{3}-2 p^{2} r^{2}(1-p)-2 p^{2} r^{3}(1-p)-4 p^{3} r^{3}(1-p) \\
& -8(1-p) r^{2} p q-2 p^{3} r^{2} \\
= & 2 p r^{2}-2 p r^{3}+2 p^{2} r^{2}-2 p^{2} r^{2}(1-p)-2 p^{3} r^{2}-2 p^{2} r^{3}(1-p)-4 p^{3} r^{3}(1-p) \\
& -8(1-p) r^{2} p q+2 q p r^{2}
\end{aligned}
$$
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$$
\begin{align*}
= & 2 p r^{2}(1-r)+\underbrace{+2 p^{2} r^{2}-2 p^{2} r^{2}}_{\text {cancel each other }} \underbrace{+2 p^{3} r^{2}-2 p^{3} r^{2}}_{\text {cancel each other }}-2 p^{2} r^{3}(1-p)-4 p^{3} r^{3}(1-p)-8 p q r^{2} \\
& +8 p^{2} q r^{2}+2 q p r^{2} \\
= & 2 p^{2} r^{2}+2 p q r^{2}-2 p^{2} r^{3}+2 p^{3} r^{3}-4 p^{3} r^{3}+4 p^{4} r^{3}-6 p q r^{2}+8 p^{2} q r^{2} \\
= & 2 p^{2} r^{2}-2 p^{2} r^{3}-2 p^{3} r^{3}+4 p^{4} r^{3}-4 p q r^{2}+8 p^{2} q r^{2} \\
= & 2 p^{2} r^{2}(p+q)-2 p^{3} r^{3}+4 p^{4} r^{3}-4 p q r^{2}+8 p^{2} q r^{2} \\
= & 2 p^{3} r^{2}+2 p^{2} q r^{2}-2 p^{3} r^{3}+4 p^{4} r^{3}-4 p q r^{2}+8 p^{2} q r^{2} \\
= & 2 p^{3} r^{2}-2 p^{3} r^{3}+4 p^{4} r^{3}-4 p q r^{2}+10 p^{2} q r^{2} \\
= & 2 p^{3} r^{2}(p+q)+4 p^{4} r^{3}-4 p q r^{2}+10 p^{2} q r^{2} \\
= & \underbrace{2 p^{4} r^{2}}_{(1)} \underbrace{+2 p^{3} r^{2} q}_{(2)}+4 p^{4} r^{3} \underbrace{-4 p q r^{2}+10 p^{2} q r^{2}}_{(3)} \\
= & \underbrace{2 p q r^{2}\left[p^{2}-2+5 p\right]+6 p^{4} r^{2}-4 p^{4} r^{2}}_{\text {combining (1), (2) and (3) }}+4 p^{4} r^{3} \\
= & 2 p q r^{2}\left[p^{2}-2+5 p\right]+6 p^{4} r^{2}-4 p^{4} r^{2}(1-r) \\
= & 2 p q r^{2}\left[p^{2}-2+5 p\right]+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q) . \tag{4.41}
\end{align*}
$$

The second algebraic simplification we detail here is as follows, and this will be utilized in combining the coefficients of the various terms involving $\mu(000$ ?1) in the analysis of $B_{2}$ :

$$
\begin{align*}
& 2 q p r^{2}-2 p r^{2}(1+2 q+p)+\left[2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)\right. \\
& \left.-4(1-p) r^{2} q(r-p)+2 p^{3} r^{2}\right] \\
= & 2 p r^{2}\left[q-1-2 q-p+p(1-p)+p r(1-p)+2 p^{2} r(1-p)+p^{2}\right]-4(1-p) r^{2} q(r-p) \\
= & -2 p r^{2}\left[1+q+p-p+p^{2}-p(1-p-q)(1-p)-2 p^{2} r(1-p)-p^{2}\right]-4(1-p) r^{2} q(r-p) \\
= & -2 p r^{2}\left[1+q-p(1-p)^{2}+p q(1-p)-2 p^{2} r(1-p)\right]-4(1-p) r^{2} q(r-p) \\
= & -2 p r^{2}\left[1+q-p\left(1-2 p+p^{2}\right)+p q(1-p)-2 p^{2} r(1-p)\right]-4(1-p) r^{2} q(r-p) \\
= & -2 p r^{2}\left[1+q-p+2 p^{2}-p^{3}+p q(1-p)-2 p^{2} r(1-p)\right]-4(1-p) r^{2} q(r-p) \\
= & -2 p r^{2}\left[1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right]-4(1-p) r^{2} q(r-p) . \tag{4.42}
\end{align*}
$$

In the analysis that follow, in many steps, we indicate using underbraces the terms that are to be combined in the next step, and we use the following identities:

1. $\mu(000 \widehat{* *})=\mu(000$ ? $)-\mu(000 ? 1)+\mu(0000$ ? $)$,
2. $\mu(0000$ ? $)=\mu(00000$ ? $)+\mu(? 0000$ ? $)+\mu(10000$ ? $)$,
3. $\mu(000 \widehat{* *} 1)=\mu(000$ ? $\{0, ?\} 1)+\mu(0000 ? 1)$.

The simplification of $B_{2}$ continues as follows:

$$
\begin{aligned}
B_{2}= & 2 q p^{2} r \mu(\widehat{* * *})-p r^{2}(1+2 q) \mu(? 000 ?) \underbrace{-2 q p r^{2} \mu(000 \widehat{* *})}_{\text {use (1) }} \underbrace{+2 p r^{2}(1+p+2 q) \mu(000 ?)}_{\text {term involving } \mu(000 ?)} \\
& -2 p r^{2}(1+2 q+p) \mu(1 ? 000)+2 p^{2} r^{2} \mu(0000 ?)+2 p^{2} r^{2} \mu(00000 ?)-2 p^{2} r^{2} \mu(000 \widehat{* *} 1) \\
& \underbrace{-\left[2 p r^{3}+2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)+8(1-p) r^{2} p q+2 p^{3} r^{2}\right] \mu(000 ?)}_{\text {term involving } \mu(000 ?)} \\
& -\left[2 p^{2} r^{2}(1-p)+2 p^{3} r^{3}(1-p)+4(1-p) p r^{2} q+2 p^{3} r^{2}\right] \mu(0000 ?)-2 p^{3} r^{2} \mu(00000 ?) \\
& +\left[2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)-4(1-p) r^{2} q(r-p)+2 p^{3} r^{2}\right] \mu(000 ? 1) \\
& +\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1)
\end{aligned}
$$
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$$
\begin{aligned}
& -2 p q r^{2} \mu(\widehat{* *})-2 p r C_{10} \text { ? }-2 p C_{100} \text { ? } \\
& =2 q p^{2} r \mu(\widehat{* * *})-p r^{2}(1+2 q) \mu(? 000 \text { ?) } \underbrace{-2 q p r^{2} \mu(0000 ?)+2 q p r^{2} \mu(000 ? 1)}_{\text {obtained from (1) }} \\
& -2 p r^{2}(1+2 q+p) \mu(1 ? 000)+2 p^{2} r^{2} \mu(0000 ?)+2 p^{2} r^{2} \mu(00000 ?)-2 p^{2} r^{2} \mu(000 \widehat{* *} 1) \\
& \underbrace{+\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?)} \\
& \text { summing terms involving } \mu(000 \text { ?), including the one obtained from (1), and using (4.41) } \\
& -\left[2 p^{2} r^{2}(1-p)+2 p^{3} r^{3}(1-p)+4(1-p) p r^{2} q+2 p^{3} r^{2}\right] \mu(0000 ?)-2 p^{3} r^{2} \mu(00000 ?) \\
& +\left[2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)-4(1-p) r^{2} q(r-p)+2 p^{3} r^{2}\right] \mu(000 ? 1) \\
& +\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1) \\
& -2 p q r^{2} \mu(\widehat{* *})-2 p r C_{10} \text { ? }-2 p C_{100} \text { ? } \\
& =2 q p^{2} r \mu(\widehat{* *})-p r^{2}(1+2 q) \mu(? 000 \text { ? ) } \underbrace{-2 q p r^{2} \mu(0000 ?)}_{\text {term involving } \mu(0000 \text { ? })}+2 q p r^{2} \mu(000 ? 1) \\
& -2 p r^{2}(1+2 q+p) \mu(1 ? 000) \underbrace{+2 p^{2} r^{2} \mu(0000 ?)}_{\text {term involving } \mu(0000 \text { ? })}+2 p^{2} r^{2} \mu(00000 ?)-2 p^{2} r^{2} \mu(000 \widehat{* *} 1) \\
& +\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 \text { ? }) \\
& \underbrace{-\left[2 p^{2} r^{2}(1-p)+2 p^{3} r^{3}(1-p)+4(1-p) p r^{2} q+2 p^{3} r^{2}\right] \mu(0000 ?)}-2 p^{3} r^{2} \mu(00000 ?) \\
& \text { term involving } \mu(0000 \text { ?) } \\
& +\left[2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)-4(1-p) r^{2} q(r-p)+2 p^{3} r^{2}\right] \mu(000 ? 1) \\
& +\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1) \\
& -2 p q r^{2} \mu(\widehat{* *})-2 p r C_{10} \text { ? }-2 p C_{100} \text { ? } \\
& =2 q p^{2} r \mu(\widehat{* *})-p r^{2}(1+2 q) \mu(? 000 ?)+2 q p r^{2} \mu(000 ? 1)-2 p r^{2}(1+2 q+p) \mu(1 ? 000) \\
& +2 p^{2} r^{2} \mu(00000 \text { ? })-2 p^{2} r^{2} \mu(000 \widehat{* *} 1) \\
& +\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 \text { ? }) \\
& \underbrace{-\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 ?)-2 p^{3} r^{3}(1-p) \mu(0000 ?)}-2 p^{3} r^{2} \mu(00000 \text { ?) } \\
& \text { summing terms involving } \mu \text { (0000?) } \\
& +\left[2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)-4(1-p) r^{2} q(r-p)+2 p^{3} r^{2}\right] \mu(000 ? 1) \\
& +\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1) \\
& -2 p q r^{2} \mu(\widehat{* *})-2 p r C_{10} \text { ? }-2 p C_{100} \text { ? } \\
& =2 q p^{2} r \mu(\widehat{* *})-p r^{2}(1+2 q) \mu(? 000 ?)+2 q p r^{2} \mu(000 ? 1)-2 p r^{2}(1+2 q+p) \mu(1 ? 000) \\
& \underbrace{+2 p^{2} r^{2} \mu(00000 ?)}-2 p^{2} r^{2} \mu(000 \widehat{* *} 1) \\
& \text { term involving } \mu(00000 \text { ?) } \\
& +\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& -\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 ?) \underbrace{-2 p^{3} r^{3}(1-p) \mu(0000 ?)}_{\text {use (2) }} \underbrace{-2 p^{3} r^{2} \mu(00000 ?)}_{\text {term involving } \mu(00000 \text { ? })} \\
& +\left[2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)-4(1-p) r^{2} q(r-p)+2 p^{3} r^{2}\right] \mu(000 ? 1) \\
& +\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1) \\
& -2 p q r^{2} \mu(\widehat{* *})-2 p r C_{10} \text { ? }-2 p C_{100} \text { ? } \\
& =2 q p^{2} r \mu(\widehat{* *})-p r^{2}(1+2 q) \mu(? 000 ?)+2 q p r^{2} \mu(000 ? 1)-2 p r^{2}(1+2 q+p) \mu(1 ? 000) \\
& -2 p^{2} r^{2} \mu(000 \widehat{* *} 1)+\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& -\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 ?) \quad \underbrace{+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)} \\
& \text { summing terms involving } \mu(00000 \text { ?), including that obtained from (2) }
\end{aligned}
$$
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$$
\begin{align*}
& -2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& \text { remaining terms obtained by applying (2) } \\
& +\left[2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)-4(1-p) r^{2} q(r-p)+2 p^{3} r^{2}\right] \mu(000 ? 1) \\
& +\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1) \\
& -2 p q r^{2} \mu(\widehat{* *})-2 p r C_{10} \text { ? }-2 p C_{100} \text { ? } \\
& =2 q p^{2} r \mu(\widehat{* *})-p r^{2}(1+2 q) \mu(? 000 ?) \underbrace{+2 q p r^{2} \mu(000 ? 1)-2 p r^{2}(1+2 q+p) \mu(1 ? 000)} \\
& \text { terms involving } \mu(000 ? 1) \\
& -2 p^{2} r^{2} \mu(000 \widehat{* *} 1)+\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& -\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 ?)+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?) \\
& -2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& \underbrace{+\left[2 p^{2} r^{2}(1-p)+2 p^{2} r^{3}(1-p)+4 p^{3} r^{3}(1-p)-4(1-p) r^{2} q(r-p)+2 p^{3} r^{2}\right] \mu(000 ? 1)}_{\text {term involving } \mu(000 ? 1)} \\
& +\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1) \\
& -2 p q r^{2} \mu(\widehat{* *})-2 p r C_{10} \text { ? }-2 p C_{100} \text { ? } \\
& =2 q p^{2} r \mu(\widehat{* * *})-p r^{2}(1+2 q) \mu(? 000 ?)-2 p^{2} r^{2} \underbrace{\mu(000 \widehat{*} 1)}_{\text {split by (3) }}+\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}\right. \\
& \left.-4 p^{4} r^{2}(p+q)\right] \mu(000 ?)-\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 ?)+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?) \\
& -2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& \underbrace{-2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1)-4(1-p) r^{2} q(r-p) \mu(000 ? 1)}_{\text {summing terms involving } \mu(000 ? 1) \text { and using (4.42) }} \\
& +\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1) \\
& -2 p q r^{2} \mu(\widehat{* *})-2 p r C_{10} \text { ? }-2 p C_{100} \text { ? } \\
& =2 q p^{2} r \mu(\widehat{* *})-p r^{2}(1+2 q) \mu(? 000 ?) \underbrace{-2 p^{2} r^{2} \mu(000 ?\{0, ?\} 1)-2 p^{2} r^{2} \mu(0000 ? 1)} \\
& \text { to be added to underbraced terms below } \\
& +\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& -\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 ?)+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?) \\
& -2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
& +\underbrace{+\left[4 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(000 ?\{0, ?\} 1)+\left[2 p^{3} r^{3}(1-p)+2 p^{3} r^{2}\right] \mu(0000 ? 1)} \\
& \text { to be added to underbraced terms above } \\
& -2 p q r^{2} \mu(\widehat{* *})-2 p r C_{10} \text { ? }-2 p C_{100} \text { ? } \\
& =2 q p^{2} r \mu(\widehat{* *})-p r^{2}(1+2 q) \mu(? 000 \text { ? }) \\
& +\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 \text { ? }) \\
& -\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 ?)+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?) \\
& -2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
& -2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1)-2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1) \\
& \text { summing terms highlighted by underbraces in the previous step } \\
& -2 p q r^{2} \mu(\widehat{* * *})-2 p r C_{10} \text { ? }-2 p C_{100 \text { ? }} . \tag{4.43}
\end{align*}
$$
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We now pause for a bit to write down explicitly $-2 p r C_{10}$ ? $-2 p C_{100 \text { ? }}$, where we borrow the mathematical expressions for $C_{10}$ ? and $C_{100}$ ? from (4.30) and (4.36) derived in $\S 4.5$.2:

$$
\begin{align*}
-2 p r C_{10 ?}-2 p C_{100 ?}= & -2 q p^{2} r^{2} \mu(1\{0, ?\} \widehat{* * *})-2 p q(1-q) r^{2} \mu(\widehat{1 * *})-2 q p^{3} r \mu(\widehat{* * *}) \\
& -2 q p^{2} r^{2} \mu(1\{0, ?\} \widehat{* * *})-2 p q r^{2}(1-q+p) \mu(1 \widehat{1 * *}) \\
= & -4 q p^{2} r^{2} \mu(1\{0, ?\} \widehat{* * *})-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{1 * *})-2 q p^{3} r \mu(\widehat{* * *}) . \tag{4.44}
\end{align*}
$$

Substituting (4.44) in (4.43), we obtain:

$$
\begin{align*}
& B_{2}=\underbrace{2 q p^{2} r \mu(\widehat{* * *})}_{\text {term involving } \mu(* * *)}-p r^{2}(1+2 q) \mu(? 000 ?)+\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}\right. \\
& \left.-4 p^{4} r^{2}(p+q)\right] \mu(000 ?)-\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 ?)+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?) \\
& -2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 \text { ?1) } \underbrace{-2 p q r^{2} \mu(\widehat{* * *})}_{\text {term involving } \mu(* * *)} \\
& -4 q p^{2} r^{2} \mu(1\{0, ?\} \widehat{* * *})-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* * *}) \underbrace{-2 q p^{3} r \mu(\widehat{* * *})}_{\text {term involving } \mu(\widehat{* *})} \\
& =\underbrace{2 p q r\left(p-r-p^{2}\right) \mu(\widehat{* *})}_{\text {adding terms involving } \mu(\widehat{* *)}}-p^{2}(1+2 q) \mu(? 000 \text { ?) } \\
& +\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?)-\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 \text { ? }) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
& -2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1)-2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1) \\
& -4 q p^{2} r^{2} \underbrace{\mu(1\{0, ?\} \widehat{* *})}_{\text {split into } \mu(1000 ?) \text { and the rest }}-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* *}) \\
& =2 p q r\left(p-r-p^{2}\right) \mu(\widehat{* *}) \underbrace{-p r^{2}(1+2 q) \mu(? 000 ?)} \\
& +\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \underbrace{-\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 ?)} \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1) \underbrace{-4 q p^{2} r^{2} \mu(1000 ?)} \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* * *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* * *}) . \tag{4.45}
\end{align*}
$$

We show here how we combine the terms highlighted by underbraces in the last step of (4.45):

$$
\begin{aligned}
& -p r^{2}(1+2 q) \mu(? 000 ?)-\left(6 p q r^{2}-4 p^{2} q r^{2}\right) \mu(0000 ?)-4 q p^{2} r^{2} \mu(1000 ?) \\
= & \underbrace{-2 p^{2} q r^{2} \mu(? 000 ?)-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)}_{\text {splitting the term involving } \mu(? 000 ?)} \underbrace{-2 p^{2} q r^{2} \mu(0000 ?)-6 p q r^{2}(1-p) \mu(0000 ?)}_{\text {splitting the term involving } \mu(0000 ?)} \\
& -4 p^{2} q r^{2} \mu(1000 ?)
\end{aligned}
$$

$$
\begin{align*}
= & \underbrace{-2 p^{2} q r^{2} \mu(? 000 ?)-2 p^{2} q r^{2} \mu(0000 ?)-2 p^{2} q r^{2} \mu(1000 ?)}-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?) \\
& -6 p q r^{2}(1-p) \mu(0000 ?)-2 p^{2} q r^{2} \mu(1000 ?) \\
= & -2 p^{2} q r^{2} \mu(000 ?)-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)-6 p q r^{2}(1-p) \mu(0000 ?)-2 p^{2} q r^{2} \mu(1000 ?) . \tag{4.46}
\end{align*}
$$

Substituting (4.46) in (4.45) yields (we have highlighted the terms that have come from (4.46) using underbraces in the very first step of the computation below):

$$
\begin{align*}
B_{2}= & 2 p q r\left(p-r-p^{2}\right) \mu(\widehat{* * *}) \underbrace{-2 p^{2} q r^{2} \mu(000 ?)-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)} \\
& \underbrace{-6 p q r^{2}(1-p) \mu(0000 ?)}+\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1) \underbrace{-2 p^{2} q r^{2} \mu(1000 ?)} \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* * *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* * *}) \\
= & 2 p q r\left(p-r-p^{2}\right) \mu(\widehat{* * *}) \underbrace{-2 p^{2} q r^{2} \mu(000 ?)-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)} \\
& -6 p q r^{2}(1-p) \mu(0000 ?)+\left[2 p q r^{2}\left\{5 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1)-2 p^{2} q r^{2} \mu(1000 ?) \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* * *}) \\
= & 2 p q r\left(p-r-p^{2}\right) \mu(\widehat{* * *})-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)-6 p q r^{2}(1-p) \mu(0000 ?) \\
& +\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1)-2 p^{2} q r^{2} \mu(1000 ?) \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* * *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* * *}) . \tag{4.47}
\end{align*}
$$

The above, i.e. the last step of (4.47), serves as our final, simplified expression for $B_{2}$. From (4.38), (4.39) and (4.47), we see that our weight function inequality has now transformed into:

$$
\begin{aligned}
& w_{2}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \leqslant w_{2}(\mu)-[p(1-r)+q] \mu(10 ?)-\left[2 q+r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)\right] \mu(100 ?) \\
& -2 r\left(1-p^{2}\right) \mu(1 ? ? 1)-r(1-p) \mu(1 ? 1)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? ? 0) \\
& +\mu(1 ? 0 ?)+\mu(10 ? ?)]-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)]-q \mu(?) \\
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]-p r^{2}(1+2 q) \mu(1 \widehat{* * * 1)} \\
& \underbrace{+2 p q r\left(p-r-p^{2}\right) \mu(\widehat{* * *})}-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)-6 p q r^{2}(1-p) \mu(0000 ?) \\
& \underbrace{+\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?)} \\
& \underbrace{+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)}-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\}
\end{aligned}
$$

$$
\begin{align*}
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1)-2 p^{2} q r^{2} \mu(1000 ?) \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} * * *)-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* * *}) . \tag{4.48}
\end{align*}
$$

The underbraces in the right side of (4.48) are intended to highlight the (possibly, depending on the values of $p$ and $q$ ) non-negative terms that still remain. It is worthwhile to note, comparing (4.48) with (4.40), that we have already taken care of the (previously non-negative) terms involving $\mu(0000$ ? ), $\mu(000 ? 1), \mu(000 ?\{0, ?\} 1)$ and $\mu(0000 ? 1)$, via the long and tedious algebraic manipulations that ultimately lead to (4.47).

### 4.6 The fourth step of composing the weight function

The third adjustment is carried out as follows:

$$
\begin{equation*}
w_{3}(\mu)=w_{2}(\mu)-2\left(q+p^{2} r\right) \mu(100 ?)-2 p^{2} r\{\mu(1 ? 00)+\mu(10 ? 0)\}-q \mu(?) . \tag{4.49}
\end{equation*}
$$

Writing (4.48) as $w_{2}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \leqslant w_{2}(\mu)+A_{2}$, implementing the adjustment described in (4.49), and using the idea presented in (4.16), we obtain the weight function inequality

$$
\begin{align*}
w_{3}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \leqslant & w_{3}(\mu)+2\left(q+p^{2} r\right) \mu(100 ?)+2 p^{2} r\{\mu(1 ? 00)+\mu(10 ? 0)\}+q \mu(?) \\
& -2\left(q+p^{2} r\right) \widehat{\mathrm{F}}_{p, q} \mu(100 ?)-2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? 00)+\widehat{\mathrm{F}}_{p, q} \mu(10 ? 0)\right\} \\
& -q \widehat{\mathrm{~F}}_{p, q} \mu(?)+A_{2} . \tag{4.50}
\end{align*}
$$

As noted using underbraces in (4.48), we have to somehow negate the non-negative terms involving $\mu(000$ ? ), $\mu(00000$ ?) and $\mu(\widehat{* * *})$ using existing non-positive terms on the right side of (4.48).

1. As seen from (4.52), one of the terms in the expansion of $\widehat{\mathrm{F}}_{p, q} \mu(1 ? 00)$ involves $\mu(000$ ?);
2. as seen from (4.53), one of the terms in the expansion of $\widehat{\mathrm{F}}_{p, q} \mu(10 ? 0)$ involves $\mu(000 \widehat{* *})$, which can be written as $\mu(000 ?)+\mu(0000 ?)-\mu(000 ? 1)$;
3. and finally, one of the terms in the expansion of $\widehat{\mathrm{F}}_{p, q} \mu(100$ ?), as seen in (4.6), involves $\mu(000 \widehat{* *})$, which can be written as $\mu(000 * * *)=\mu(000$ ? $)+\mu(0000$ ? $)+$ $\mu(00000 ?)-\mu(000 ? 1)-\mu(000 \widehat{* *} 1)$.
Therefore, from (4.50), it can be hoped that $-2\left(q+p^{2} r\right) \widehat{\mathrm{F}}_{p, q} \mu(100 ?)-2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? 00)+\right.$ $\left.\widehat{\mathrm{F}}_{p, q} \mu(10 ? 0)\right\}$ will aid in negating the non-negative terms involving $\mu(000$ ?) and $\mu(0000$ ?) highlighted in (4.48) using underbraces. From (4.4), we see that $\widehat{\mathrm{F}}_{p, q} \mu(?)=r \mu(\widehat{* * *})$, so that $-q \widehat{\mathrm{~F}}_{p, q} \mu(?)$ may aid in negating the non-negative term involving $\mu(\widehat{* * *})$ highlighted in (4.48) using underbraces.

At the same time, we have to make sure that we can afford to introduce the nonnegative terms $2\left(q+p^{2} r\right) \mu(100 ?)+2 p^{2} r\{\mu(1 ? 00)+\mu(10 ? 0)\}+q \mu(?)$ in (4.50) without turning any of the existing non-positive terms in the right side of (4.48) non-negative:

1. the term $-\left[2 q+r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)\right] \mu(100$ ? $)$ in the right side of (4.48) provides us with $-2\left(q+p^{2} r\right) \mu(100$ ?),
2. whereas the term $-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)]$ in the right side of (4.48) supplies us with $-2 p^{2} r\{\mu(1 ? 00)+\mu(10 ? 0)\}$;
3. finally, the existing $-q \mu(?)$ term in the right side of (4.48) cancels out the $+q \mu(?)$ term.

We hope that the above two paragraphs serve to motivate the choice of our adjustment described in (4.49).

## 3-Neighborhood PCA and percolation games

### 4.6.1 Step 1 of analyzing the effect of the adjustment in (4.49)

Incorporating (4.49) into (4.48), as illustrated in (4.50), we obtain (in any given step, we highlight, using underbraces, terms that are to be combined / manipulated algebraically to obtain the next step):

$$
\begin{aligned}
& w_{3}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \leqslant w_{3}(\mu)+2\left(q+p^{2} r\right) \mu(100 ?)+2 p^{2} r\{\mu(1 ? 00)+\mu(10 ? 0)\}+q \mu(?) \\
& -[p(1-r)+q] \mu(10 ?)-\left[2 q+r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)\right] \mu(100 ?) \\
& -2 r\left(1-p^{2}\right) \mu(1 ? ? 1) \\
& -r(1-p) \mu(1 ? 1)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? ? 0)+\mu(1 ? 0 ?)+\mu(10 ? ?)] \\
& -r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)]-q \mu(?) \\
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]-p^{2}(1+2 q) \mu(1 \widehat{* *} 1)+2 p q r\left(p-r-p^{2}\right) \mu(\widehat{* * *}) \\
& -p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)-6 p q r^{2}(1-p) \mu(0000 ?) \\
& +\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1)-2 p^{2} q r^{2} \mu(1000 ?) \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* *}) \\
& -2\left(q+p^{2} r\right) \widehat{\mathrm{F}}_{p, q} \mu(100 ?)-2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? 00)+\widehat{\mathrm{F}}_{p, q} \mu(10 ? 0)\right\}-q \widehat{\mathrm{~F}}_{p, q} \mu(?) \\
& =w_{3}(\mu)-[p(1-r)+q] \mu(10 ?) \underbrace{+2\left(q+p^{2} r\right) \mu(100 ?)+2 p^{2} r\{\mu(1 ? 00)+\mu(10 ? 0)\}+q \mu(?)} \\
& \underbrace{-\left[2 q+r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)\right] \mu(100 ?)}-2 r\left(1-p^{2}\right) \mu(1 ? ? 1)-r(1-p) \mu(1 ? 1) \\
& \underbrace{-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? ? 0)+\mu(1 ? 0 ?)+\mu(10 ? ?)]} \\
& \underbrace{-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 p^{2}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)]-q \mu(?)} \\
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]-p r^{2}(1+2 q) \mu(1 \widehat{* * *} 1) \\
& +2 p q r\left(p-r-p^{2}\right) \mu(\widehat{* *})-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)-6 p q r^{2}(1-p) \mu(0000 ?) \\
& +\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 \text { ? }) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1)-2 p^{2} q r^{2} \mu(1000 \text { ? }) \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* * *}) \\
& -2\left(q+p^{2} r\right) \widehat{\mathrm{F}}_{p, q} \mu(100 ?)-2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? 00)+\widehat{\mathrm{F}}_{p, q} \mu(10 ? 0)\right\}-q \widehat{\mathrm{~F}}_{p, q} \mu(?) \\
& =w_{3}(\mu)-[p(1-r)+q] \mu(10 ?) \underbrace{-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right) \mu(1 \widehat{* * *})}-2 r\left(1-p^{2}\right) \mu(1 ? ? 1) \\
& \text { combining all terms indicated by underbraces above } \\
& -r(1-p) \mu(1 ? 1)-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]-p r^{2}(1+2 q) \mu(1 \widehat{* *} 1) \\
& +2 p q r\left(p-r-p^{2}\right) \mu(\widehat{* *})-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)-6 p q r^{2}(1-p) \mu(0000 ?) \\
& +\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1)
\end{aligned}
$$

$$
\begin{align*}
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1)-2 p^{2} q r^{2} \mu(1000 ?) \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* *})-\mu(1000 ?)] \\
& -2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* *}) \underbrace{-2\left(q+p^{2} r\right) \widehat{\mathrm{F}}_{p, q} \mu(100 ?)} \\
& \underbrace{-2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? 00)+\widehat{\mathrm{F}}_{p, q} \mu(10 ? 0)\right\}-q \widehat{\mathrm{~F}}_{p, q} \mu(?)} . \tag{4.51}
\end{align*}
$$

### 4.6.2 Step 2 of analyzing the effect of the adjustment in (4.49)

Our next task is to compute the sum of the last three terms, highlighted by underbraces, in the last step of (4.51). To this end, we need to compute $\widehat{\mathrm{F}}_{p, q} \mu(1 ? 00)$ and $\widehat{\mathrm{F}}_{p, q} \mu(10 ? 0)$. As was the case for the computations carried out in $\S 4.5 .2$, we are only concerned with parts of the expressions for these probabilities. While computing $\widehat{\mathrm{F}}_{p, q} \mu(1 ? 00)$, we consider only those cases in which $\eta(0)=\eta(1)=\eta(2)=0$ leads to the event that $\left(\widehat{\mathrm{F}}_{p, q} \eta(0), \widehat{\mathrm{F}}_{p, q} \eta(1), \widehat{\mathrm{F}}_{p, q} \eta(2), \widehat{\mathrm{F}}_{p, q} \eta(3)\right)=(1 ? 00)$. Likewise, while computing $\widehat{\mathrm{F}}_{p, q} \mu(10 ? 0)$, we consider only those cases in which $\eta(0)=\eta(1)=\eta(2)=0$ leads to the event that $\left(\widehat{\mathrm{F}}_{p, q} \eta(0), \widehat{\mathrm{F}}_{p, q} \eta(1), \widehat{\mathrm{F}}_{p, q} \eta(2), \widehat{\mathrm{F}}_{p, q} \eta(3)\right)=(10 ? 0)$. These considerations lead to

$$
\begin{align*}
& \bullet \widehat{\mathrm{F}}_{p, q} \mu(1 ? 00)=(1-p) r p^{2} \mu(000 ?)+(1-p) r^{2} p \mu(000 ?\{0, ?\} 1) \\
& \quad+(1-p) r^{2}(1+p-q) \mu(000 ? 1)+C_{1 ? 00} \\
& \geqslant(1-p) r p^{2} \mu(000 ?)+(1-p) r^{2} p \mu(000 ?\{0, ?\} 1)+(1-p) r^{2}(1+p-q) \mu(000 ? 1) ;  \tag{4.52}\\
& \bullet \widehat{\mathrm{F}}_{p, q} \mu(10 ? 0)=(1-p) p^{2} r \mu(000 \widehat{* *})+(1-p) p r^{2} \mu(000 \widehat{* *} 1)+C_{10 ? 0} \geqslant(1-p) p^{2} r \mu(000 \widehat{* *}) \\
& \quad+(1-p) p r^{2} \mu(000 \widehat{* *} 1) ; \tag{4.53}
\end{align*}
$$

where $C_{1 ? 00}$ and $C_{10 \text { ?0 }}$ are the respective contributions from the cases where $(\eta(0), \eta(1), \eta(2)) \in \hat{\mathcal{A}}^{3} \backslash\{(0,0,0)\}$. Finally, we rewrite (4.6) as

$$
\begin{equation*}
\widehat{\mathrm{F}}_{p, q} \mu(100 ?)=(1-p) p^{2} r \mu(000 \widehat{* * *})+D_{100 ?} \geqslant(1-p) p^{2} r \mu(000 \widehat{* * *}) \tag{4.54}
\end{equation*}
$$

where $D_{100}$ ? $=q p^{2} r \mu(\widehat{* * * * * *})+q p^{2} r \mu\left(1\{0, ?\}^{2} \widehat{* * *}\right)+q(1-q) p r \mu(1\{0, ?\} \widehat{* * *})+q(1-$ $q)^{2} r \mu(1 \widehat{* * *})$.

Using (4.4), (4.54), (4.52) and (4.53), and applying the identities

1. $\mu(000 \widehat{* *})=\mu(000$ ? $)+\mu(0000$ ? $)+\mu(00000$ ? $)-\mu(000 ? 1)-\mu(000 ?\{0, ?\} 1)-\mu(0000 ? 1)$,
2. $\mu(000 \widehat{* *})=\mu(000$ ? $)-\mu(000$ ? 1$)+\mu(0000$ ? $)$,
3. $\mu(000 \widehat{* *} 1)=\mu(000 ?\{0, ?\} 1)+\mu(0000 ? 1)$,
the sum of the last three terms, highlighted by underbraces, in (4.51) simplifies to

$$
\begin{aligned}
& -2\left(q+p^{2} r\right) \widehat{\mathrm{F}}_{p, q} \mu(100 ?)-2 p^{2} r\left\{\widehat{\mathrm{~F}}_{p, q} \mu(1 ? 00)+\widehat{\mathrm{F}}_{p, q} \mu(10 ? 0)\right\}-q \widehat{\mathrm{~F}}_{p, q} \mu(?) \\
\leqslant & -2\left(q+p^{2} r\right)(1-p) p^{2} r \underbrace{\mu(000 \widehat{* *})}_{\text {use }(1)}-2 p^{2} r\left\{(1-p) r p^{2} \mu(000 ?)+(1-p) r^{2} p \mu(000 ?\{0, ?\} 1)\right. \\
& \left.+(1-p) r^{2}(1+p-q) \mu(000 ? 1)\right\}-2 p^{2} r\{(1-p) p^{2} r \underbrace{\mu(000 \widehat{* *})}_{\text {use (2) }}+(1-p) p r^{2} \underbrace{\mu(000 \widehat{* *} 1)}_{\text {use (3) }}\} \\
& -q r \mu(\widehat{* * *}) \\
= & -2\left(q+p^{2} r\right)(1-p) p^{2} r \\
& \underbrace{\mu(000 ?)+\mu(0000 ?)+\mu(00000 ?)-\mu(000 ? 1)-\mu(000 ?\{0, ?\} 1)-\mu(0000 ? 1)]}_{\text {after applying (1) }} \\
& -2 p^{4} r^{2}(1-p) \mu(000 ?)-2 p^{3} r^{3}(1-p) \mu(000 ?\{0, ?\} 1)-2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1) \\
& -2 p^{4} r^{2}(1-p)[\underbrace{\mu(000 ?)-\mu(000 ? 1)+\mu(0000 ?)]}_{\text {after applying (2) }}
\end{aligned}
$$

$$
\begin{align*}
& -2 p^{3} r^{3}(1-p)[\underbrace{\mu(000 ?\{0, ?\} 1)+\mu(0000 ? 1)}_{\text {after applying (3) }}]-q r \mu(\widehat{* * *}) \\
= & -\left[2\left(q+p^{2} r\right)(1-p) p^{2} r+2 p^{4} r^{2}(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(000 ?) \\
& -\left[2\left(q+p^{2} r\right)(1-p) p^{2} r+2 p^{4} r^{2}(1-p)\right] \mu(0000 ?)-2\left(q+p^{2} r\right)(1-p) p^{2} r \mu(00000 ?) \\
& +\left[2\left(q+p^{2} r\right)(1-p) p^{2} r-2 p^{2} r^{3}(1-p)(1+p-q)+2 p^{4} r^{2}(1-p)\right] \mu(000 ? 1) \\
& +\left[2\left(q+p^{2} r\right)(1-p) p^{2} r-2 p^{3} r^{3}(1-p)-2 p^{3} r^{3}(1-p)\right] \mu(000 ?\{0, ?\} 1) \\
& +\left[2\left(q+p^{2} r\right)(1-p) p^{2} r-2 p^{3} r^{3}(1-p)\right] \mu(0000 ? 1)-q r \mu(\widehat{* * *}) \\
& (\text { adding all terms involving } \mu(\mathcal{C}) \text { for } \mathcal{C} \text { any of }(000 ?),(0000 ?),(00000 ?),(000 ? 1), \\
& (000 ?\{0, ?\} 1),(0000 ? 1)) \\
= & -\left[2 q p^{2} r(1-p-q+q)+6 p^{4} r^{2}(1-p)\right] \mu(000 ?)-\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right] \mu(0000 ?) \\
& -\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?)+\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right. \\
& \left.-2 p^{2} r^{3}(1-p)(1+p-q)\right] \mu(000 ? 1)+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right. \\
& \left.-4 p^{3} r^{3}(1-p)\right] \mu(000 ?\{0, ?\} 1) \\
& +\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-2 p^{3} r^{3}(1-p)\right] \mu(0000 ? 1)-q r \mu(\widehat{* * *}) \\
= & -\left[2 q p^{2} r^{2}+2 q^{2} p^{2} r+6 p^{4} r^{2}(1-p)\right] \mu(000 ?)-\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right] \mu(0000 ?) \\
& -\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?)+\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right. \\
& \left.-2 p^{2} r^{3}(1-p)(1+p-q)\right] \mu(000 ? 1)+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right. \\
& \left.-4 p^{3} r^{3}(1-p)\right] \mu(000 ?\{0, ?\} 1) \\
& +\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-2 p^{3} r^{3}(1-p)\right] \mu(0000 ? 1)-q r \mu(\widehat{* * *}) . \tag{4.55}
\end{align*}
$$

### 4.6.3 Step 3 of analyzing the effect of the adjustment in (4.49)

We begin with the following observation:

$$
\begin{align*}
2 p\left(p-r-p^{2}\right) & =2 p\left\{p-(1-p-q)-p^{2}\right\}=2 p\left\{2 p-1+q-p^{2}\right\} \\
& =2 p\left\{q-(1-p)^{2}\right\} \leqslant 2 p\left\{(1-p)-(1-p)^{2}\right\} \quad \text { (by (1.1)) } \\
& \leqslant 2 p^{2}(1-p) \leqslant 2 p(1-p) \leqslant \frac{1}{2}<1 \text { for all } p \in[0,1] \tag{4.56}
\end{align*}
$$

This leads to the conclusion that

$$
\begin{equation*}
2 p q r\left(p-r-p^{2}\right) \leqslant q r \text { for all }(p, q) \in \mathcal{S}, \text { with } \mathcal{S} \text { as defined in (1.1). } \tag{4.57}
\end{equation*}
$$

Incorporating (4.55) into (4.51), and writing $\mu(\widehat{1 * * *})$ as the sum of its components, i.e. $\mu(1 ? ? ?), \ldots, \mu(100$ ?), yields (once again, in each step of the computation below, we highlight using underbraces the terms that are to be manipulated to obtain the next step):

$$
\begin{aligned}
& w_{3}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \leqslant w_{3}(\mu)-[p(1-r)+q] \mu(10 ?)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?) \\
& +\mu(1 ? 0 ?)+\mu(10 ? ?)+\mu(100 ?)]-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0) \\
& +\mu(1 ? ? 0)]-2 r\left(1-p^{2}\right) \mu(1 ? ? 1)-r(1-p) \mu(1 ? 1)-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)] \\
& -p r^{2}(1+2 q) \mu(1 \widehat{* *} 1)+\underbrace{2 p q r\left(p-r-p^{2}\right) \mu(\widehat{* *})}-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?) \\
& -6 p q r^{2}(1-p) \mu(0000 ?)+\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1)-2 p^{2} q r^{2} \mu(1000 ?)
\end{aligned}
$$
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$$
\begin{align*}
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* * *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* * *}) \\
& -\left[2 q p^{2} r^{2}+2 q^{2} p^{2} r+6 p^{4} r^{2}(1-p)\right] \mu(000 ?)-\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right] \mu(0000 \text { ? }) \\
& -\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?)+\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right. \\
& \left.-2 p^{2} r^{3}(1-p)(1+p-q)\right] \mu(000 ? 1)+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right. \\
& \left.-4 p^{3} r^{3}(1-p)\right] \mu(000 ?\{0, ?\} 1) \\
& +\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-2 p^{3} r^{3}(1-p)\right] \mu(0000 ? 1) \underbrace{-q r \mu(\widehat{* *})} \\
& =w_{3}(\mu)-[p(1-r)+q] \mu(10 ?)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? 0 \text { ? }) \\
& +\mu(10 ? ?)+\mu(100 ?)]-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)] \\
& -2 r\left(1-p^{2}\right) \mu(1 ? ? 1)-r(1-p) \mu(1 ? 1)-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)] \\
& -p^{2}(1+2 q) \mu(\widehat{1 * * * 1}) \underbrace{-q r\left[1-2 p\left(p-r-p^{2}\right)\right] \mu(\widehat{* * *})}_{\text {non-positive by (4.57) }}-p^{2}\{1+2 q(1-p)\} \mu(? 000 \text { ?) } \\
& -6 p q r^{2}(1-p) \mu(0000 ?)+\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 \text { ? }) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1)-2 p^{2} q r^{2} \mu(1000 ?) \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* * *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(\widehat{1 * * *}) \\
& -\left[2 q p^{2} r^{2}+2 q^{2} p^{2} r+6 p^{4} r^{2}(1-p)\right] \mu(000 ?)-\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right] \mu(0000 ?) \\
& -\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?)+\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right. \\
& \left.-2 p^{2} r^{3}(1-p)(1+p-q)\right] \mu(000 ? 1) \\
& +\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-4 p^{3} r^{3}(1-p)\right] \mu(000 ?\{0, ?\} 1) \\
& +\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-2 p^{3} r^{3}(1-p)\right] \mu(0000 ? 1) \\
& =w_{3}(\mu)-[p(1-r)+q] \mu(10 ?)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? 0 \text { ? }) \\
& +\mu(10 ? ?)+\mu(100 ?)] \underbrace{-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)]} \\
& -2 r\left(1-p^{2}\right) \mu(1 ? ? 1)-r(1-p) \mu(1 ? 1)-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)] \\
& -p r^{2}(1+2 q) \mu(\widehat{1 * *} 1)-q r\left[1-2 p\left(p-r-p^{2}\right)\right] \mu(\widehat{* *})-p r^{2}\{1+2 q(1-p)\} \mu(? 000 \text { ? }) \\
& -6 p q r^{2}(1-p) \mu(0000 ?) \underbrace{\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?)} \\
& \underbrace{+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)}-2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\} \\
& \underbrace{-2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1)-4(1-p) r^{2} q(r-p) \mu(000 ? 1)} \\
& \underbrace{-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1)-2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1)}-2 p^{2} q r^{2} \mu(1000 \text { ? }) \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* * *}) \\
& \underbrace{-\left[2 q p^{2} r^{2}+2 q^{2} p^{2} r+6 p^{4} r^{2}(1-p)\right] \mu(000 ?)-\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right] \mu(0000 ?)} \\
& \underbrace{-\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?)+\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right.} \\
& \underbrace{\left.-2 p^{2} r^{3}(1-p)(1+p-q)\right] \mu(000 ? 1)+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-4 p^{3} r^{3}(1-p)\right] \mu(000 ?\{0, ?\} 1)} \\
& \underbrace{+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-2 p^{3} r^{3}(1-p)\right] \mu(0000 ? 1)} \text {. } \tag{4.58}
\end{align*}
$$

We collect all the terms that have been highlighted in the last step of (4.58) using underbraces, and denote their sum by $C_{2}$, whereas the sum of the remaning terms is
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denoted $C_{1}$. In other words,

$$
\begin{align*}
C_{1}= & w_{3}(\mu)-[p(1-r)+q] \mu(10 ?)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? 0 ?) \\
& +\mu(10 ? ?)+\mu(100 ?)]-2 r\left(1-p^{2}\right) \mu(1 ? ? 1)-r(1-p) \mu(1 ? 1)-p r^{2}(1+2 q) \mu(1 \widehat{* *} 1) \\
& -q r\left[1-2 p\left(p-r-p^{2}\right)\right] \mu(\widehat{* * *})-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)-6 p q r^{2}(1-p) \mu(0000 ?) \\
& -2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\}-2 p^{2} q r^{2} \mu(1000 ?) \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* *}), \tag{4.59}
\end{align*}
$$

and

$$
\begin{align*}
C_{2}= & -r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)] \\
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]+\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}\right. \\
& \left.+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?)+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?) \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
& -2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1)-2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1) \\
& -\left[2 q p^{2} r^{2}+2 q^{2} p^{2} r+6 p^{4} r^{2}(1-p)\right] \mu(000 ?)-\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right] \mu(0000 ?) \\
& -\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?)+\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right. \\
& \left.-2 p^{2} r^{3}(1-p)(1+p-q)\right] \mu(000 ? 1)+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-4 p^{3} r^{3}(1-p)\right] \\
& \mu(000 ?\{0, ?\} 1)+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-2 p^{3} r^{3}(1-p)\right] \mu(0000 ? 1) . \tag{4.60}
\end{align*}
$$

It is worthwhile to note that all terms in $C_{1}$, apart from $w_{3}(\mu)$, are non-positive.
Our task, now, is to see if we can turn each of the non-negative terms in $C_{2}$ nonpositive by making use of the existing non-positive terms in (4.60). In the long computation that follows, the terms that are being dealt with in each step will be highlighted using underbraces. First, we note that, in

$$
\begin{aligned}
C_{2}= & -r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)] \\
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)] \\
& +\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?) \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& -2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1) \\
& -\left[2 q p^{2} r^{2}+2 q^{2} p^{2} r+6 p^{4} r^{2}(1-p)\right] \mu(000 ?)-\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right] \mu(0000 ?) \\
& -\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?)+\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right. \\
& \left.-2 p^{2} r^{3}(1-p)(1+p-q)\right] \mu(000 ? 1)+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right. \\
& \left.-4 p^{3} r^{3}(1-p)\right] \mu(000 ?\{0, ?\} 1)+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-2 p^{3} r^{3}(1-p)\right] \mu(0000 ? 1) \\
= & \underbrace{-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right) \mu(1 ? 00)-2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1)}_{A_{1}} \\
& \underbrace{-4(1-p) r^{2} q(r-p) \mu(000 ? 1)+\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)-2 p^{2} r^{3}(1-p)(1+p-q)\right] \mu(000 ? 1)}_{A_{1}} \\
& \underbrace{-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(10 ? 0)+\mu(1 ? ? 0)]-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1)}_{A_{1}} \\
& \underbrace{+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-4 p^{3} r^{3}(1-p)\right] \mu(000 ?\{0, ?\} 1)}_{A_{3}} \underbrace{-\left[2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right] \mu(0000 ?)}_{A_{3}} \\
& \underbrace{+\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-2 p^{3} r^{3}(1-p)\right] \mu(0000 ? 1)-2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1)}_{A_{3}}
\end{aligned}
$$

$$
\begin{align*}
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]+\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?) \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-\left[2 q p^{2} r^{2}+2 q^{2} p^{2} r+6 p^{4} r^{2}(1-p)\right] \mu(000 ?) \\
& -\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?) . \tag{4.61}
\end{align*}
$$

In what follows, we let $A_{i}$, for $i \in\{1,2,3\}$, denote the sum of the terms that have been highlighted in (4.61) using underbraces tagged $A_{i}$, and we simplify each $A_{i}$ separately before incorporating these simplified expressions back into (4.61).

First, we simplify $A_{1}$, using the simple inequality $\mu(1 ? 00) \leqslant \mu(1 ? 000)$, as follows:

$$
\begin{align*}
A_{1}= & \underbrace{-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right) \mu(1 ? 00)}_{\text {split into two parts as shown below }} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2} r(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& +\left\{2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)-2 p^{2} r^{3}(1-p)(1+p-q)\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
= & \underbrace{-r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right) \mu(1 ? 00)-2 q p^{2} r(1-p) \mu(1 ? 00)}_{\text {after splitting into two parts }} \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2}(1-p-q)(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& +\left\{2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)-2 p^{2} r^{3}(1-p)(1+p-q)\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
\leqslant & -r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right) \mu(1 ? 00)-2 q p^{2} r(1-p) \mu(1 ? 000) \\
& -2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2}(1-p)^{2}+2 p^{2} q(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1) \\
& \underbrace{}_{\text {cancel out }}+2 q p^{2} r(1-p) \mu(000 ? 1) \\
& +\left\{4 p^{4} r^{2}(1-p)-2 p^{2} r^{3}(1-p)(1+p-q)\right\} \mu(000 ? 1)-4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
= & -r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right) \mu(1 ? 00)-2 p r^{2}\left\{1+q-p+2 p^{2}-2 p^{2}+4 p^{3}-2 p^{4}\right. \\
& \left.+2 p^{2} q(1-p)+p q(1-p)-p^{3}\right\} \mu(000 ? 1)+\left\{4 p^{4} r^{2}(1-p)\right. \\
& \left.-2 p^{2} r^{3}(1-p)(1+p-q)\right\} \mu(000 ? 1)-4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
= & -r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right) \mu(1 ? 00) \\
& -2 p r^{2}\left\{1+q-p+p^{3}+2 p^{2} q(1-p)+p q(1-p)\right\} \mu(000 ? 1) \\
& -2 p r^{2}\left(2 p^{3}-2 p^{4}\right) \mu(000 ? 1)+\left\{4 p^{4} r^{2}(1-p)-2 p^{2} r^{3}(1-p)(1+p-q)\right\} \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
= & -r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right) \mu(1 ? 00) \\
& -2 p r^{2}\left\{1+q-p+p^{3}+2 p^{2} q(1-p)+p q(1-p)\right\} \mu(000 ? 1) \\
& -4 p^{4} r^{2}(1-p) \mu(000 ? 1)+4 p^{4} r^{2}(1-p) \mu(000 ? 1)-2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1) \\
& -4(1-p) r^{2} q(r-p) \mu(000 ? 1) \\
& -r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right) \mu(1 ? 00) \\
& -2 p r^{2}\left\{1+q-p+p^{3}+2 p^{2} q(1-p)+p q(1-p)\right\} \mu(000 ? 1) \\
& -2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1)-4(1-p) r^{2} q(r-p) \mu(000 ? 1) .  \tag{4.62}\\
& -1-62)
\end{align*}
$$

Lemma 4.2. The coefficient of $\mu(000$ ? 1$)$ in (4.62) is bounded above by $-2 p^{2} r^{3}(1-p)(1+$ $p-q)$ for all values of $(p, q) \in \mathcal{S}$, where $\mathcal{S}$ is as defined in (1.1).

Proof. As long as $r-p \geqslant 0$, i.e. $2 p+q \leqslant 1$, the coefficient of $\mu(000$ ?1) in (4.62) is the sum of three non-positive quantities, namely $-2 p r^{2}\left\{1+q-p+p^{3}+2 p^{2} q(1-p)+p q(1-p)\right\}$, $-2 p^{2} r^{3}(1-p)(1+p-q)$ and $-4(1-p) r^{2} q(r-p)$, and hence it is obviously bounded
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above by the second of these non-positive quantities. When $r-p<0$, the quantity $-4(1-p) r^{2} q(r-p)$ is actually non-negative, and we negate it by observing that

$$
\begin{aligned}
& -2 p r^{2}\left\{1+q-p+p^{3}+2 p^{2} q(1-p)+p q(1-p)\right\}+4(1-p) r^{2} q(p-r) \\
& =-2 p r^{2}\left\{1+q-p+p^{3}+2 p^{2} q(1-p)+p q(1-p)\right\}+4(1-p) r^{2} q p-4(1-p) r^{3} q \\
& \leqslant-2 p r^{2}\left\{1+q-p+p^{3}+2 p^{2} q(1-p)+p q(1-p)\right\}+4(1-p) r^{2} q p \\
& =-2 p r^{2}\left\{1+q-p+p^{3}+2 p^{2} q(1-p)+p q(1-p)-2 q(1-p)\right\} \\
& =-2 p r^{2}\left\{1+q-p+p^{3}+2 p^{2} q(1-p)+p q(1-p)-2 q+2 p q\right\} \\
& =-2 p r^{2}\left\{r+p^{3}+2 p^{2} q(1-p)+p q(1-p)+2 p q\right\},
\end{aligned}
$$

which is non-positive. This again leads to the conclusion that the combined coefficient of $\mu(000 ? 1)$ in (4.62) is bounded above by $-2 p^{2} r^{3}(1-p)(1+p-q)$.

Next, using the simple inequalities $\mu(000 ? ? 1) \leqslant \mu(1 ? ? 0)$ and $\mu(000 ? 01) \leqslant \mu(10 ? 0)$, we simplify $A_{2}$ (recall $A_{2}$ from (4.61)) as follows:

$$
\begin{align*}
A_{2}= & -r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)\{\mu(1 ? ? 0)+\mu(10 ? 0)\} \\
& -2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1) \\
& +\left\{2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-4 p^{3} r^{3}(1-p)\right\} \mu(000 ?\{0, ?\} 1) \\
\leqslant & \underbrace{-r\left\{4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right\}\{\mu(1 ? ? 0)+\mu(10 ? 0)\}}_{(1)} \\
& \underbrace{-2 p^{2} r^{2}(1-p)(1-2 p r) \mu(000 ?\{0, ?\} 1)}_{(2)} \\
& \underbrace{+2 q p^{2} r(1-p)\{\mu(1 ? ? 0)+\mu(10 ? 0)\}}_{\text {combine with }(1)} \\
& \underbrace{+2 p^{4} r^{2}(1-p) \mu(000 ?\{0, ?\} 1)-4 p^{3} r^{3}(1-p) \mu(000 ?\{0, ?\} 1)}_{\text {combine with }(2)} \\
= & \underbrace{-r\left\{4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p-2 q p^{2}(1-p)\right\}\{\mu(1 ? ? 0)+\mu(10 ? 0)\}}_{(2) \text { after combination }} \\
& \underbrace{-2 p^{2} r^{2}(1-p)\left[1-2 p r-p^{2}+2 p r\right] \mu(000 ?\{0, ?\} 1)}_{=} \\
= & -r\left\{4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right\}\{\mu(1 ? ? 0)+\mu(10 ? 0)\} \\
& -2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 ?\{0, ?\} 1) . \tag{4.63}
\end{align*}
$$

Finally, using the simple inequality $\mu(0000 ? 1) \leqslant \mu\left(0000\right.$ ?), we simplify $A_{3}$ (recall $A_{3}$ from (4.61)) as follows:

$$
\begin{align*}
A_{3}= & -\left\{2 q p^{2} r(1-p)+4 p^{4} r^{2}(1-p)\right\} \mu(0000 ?)-2 p^{2} r^{2}(1-p)(1-p r) \mu(0000 ? 1) \\
& +\left\{2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)-2 p^{3} r^{3}(1-p)\right\} \mu(0000 ? 1) \\
= & -2 q p^{2} r(1-p) \mu(0000 ?)+2 q p^{2} r(1-p) \mu(0000 ? 1)-4 p^{4} r^{2}(1-p) \mu(0000 ?) \\
& -\left[2 p^{2} r^{2}(1-p)(1-p r)-2 p^{4} r^{2}(1-p)+2 p^{3} r^{3}(1-p)\right] \mu(0000 ? 1) \\
\leqslant & -2 p^{2} r^{2}(1-p)\left[1-p r-p^{2}+p r\right] \mu(0000 ? 1)-4 p^{4} r^{2}(1-p) \mu(0000 ?) \\
= & -2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(0000 ? 1)-4 p^{4} r^{2}(1-p) \mu(0000 ?) \tag{4.64}
\end{align*}
$$

Incorporating the expressions obtained from (4.62) (in conjunction with the bound obtained from Lemma 4.2), (4.63) and (4.64) into (4.61) yields (again, in each step, we highlight using underbraces the terms to be combined to obtain the next step):

$$
C_{2} \leqslant \underbrace{-r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right) \mu(1 ? 00)-2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1)}_{\text {substituting from Lemma } 4.2 \text { and (4.62) }}
$$

$$
\begin{align*}
& \underbrace{-r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right)[\mu(10 ? 0)+\mu(1 ? ? 0)]-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 ?\{0, ?\} 1)}_{\text {substituting from (4.63) }} \\
& \underbrace{-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(0000 ? 1)-4 p^{4} r^{2}(1-p) \mu(0000 ?)}_{\text {substituting from (4.64) }}-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)] \\
& +\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?)+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?) \\
& -\left[2 q p^{2} r^{2}+2 q^{2} p^{2} r+6 p^{4} r^{2}(1-p)\right] \mu(000 ?)-\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?) \\
= & -r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right)\{\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)\} \\
& -[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]+\underbrace{\left[2 p q r^{2}\left\{4 p-2+p^{2}\right\}+6 p^{4} r^{2}-4 p^{4} r^{2}(p+q)\right] \mu(000 ?)} \\
& +2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1) \\
& -2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 ?\{0, ?\} 1)-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(0000 ? 1) \\
& \underbrace{-\left[2 q p^{2} r^{2}+2 q^{2} p^{2} r+6 p^{4} r^{2}(1-p)\right] \mu(000 ?)-4 p^{4} r^{2}(1-p) \mu(0000 ?)} \\
& -\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?) \\
= & -r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right)\{\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)\} \\
& \underbrace{-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]}+[2 p q r^{2}\left\{3 p-2+p^{2}\right\}-2 q^{2} p^{2} r \underbrace{+2 p^{5} r^{2}}-4 p^{4} q r^{2}] \mu(000 ?) \\
& \underbrace{+2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)}-2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1) \\
& -2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 ?\{0, ?\} 1)-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(0000 ? 1) \\
& \underbrace{-4 p^{4} r^{2}(1-p) \mu(0000 ?)-\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?)} . \tag{4.65}
\end{align*}
$$

We combine the terms highlighted by underbrace in the last step of (4.65) as follows:

$$
\begin{aligned}
& 2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-\left[2 q p^{2} r(1-p)+2 p^{4} r^{2}(1-p)\right] \mu(00000 ?)+2 p^{5} r^{2} \mu(000 ?) \\
& -4 p^{4} r^{2}(1-p) \mu(0000 ?)-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)] \\
= & 2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{4} r^{2}(1-p) \mu(00000 ?)-4 p^{4} r^{2}(1-p) \mu(0000 ?) \\
& +2 p^{5} r^{2} \mu(000 ?)-2 q p^{2} r(1-p) \mu(00000 ?)-[p(1-r)+q][\mu(0 ?)+\mu(00 ?)]
\end{aligned}
$$

(rearranging the terms of the previous expression)

$$
\begin{aligned}
\leqslant & 2 p^{2} r^{2}(1-p)(1-p r) \mu(00000 ?)-2 p^{4} r^{2}(1-p) \mu(00000 ?)-4 p^{4} r^{2}(1-p) \mu(00000 ?) \\
& +2 p^{5} r^{2} \mu(000 ?)-2 q p^{2} r(1-p) \mu(00000 ?)-\left[p^{2}+q(1+p)\right][\mu(0 ?)+\mu(00 ?)]
\end{aligned}
$$

$$
\text { (using the inequality } \mu(0000 ?) \geqslant \mu(00000 ?) \text { ) }
$$

$$
\begin{aligned}
= & 2 p^{2} r^{2}(1-p)\left(1-p r-3 p^{2}\right) \mu(00000 ?)+2 p^{5} r^{2} \mu(000 ?)-p^{2}\{\mu(0 ?)+\mu(00 ?)\} \\
& -2 a n^{2} r(1-n) \mu(00000 ?)-a(1+n)\{\mu(0 ?)+\mu(00 ?)\}
\end{aligned}
$$

$$
\begin{equation*}
-2 q p^{2} r(1-p) \mu(00000 ?)-q(1+p)\{\mu(0 ?)+\mu(00 ?)\} \tag{4.66}
\end{equation*}
$$

Lemma 4.3. The sum in (4.66) is non-positive for all $(p, q) \in \mathcal{S}$, where $\mathcal{S}$ is as defined in (1.1). Moreover, it is bounded above by $-2 q p^{2} r(1-p) \mu(00000 ?)-q(1+p)\{\mu(0 ?)+\mu(00 ?)\}$.

Proof. In this proof, we make use of the inequalities $\mu(0$ ? $) \geqslant \mu(00$ ? $) \geqslant \mu(000$ ?) $\geqslant$ $\mu\left(00000\right.$ ?). If $1-p r-3 p^{2} \leqslant 0$, each of the terms in (4.66), except $2 p^{5} r^{2} \mu(000$ ?), is non-positive, and we tackle this single non-negative term as follows:
$2 p^{5} r^{2} \mu(000 ?)-p^{2}\{\mu(0 ?)+\mu(00 ?)\}=2 p^{5} r^{2} \mu(000 ?)-2 p^{2} \mu(000 ?)=-2 p^{2}\left(1-p^{3} r^{2}\right) \mu(000 ?)$,
and every term in the above sum is non-positive. If $1-p r-3 p^{2}>0$, both the first and the second terms of (4.66) are non-negative, while the rest are non-positive, and these non-negative terms are taken care of as follows:

$$
2 p^{2} r^{2}(1-p)\left(1-p r-3 p^{2}\right) \mu(00000 ?)+2 p^{5} r^{2} \mu(000 ?)-p^{2}\{\mu(0 ?)+\mu(00 ?)\}
$$
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$$
\begin{align*}
& \leqslant 2 p^{2} r^{2}(1-p)\left(1-p r-3 p^{2}\right) \mu(000 ?)+2 p^{5} r^{2} \mu(000 ?)-2 p^{2} \mu(000 ?) \\
& =2 p^{2} r^{2}\left[(1-p)\left(1-p r-3 p^{2}\right)+p^{3}\right] \mu(000 ?)-2 p^{2} \mu(000 ?) \\
& =2 p^{2} r^{2}\left[1-p\left(1-p^{2}\right)-p r(1-p)-3 p^{2}(1-p)\right] \mu(000 ?)-2 p^{2} \mu(000 ?) \\
& =2 p^{2}\left[r^{2}\left\{1-p\left(1-p^{2}\right)-p r(1-p)-3 p^{2}(1-p)\right\}-1\right] \mu(000 ?) \tag{4.68}
\end{align*}
$$

and once again, we see that each term in the above expression is non-positive, since each of $r^{2}$ and $1-p\left(1-p^{2}\right)-p r(1-p)-3 p^{2}(1-p)$ is bounded above by 1 . From the final upper bounds in (4.67) and (4.68), we deduce that the expression in (4.66) is bounded above by $-2 q p^{2} r(1-p) \mu(00000 ?)-q(1+p)\{\mu(0 ?)+\mu(00 ?)\}$.

Incorporating (4.66) into (4.65) and using Lemma 4.3, we see that $C_{2}$ can be bounded above as follows:

$$
\begin{align*}
& C_{2} \leqslant-r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right)\{\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)\} \\
& \underbrace{-q(1+p)[\mu(0 ?)+\mu(00 ?)]}_{\text {split this into } 2 \text { parts, as below }}+[\underbrace{2 p q r^{2}\left\{3 p-2+p^{2}\right\}}_{\text {consider this separately }}-2 q^{2} p^{2} r-4 p^{4} q r^{2}] \mu(000 ?) \\
& -2 q p^{2} r(1-p) \mu(00000 ?)-2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1) \\
& \underbrace{-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 ?\{0, ?\} 1)-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(0000 ? 1)} \\
& \text { combine these two } \\
& =-r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right)\{\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)\} \\
& -q(1+p-p r)[\mu(0 ?)+\mu(00 ?)] \underbrace{-q p r[\mu(0 ?)+\mu(00 ?)]}_{\text {bounded above by }-2 p q r \mu(000 ?)}+2 p q r^{2}\left\{3 p-2+p^{2}\right\} \mu(000 \text { ?) } \\
& -\left[2 q^{2} p^{2} r+4 p^{4} q r^{2}\right] \mu(000 ?)-2 q p^{2} r(1-p) \mu(00000 ?) \\
& -2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 \widehat{* *} 1) \\
& \leqslant-r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right)\{\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)\} \\
& -q(1+p-p r)[\mu(0 ?)+\mu(00 ?)] \underbrace{-2 q p r \mu(000 ?)+2 p q r^{2}\left\{3 p-2+p^{2}\right\} \mu(000 ?)} \\
& -\left[2 q^{2} p^{2} r+4 p^{4} q r^{2}\right] \mu(000 ?)-2 q p^{2} r(1-p) \mu(00000 ?) \\
& -2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 \widehat{* *} 1) \\
& =-r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right)\{\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)\} \\
& -q(1+p-p r)[\mu(0 ?)+\mu(00 ?)]+\underbrace{\left[-2 q p r+4 p^{2} q r^{2}+2 p q r^{2}\left\{p-2+p^{2}\right\}\right] \mu(000 ?)} \\
& -\left[2 q^{2} p^{2} r+4 p^{4} q r^{2}\right] \mu(000 ?)-2 q p^{2} r(1-p) \mu(00000 ?) \\
& -2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 \widehat{* *} 1) \\
& =-r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right)\{\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)\} \\
& -q(1+p-p r)[\mu(0 ?)+\mu(00 ?)] \underbrace{-2 q p r[1-2 p r] \mu(000 ?)-2 p q r^{2}\left\{2-p-p^{2}\right\} \mu(000 ?)} \\
& -\left[2 q^{2} p^{2} r+4 p^{4} q r^{2}\right] \mu(000 ?)-2 q p^{2} r(1-p) \mu(00000 ?) \\
& -2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 \widehat{* *} 1) \\
& =-r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right)\{\mu(1 ? 00)+\mu(10 ? 0)+\mu(1 ? ? 0)\} \\
& -q(1+p-p r)[\mu(0 ?)+\mu(00 ?)] \underbrace{-2 q p r[1-2 p r] \mu(000 ?)}-2 p q r^{2}(2+p)(1-p) \mu(000 ?) \\
& -\left[2 q^{2} p^{2} r+4 p^{4} q r^{2}\right] \mu(000 ?)-2 q p^{2} r(1-p) \mu(00000 \text { ? }) \\
& -2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 \widehat{*} 1) \text {. } \tag{4.69}
\end{align*}
$$

We note that, by the AM-GM inequality, $2 p r \leqslant p^{2}+r^{2} \leqslant p+r \leqslant 1$, so that the underbraced term, and consequently, each term in the final expression of (4.69), is non-positive. Note
that (4.69) also provides the final, simplified expression for $C_{2}$. From (4.59) and (4.69), we see that (4.58) now transforms into the weight function inequality

$$
\begin{align*}
& w_{3}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right) \leqslant w_{3}(\mu)-[p(1-r)+q] \mu(10 ?)-r\left(4 q^{2}+4 q p^{2}-2 q^{3}+2 q^{2} p\right)[\mu(1 ? ? ?)+\mu(1 ? 0 ?) \\
& +\mu(10 ? ?)+\mu(100 ?)]-2 r\left(1-p^{2}\right) \mu(1 ? ? 1)-r(1-p) \mu(1 ? 1)-p r^{2}(1+2 q) \mu(1 * * * 1) \\
& -q r\left[1-2 p\left(p-r-p^{2}\right)\right] \mu(\widehat{* *})-p r^{2}\{1+2 q(1-p)\} \mu(? 000 ?)-6 p q r^{2}(1-p) \mu(0000 ?) \\
& -2 p^{3} r^{3}(1-p)\{\mu(10000 ?)+\mu(? 0000 ?)\}-2 p^{2} q r^{2} \mu(1000 ?) \\
& -4 q p^{2} r^{2}[\mu(1\{0, ?\} \widehat{* * *})-\mu(1000 ?)]-2 p q r^{2}(2-2 q+p) \mu(1 \widehat{* * *}) \\
& -r\left(4 q^{2}+2 q p^{2}(1+p)-2 q^{3}+2 q^{2} p\right)\{\mu(1 ? 00)+\mu(10 ? 0) \\
& +\mu(1 ? ? 0)\}-q(1+p-p r)[\mu(0 ?)+\mu(00 ?)]-2 q p r[1-2 p r] \mu(000 ?) \\
& -2 p q r^{2}(2+p)(1-p) \mu(000 ?)-\left[2 q^{2} p^{2} r+4 p^{4} q r^{2}\right] \mu(000 ?)-2 q p^{2} r(1-p) \mu(00000 ?) \\
& -2 p^{2} r^{3}(1-p)(1+p-q) \mu(000 ? 1)-2 p^{2} r^{2}(1-p)\left(1-p^{2}\right) \mu(000 * * 1) . \tag{4.70}
\end{align*}
$$

Finally, we have achieved a weight function inequality that is of the form presented in (4.2).

### 4.7 The desired conclusion

From (4.10), (4.17), (4.23) and (4.49), the final weight function turns out to be

$$
\begin{aligned}
w_{3}(\mu)= & \mu(?)+2 \mu(0 ?)-\mu(? 0 ?)+2 \mu(100 ?)-p(p+q) \mu(?)-[2 p r\{\mu(1 ?)+\mu(10 ?)\} \\
& \left.+2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\}+4 r \mu(1 ? 01)+2 p \mu(100 ?)\right]-2\left(q+p^{2} r\right) \mu(100 ?) \\
& -2 p^{2} r\{\mu(1 ? 00)+\mu(10 ? 0)\}-q \mu(?) \\
= & \left(1-p^{2}-p q-q\right) \mu(?)+2 \mu(0 ?)-\mu(? 0 ?)+\left[2-2 p-2 q-2 p^{2} r\right] \mu(100 ?)-2 p r \mu(1 ?) \\
& -2 p r \mu(10 ?)-2 p^{2} r\{\mu(1 ? ?)+\mu(1 ? 0 ?)+\mu(10 ? ?)\}-4 r \mu(1 ? 01) \\
& -2 p^{2} r\{\mu(1 ? 00)+\mu(10 ? 0)\}
\end{aligned}
$$

which matches with the weight function stated in (4.3).
We now wish to draw the conclusion, using (4.70), that $\mu(?)=0$ when $\mu$ is a translation-invariant and reflection-invariant stationary distribution for $\widehat{\mathrm{F}}_{p, q}$ (recall Lemma 4.1). Note that this conclusion, i.e. that $\mu(?)=0$, is immediate when $r=0$, i.e. $p+q=1$, so that henceforth, we only consider $r>0$, i.e. $p+q<1$.

To begin with, we note that when $\mu$ is stationary for $\widehat{\mathrm{F}}_{p, q}$, we have $\widehat{\mathrm{F}}_{p, q} \mu=\mu$, so that $w_{3}\left(\widehat{\mathrm{~F}}_{p, q} \mu\right)=w_{3}(\mu)$. When $q>0$, we conclude that the coefficient $-q r\left[1-2 p\left(p-r-p^{2}\right)\right]$ of $\mu(\widetilde{* *})$ in (4.70) is non-zero (see (4.56) that shows why $1-2 p\left(p-r-p^{2}\right)$ is strictly positive). The last two sentences and (4.70) together imply that $\mu(\widehat{* * *})=0$ when $\mu$ is stationary for $\widehat{\mathrm{F}}_{p, q}$ and $q>0$. Since $\mu(?)=\widehat{\mathrm{F}}_{p, q} \mu(?)=r \mu(\widehat{* *})$ from (4.4), we conclude that $\mu(?)=0$ when $\mu$ is stationary for $\widehat{\mathrm{F}}_{p, q}$ and $q>0$.

We now come to the analysis when $q=0$, which forces $p>0$ from the definition of $\mathcal{S}$ in (1.1).
Lemma 4.4. When $q=0$, we obtain $\mu(?)=0$ from (4.70) for any stationary distribution $\mu$ of $\widehat{\mathrm{F}}_{p, q}$.

Proof. When $q=0$, forcing $p>0$, the coefficients $-[p(1-r)+q]$ of $\mu\left(10\right.$ ? ) and $-2 p^{2} r^{3}(1-$ $p)(1+p-q)$ of $\mu(000 ? 1)$ in (4.70) are both strictly negative, which implies that $\mu(10 ?)=$ $\mu(000 ? 1)=0$. The former, via (4.29), yields $\mu(000 \widehat{* *})=0$, and this, together with the latter, yields

$$
\mu(000 ?)=\mu(000 ? ?)+\mu(000 ? 0)+\mu(000 ? 1)=0 \text {. }
$$

We now focus on finding $\widehat{\mathrm{F}}_{p, q} \mu(000$ ?).

In order for $\left(\widehat{\mathrm{F}}_{p, q} \eta(0), \widehat{\mathrm{F}}_{p, q} \eta(1), \widehat{\mathrm{F}}_{p, q} \eta(2), \widehat{\mathrm{F}}_{p, q} \eta(3)\right)$ to equal ( 000 ?), we must have $(\eta(3), \eta(4), \eta(5)) \in \widehat{* * *}$. If each of $\eta(0), \eta(1), \eta(2)$ belongs to $\{0, ?\}$, then each of the events $\widehat{\mathrm{F}}_{p, q} \eta(i)=0$, for $i=0,1,2$, happens with probability $p$. If $\eta(0)=1$ and $\eta(1), \eta(2) \in\{0, ?\}$, then $\widehat{\mathrm{F}}_{p, q} \eta(0)=0$ happens with probability $1-q$ and each of $\widehat{\mathrm{F}}_{p, q} \eta(1)=0$ and $\widehat{\mathrm{F}}_{p, q} \eta(2)=0$ happens with probability $p$. If $\eta(1)=1$ and $\eta(2) \in\{0, ?\}$, then each of $\widehat{\mathrm{F}}_{p, q} \eta(0)=0$ and $\widehat{\mathrm{F}}_{p, q} \eta(1)=0$ happens with probability $1-q$ and $\widehat{\mathrm{F}}_{p, q} \eta(2)=0$ happens with probability $p$. If $\eta(2)=1$, then each $\widehat{\mathrm{F}}_{p, q} \eta(i)=0$, for $i=0,1,2$, happens with probability $1-q$. Combining everything, we have

$$
\begin{aligned}
& \widehat{\mathrm{F}}_{p, q} \mu(000 ?)=p^{3} r \mu\left(\{0, ?\}^{3} \widehat{* * *}\right)+(1-q) p^{2} r \mu\left(1\{0, ?\}^{2 \widehat{* *}}\right)+(1-q)^{2} p r \mu(1\{0, ?\} \widehat{* * *}) \\
&+(1-q)^{3} r \mu(1 \widehat{* *}) .
\end{aligned}
$$

When $\mu(000 ?)=0, q=0$ (and hence $p>0$ ), and $\mu$ is stationary for $\widehat{\mathrm{F}}_{p, q}$, we conclude from the previous paragraph that $\mu\left(\{0, ?\}^{3 \widehat{* *}}\right)=\mu\left(1\{0, ?\}^{2} \widehat{* * *}\right)=\mu(1\{0, ?\} \widehat{* * *})=$ $\mu(\widehat{1 * *})=0$. Adding these, we get $\mu(\widehat{* * *})=0$, and via (4.4), this, once again, implies that $\mu(?)=0$.

## 5 A formal game theoretic formulation of the problem

We provide a slightly more general game theoretic formulation of our games to facilitate the subsequent discussion on the connection of our games with various other games in the literature. Furthermore, we discuss some interesting open problems in this area. To this end, we shall consider $N=\{1, \ldots, n\}$ to be the (finite) set of players participating in the game, with each player $i \in N$ allowed to choose from a (finite) set of actions denoted by $A_{i}$. Let $T=\mathbb{N}$ be the set of rounds in the game, and let $T_{0}=T \cup\{0\}$. A mover-sequence is an (infinite) sequence $\mu: T \rightarrow N$, such that $\mu(t)$, for $t \in T$, indicates the player who is supposed to make their move in round $t$ of the game.

Given a mover-sequence $\mu$, a move-sequence (also referred to as a history) is a (finite or infinite) sequence of actions $\underset{\sim}{a}=\left(a_{1}, a_{2}, \ldots\right)$ such that $a_{k} \in A_{\mu(k)}$ for each $k$. We denote by $\mathcal{A}_{k}$ the set of all move-sequences of length $k$, for each $k \in T_{0}$ (note that the move-sequence of length 0 is referred to as the empty move-sequence and denoted by \left.${\underset{\sim}{a}}^{0}\right)$. We let $\mathcal{A}_{\infty}$ denote the set of all move-sequences of infinite length, and $\mathcal{A}$ denote the set of all move-sequences, both finite and infinite.

Each move-sequence $\underset{\sim}{a} \in \mathcal{A}$ is assigned a random variable $X_{\underset{\sim}{a}}$ taking values in $\mathbb{R}^{n}$, which denotes the (random) utilities of the players corresponding to the move-sequence $\underset{\sim}{a}$. The game starts once a realization $\left(x_{\sim}^{a}\right)_{\sim}^{a \in \mathcal{A}}$ of values of the collection of random variables $\left(X_{\sim}^{a}\right)_{\sim}^{a} \in \mathcal{A}$ has been fixed and revealed to all the players. ${ }^{1}$ A strategy for player $i$ is a collection of functions $\sigma_{i}:=\left\{\sigma_{i}^{k}: k \in T\right.$ such that $\left.\mu(k)=i\right\}$, where $\sigma_{i}^{k}: \mathcal{A}_{k-1} \rightarrow A_{i}$. A collection of strategies $\sigma_{N}:=\left(\sigma_{1}, \ldots, \sigma_{n}\right)$ is called a strategy profile.

Each strategy profile $\sigma_{N}$ induces an infinite sequence of actions $\underset{\sim}{a}\left(\sigma_{N}\right):=\left(a_{1}, a_{2}, \ldots\right)$ in the following, natural way: $\left.a_{1}=\sigma_{\mu(1)}^{1}, a_{2}=\sigma_{\mu(2)}^{2}\left(a_{1}\right)\right), a_{3}=\sigma_{\mu(3)}^{3}\left(a_{1}, a_{2}\right)$, and so on. For $t \in T$, we denote by $\underset{\sim}{a}\left(\sigma_{N}\right)$ the (truncated) sequence $\left(a_{1}, \ldots, a_{t}\right)$ of $\underset{\sim}{a}\left(\sigma_{N}\right)$ that is the game path of length $t$ induced by $\sigma_{N}$. The stage utility of player $i$ at time $t, t \in T$, is given by $u_{i}^{t}\left(\sigma_{N}\right):=x_{a^{t}\left(\sigma_{N}\right)}(i)$. The final utility $u_{i}\left(\sigma_{N}\right)$ of player $i$
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corresponding to a strategy profile $\sigma_{N}$ is a (real-valued) function of the stage utility sequence $\left({\underset{\sim}{u}}^{t}\left(\sigma_{N}\right)\right)_{t \in T}$.

We assume, in line with game theory, that each player $i \in N$ plays the game optimally. In other words, given a collection of strategies $\sigma_{N \backslash\{i\}}$ of the other players, $i$ plays a best response: a strategy $\sigma_{i}^{*}$ that maximizes her utility given $\sigma_{N \backslash\{i\}}$, i.e. $u_{i}\left(\sigma_{i}^{*}, \sigma_{N \backslash\{i\}}\right) \geqslant$ $u_{i}\left(\sigma_{i}, \sigma_{N \backslash\{i\}}\right)$ for all strategies $\sigma_{i}$ of player $i$. A strategy $\sigma_{i}$ for player $i$ is dominant if it is a best response to every collection of strategies of the other players. In other words, no matter what strategies the other players adopt, playing $\sigma_{i}$ is the best for player $i$, i.e. $u_{i}\left(\sigma_{i}, \sigma_{N \backslash\{i\}}\right) \geqslant u_{i}\left(\sigma_{i}^{\prime}, \sigma_{N \backslash\{i\}}\right)$ for all strategies $\sigma_{i}^{\prime}$ of player $i$ and all collections of strategies $\sigma_{N \backslash\{i\}}$ of the other players. ${ }^{2}$ A strategy profile $\sigma_{N}$ is said to be a Nash equilibrium if it is a best response to itself, i.e. for each $i \in N, \sigma_{i}$ is a best response to $\sigma_{N \backslash\{i\}}$.

Several interesting games can be constructed by imposing restrictions and dependence structures on the random variables $\left(X_{\sim}^{a}\right)_{\sim}^{a} \in \mathcal{A}$ (and accordingly, on the strategyprofiles). A class of such games are the ones where there are two players making alternative moves (that is, $\mu=(1,2,1,2, \ldots)$ ) and having the same set of actions (i.e. $A_{1}=A_{2}$ ). For such games, there is an equivalence relation $\sim$ on $\mathcal{A}$ such that $X_{\sim}^{a}{ }_{a}^{t}=X_{\underset{\sim}{t}}$
and $\sigma_{\mu(t)}^{t}(\underset{\sim}{a} t)=\sigma_{\mu(t)}^{t}(\underset{\sim}{b})$ whenever $\underset{\sim}{a}{\underset{\sim}{t}}^{t}$ and $\underset{\sim}{b}{ }^{t}$ are equivalent.
Combinatorial games played on directed graphs can be modeled via this approach. Let $G$ be a directed graph such that each vertex of $G$ has the same number of outgoing edges, and the outgoing edges from each vertex are identified with the elements of the set $A$ of common actions (where $A=A_{1}=A_{2}$ ). ${ }^{3}$ Then, given an initial vertex, every strategy profile $\sigma_{N}$ induces a (directed) path in the graph $G$. We call two game paths ${\underset{\sim}{a}}^{t}$ and $\underset{\sim}{b}$ of length $t$ equivalent if they lead to the same vertex in $G$. Suppose that the
utilities are zero-sum, that is, the sum of the utilities of all the players corresponding to any realization of $X_{a^{t}}$ is zero. Let the final utility $u_{i}\left(\sigma_{N}\right)$ of any player $i \in N$ be the
first non-zero value in the sequence of stage utilities $\left(u_{i}^{t}\left(\sigma_{N}\right)\right)_{\left(t \in T_{0}\right)}$. In other words, the game ends whenever one of the players receive a non-zero stage utility and the utilities corresponding to that stage become the final utilities. We say that the game is winning for player $i$, for any $i \in N$, if player $i$ has a dominant strategy which, when adopted, rewards her 1 as her final utility. The game ends in a draw if neither player has a winning dominant strategy.

Suppose, further, that $X_{a^{t}}(\mu(t))$ equals 1 with probability $p$, equals -1 with probability $q$, and equals 0 with probability $1-p-q$, for all $t \in T_{0}$ (here, we follow the convention that $\mu(0)=2$ ). This leads to an (i.i.d.) percolation game on a $k$-regular tree when $|A|=k$ and each equivalence class is a singleton. ${ }^{4}$ On the other hand, fixing an initial vertex arbitrarily (say, the origin), defining $A=\{(0,1),(1,1),(2,1)\}$ (respectively, $A=\{(0,1),(1,1)\})$, and defining two game paths ${\underset{\sim}{a}}^{t}=\left(a^{1}, \ldots, a^{t}\right)$ and $\underset{\sim}{b}=\left(b^{t}, \ldots, b^{t}\right)$ to

[^2]be equivalent if $\sum_{s=1}^{t} a^{s}=\sum_{s=1}^{t} b^{s}$, one obtains the percolation game we have studied in this paper (respectively, the percolation game considered in [25]).

Clearly, under such an optimality assumption, a player will play a dominant strategy whenever she has one. We explore what happens to the flow of the game if none of the players has a dominant strategy, limiting ourselves to the case where $|N|=2$. Suppose player 1 plays a strategy $\sigma_{1}$. Since $\sigma_{1}$ is not dominant, there is a strategy $\sigma_{2}$ of player 2 which, if adopted by player 2 , prevents player 1 from winning. Suppose player 2 wins corresponding to the strategy-profile $\left(\sigma_{1}, \sigma_{2}\right)$. However, since $\sigma_{2}$ is not dominant, player 1 has a strategy, say $\sigma_{1}^{\prime}$, such that player 2 does not win when player 1 adopts $\sigma_{1}^{\prime}$. Continuing in this manner, it follows that when both players play optimally (in other words, under any Nash equilibrium), neither player wins the game, allowing the game to continue forever with each player receiving zero utility at every stage of the game. Summarizing, under the assumption of optimal play, a draw implies continuation of the game for infinite time, which, in addition to requiring the existence of an infinite open path in the (directed) graph, requires that the path be self-enforcing, i.e. that neither of the players has an incentive to deviate from this path. The event of an infinite path in a random graph is a prime object of interest in percolation theory, and consequently, the event of a draw is an important object of study in percolation games.

## 6 Relation with existing literature and open problems

Researchers mainly explore two types of problems in the context of combinatorial games played in random environments, the first of which is concerned with the probability of draw, while the second type focuses on the value of the game.

### 6.1 Discussion on draw probabilities

As explained in the previous section, the probability of draw, especially whether it is always (i.e. irrespective of the values of the parameters $p$ and $q$ ) 0 or not, is an interesting question in percolation games. Apart from [25] and this paper, we are not aware of any work, so far, that looks into this problem.

### 6.1.1 Generalizing the set of actions

For problems related to the probability of draw in percolation games on $\mathbb{Z}^{2}$ (or even on arbitrary $\mathbb{Z}^{k}$ ), the set of actions $A$ can be generalized in three ways. The first of these is achieved by adding more vertices at the 'next' level, where the 'next' level refers to the value of the $y$-coordinate in the set $A$ of actions being equal to 1 (for instance, $A=\{(0,1), \ldots,(k, 1)\}$ for some $k \in \mathbb{N})$. The second possibility is the addition of vertices at levels that are 'higher' than the 'next' level, i.e. in which the value of the $y$-coordinate of at least one of the vertices in the set $A$ of actions is strictly larger than 1 (for instance, $A=\{(0,1),(1,2),(2,1)\})$. The third option is to make $A$ a (simple and structured) function $A(x, y)$ of $(x, y) \in \mathbb{Z}^{2}$. Such an instance has been dealt with in [5], and the percolation game considered therein has been shown to arise when edge-percolation is considered (i.e., instead of the vertices, it is the edges that are labeled, independently, as trap, target or open with probabilities $p, q$ and $1-p-q$ respectively). The 'location dependent' action set $A(x, y)$ for the edge-percolation game studied in [5] depends (only) on the parity of the first coordinate of $(x, y)$ (it is shown in [5] that $A(x, y)=\{(0,1),(1,1)\}$ when $x$ is even, and $A(x, y)=\{(1,1),(1,2)\}$ when $x$ is odd).

### 6.1.2 Arbitrary mover-sequence

Both [25] and this paper consider an alternating mover-sequence (i.e., $\mu=(1,2,1,2 \ldots)$ ). We would like to explore what happens (in particular, whether the probability of draw continues to be 0 or not) for other mover-sequences (that have been endowed with enough structure, such as when $\mu=(1,1,2,2,1,1,2,2, \ldots)$ ). Technically, this relates to a PCA whose update rule is dependent on time. To the best of our knowledge, ergodicity properties of such PCAs have not been explored in the literature, and we think it is an important problem as it generalizes the commonly studied notion of PCAs to a much broader perspective.

### 6.1.3 Generalizing the event of draw

Yet another class of open problems is concerned with generalizing the events of winning / losing / drawing. Let $u_{N}^{t}=\left(u_{1}^{t}, \ldots, u_{n}^{t}\right) \in \mathbb{R}^{n}$ denote a utility vector for all players in the stage game at time $t$ (the stage game refers to the base game, so that the actual game is made up of repetitions of the stage game, and after each stage game is over, every player receives some utility). Given a set of sequences of utility vectors $W_{i} \subseteq\left\{\left(u_{N}^{t}\right)_{t \in T_{0}}\right\}$, let us call a game winning for player $i$ if player $i$ has a dominant strategy to ensure a utility sequence in $W_{i}$, and a game is said to lead to a draw if it is not winning for any of the players. A natural extension of the existing notion of winning (as defined in our paper and in [25]) is obtained by defining $W_{i}$ as the set of utility sequences for which $i$ receives a cumulative utility of amount $k$, for some pre-fixed $k \in \mathbb{N}$, before any other player does. More formally, $W_{i}$ contains those utility-vector sequences $\left(u_{N}^{t}\right)_{t \in T_{0}}$ for which there is $\hat{t} \in T_{0}$ such that $\sum_{t=0}^{\hat{t}} u_{i}^{t}=k$ and $\sum_{t=0}^{\bar{t}} u_{j}^{t}<k$ for all $j \in N \backslash\{i\}$ and all $\bar{t}<\hat{t}$. The existing notion of winning corresponds to the situation where $k=1$. We think it is an interesting problem to explore what happens for higher values of $k$.

### 6.1.4 Percolation games on three (or higher) dimensions

The set-up for percolation games can be generalized to lattices in any dimension $k \in \mathbb{N}$. Each site $\mathbf{x}=\left(x_{1}, x_{2}, \ldots, x_{k}\right) \in \mathbb{Z}^{k}$ is assigned, independently, the label of trap with probability $p$, the label of target with probability $q$, and the label of open with probability $1-p-q$, and $A$ can be defined as a subset of $\mathbb{Z}^{k}$. An even more general set-up, on arbitrary, locally finite directed graphs is addressed in §1.2 of [25], but with $q=0$ (i.e. there are no target-labeled vertices, and hence such a percolation game is referred to as a trapping game). The dimension reduction method is illustrated in [25], showing that if the directed graph under consideration satisfies certain conditions, then the existence of multiple Gibbs states for the hard-core model on a related graph would imply that the trapping game on the directed graph has a positive probability of culminating in a draw.

It is worthwhile to ponder if there are regime(s), as function(s) of the parameters $p$ and $q$, in which percolation games played on lattices of higher dimensions have probability 0 of resulting in a draw, and whether, when $A$ is suitably defined, the occurrence of draw in such a game can be connected with the ergodicity of a PCA, possibly deduced via the recurrence relations arising from the game, the same way as illustrated in this paper. An immediate problem to consider can be where we set $A=\{(0,0,1),(1,0,1),(0,1,1)\}$ and the same equivalence relation as ours (that is, $\left(a_{1}, \ldots, a_{k}\right) \sim\left(b_{1}, \ldots, b_{l}\right)$ if $\sum_{j=1}^{k} a_{j}=$ $\sum_{j=1}^{l} b_{l}$ ). This leads to a nice class of percolation games on $\mathbb{Z}^{3}$. Attempting to implement the technique of weight functions to find conditions on $p$ and $q$ that guarantee ergodicity of the PCA deduced from the recurrence relations of this game would be an interesting problem for the near future.
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### 6.1.5 Monotonicity of draw probability

An important problem, in our opinion, of a slightly different flavour, is the analysis of monotonicity properties, if any, of the probabilities of draw in percolation games with respect to, in some sense, the degree of 'mixing' of the actions / moves. Consider a class of percolation games on $\mathbb{Z}^{2}$, where each site $(x, y)$ is assigned the label $X_{(x, y)}$, with $X_{(x, y)}$ i.i.d. over all $(x, y) \in \mathbb{Z}^{2}$ and $X_{(x, y)}$ equaling trap with probability $p$, target with probability $q$, and open with probability $1-p-q$. We characterize the games we are concerned with in this discussion by two parameters: $k$ and $\ell$, where $k \geqslant 2$ is the number of actions allowed for each player, and $1 \leqslant \ell \leqslant k$ is a mixing parameter. For every position of the game $(x, y)$ in $\mathbb{Z}^{2}$ (i.e. $(x, y)$ is where the token is currently located), the action $a_{i}$ leads to the site $((x-1) \ell+i, y+1)$, for all $1 \leqslant i \leqslant k$. In other words, here, the set of outgoing edges $\operatorname{Out}(x, y)$ from $(x, y)$ is $\{((x-1) \ell+i, y+1): 1 \leqslant i \leqslant k\}$.

Note that, for any two 'neighboring' game positions ( $x, y$ ) and ( $x+1, y$ ), the cardinality of $\operatorname{Out}(x, y) \cap \operatorname{Out}(x+1, y)$ is precisely $k-\ell$. In particular, given $k$, when $\ell=1$, we obtain the $k$-neighbor percolation game on the integer lattice $\mathbb{Z}^{2}$ (for instance, [25] considers $k=2$, and this paper is concerned with $k=3$ ), and when $\ell=k$, we obtain the percolation game on a rooted $k$-regular tree. It has been shown in [28] that for arbitrary $k$, when $\ell=k$, there are positive values of $p$ and / or $q$ for which the probability of draw is strictly positive in the percolation game played on a rooted $k$-regular tree (more precisely, the probability of draw is strictly positive whenever $\left.(1-p-q)(1-q)^{k-1} \leqslant(k+1)^{k-1} k^{-k}\right)$. At the other extreme, for $k=2,3$ and $\ell=1$, it has been shown in [25] and this paper that both $p$ and $q$ need to equal 0 for the probability of draw in the corresponding percolation game to be strictly positive. These findings raise the following important questions: does draw become less likely

1. as $\ell$ decreases (i.e. there is a greater degree of mixing) for a given $k$,
2. as $k$ increases while $\ell$ remains fixed (for instance, when $\ell$ remains fixed at the value $\ell=1$ ).

It is worth emphasizing that for a given, arbitrary configuration of trap / target / open labels (i.e. a given realization of the i.i.d. random variables $\left(X_{(x, y)}\right)_{(x, y) \in \mathbb{Z}^{2}}$ ), no monotonicity can be found for the event of draw with respect to $\ell$ in the two situations mentioned above, implying that a coupling argument will not be sufficient to prove such results. We believe that a more involved combinatorial argument will be needed for addressing these questions, and currently, we are pursuing our research exploring these questions. Exploring such monotonicity questions for just the trapping game (where $q=0$ ) or just the target game (where $p=0$ ) is expected to be quite challenging.

### 6.2 Discussion on the value of a game

The value of a zero-sum game is a well-known quantity in game theory, but considering readers from various backgrounds, we provide its definition here. The value of a zero-sum game is said to exist when the utilities for player 1, obtained via the following two 'ways of thinking', turn out to be equal to each other, and the value is defined as the common utility (whenever it exists). In the first way of thinking, player 1 believes that player 2's only intention is to 'hurt' her, that is, whatever strategy $\sigma_{1}$ she plays, player 2 will play a strategy $\sigma_{2}$ that minimizes her utility given $\sigma_{1}$. Let $U^{\max \min }$ be the maximum utility player 1 can guarantee given this belief. Formally, $U^{\max \min }=\max _{\sigma_{1} \in \Sigma_{1}} \min _{\sigma_{2} \in \Sigma_{2}} u_{1}\left(\sigma_{1}, \sigma_{2}\right)$, where $\Sigma_{1}$ and $\Sigma_{2}$ are the sets of all possible strategies for players 1 and 2 respectively. In the second way of thinking, whatever strategy $\sigma_{2}$ is played by player 2 , player 1 plans to play a strategy $\sigma_{1}$ that maximizes her utility given $\sigma_{2}$, and believes that player 2 will play the strategy that minimizes her utility when she plays according to this plan. Let
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$U^{\min \max }=\min _{\sigma_{2} \in \Sigma_{2}} \max _{\sigma_{1} \in \Sigma_{1}} u_{1}\left(\sigma_{1}, \sigma_{2}\right)$ be the utility player 1 receives according to this belief. The value of a game exists when $U^{\min \max }=U^{\max \text { min }}$, and this common utility is called the value of the game.

In [18], a general notion of zero-sum percolation games on $\mathbb{Z}^{d}$ is defined, with two players making alternating moves. ${ }^{5}$ In contrast to our notion of stage games where exactly one player makes a move in each round, [18] defines a stage game in which each round comprises a move by player 1 followed immediately by a move by player 2 . Each of the players receives some utility at the end of each stage game. An $n$-stage game, for $n \in \mathbb{N}$, consists of $n$ stage games played sequentially where the utility of each player is defined as the time-average (where time refers to the number of stages) of the total utility from all the stage games of that player. The utility function of an $n$-stage game can be defined using our framework by requiring that $u_{i}^{t}\left(\sigma_{N}\right)=0$ for all $t \in 2 \mathbb{N}-1$ and all $t>n$, and defining $u_{i}\left(\sigma_{N}\right)=\frac{1}{n} \sum_{t \in T} u_{i}^{t}\left(\sigma_{N}\right)$.

For i.i.d. and oriented percolation games, [18] shows that as $n$ tends to infinity, the sequence of (random) values of $n$-stage games converges almost surely to a constant, and the expected value converges at a rate of $O\left(\ln (n) n^{-1 / 2}\right)$. They further show that the assumption of i.i.d. is necessary for this result. It is worth mentioning that the games we have considered in our paper are i.i.d. and oriented. We refer the reader to [18] for a formal definition of i.i.d. and oriented percolation games.

In [16], a general class of two-player zero-sum games is considered where, in addition to the utilities (that are defined as the capacities corresponding to any history), in every round of the game, the mover and the set of available actions are both random and i.i.d. over the histories. The three random variables, i.e. the chosen mover, the chosen set of available actions, and the utilities, need not be independent of each other corresponding to a given history. The games in [16] are played on (finitely branching) trees for each possible realization of the above-mentioned random variables. The utility for player 1 corresponding to a strategy profile is the infimum of the stage utilities along the game path induced by the strategy profile. In this setting, a natural measure space is defined over the games, and a (fixed point) characterization of the cumulative distribution function for the value of the game is provided (together with a number of corollaries and applications).

Although [2] does not deal with the value of a game nor its probability of draw, uses an approach involving ideas from percolation theory which makes it relevant for percolation games. In [2], random games are considered where the number of players is large, each player has two strategies, and the utilities are i.i.d. with possible ties (i.e. having an atomic distribution). In this setting, [2] explores the possibility of existence of a (pure) Nash equilibrium which, in contrast with mixed Nash equilibrium, may not always exist. In particular, asymptotic results regarding the (random) number of Nash equilibria and a central limit theorem for given bounds on the probability of ties are established. Furthermore, using tools from percolation theory, the geometry of the set of Nash equilibria is determined, and it is shown that the best response dynamics converges to a Nash equilibrium with high probability when the number of players is large and the probability of ties is positive but bounded above (such as in the case of potential games). ${ }^{6}$
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## 7 The scope of the weight function technique

Let us define the critical region for a percolation game as the set of all values of $(p, q) \in \mathcal{S}$ (where $\mathcal{S}$ is as defined in (1.1)) for which the probability of draw is 0 (and hence, the corresponding PCA is ergodic). It follows from this paper and [25] that the critical region for the percolation games considered in both these papers is $\mathcal{S}$.

We begin with noting that the weight function technique provides only a sub-region, normally in terms of a lower bound, of the critical region of a percolation game. In case of our percolation games or that in [25], this sub-region turns out to be 'full', i.e. it covers all possible values of $(p, q)$, and consequently, the weight function technique succeeds in providing a characterization of the entire critical region. In general, unless the critical region is full in the above-mentioned sense, the weight function technique itself will not be suffice to characterize the critical region, which, in our view, is the main weakness of this technique. Nevertheless, providing a sub-region of the critical region is, in general, an important contribution to the literature (in fact, it may well be the case that finding such a sub-region becomes the first breakthrough in answering questions about the critical regions in several open problems), and in view of that, we now proceed to describe some situations where one can apply this technique.

Recall that the weight function technique, when applicable, only shows that certain events have probability 0 under any stationary distribution corresponding to the PCA under consideration. One then needs to do further computations to deduce how this actually leads to the conclusion that the event of draw has probability 0 under any stationary distribution. The crucial step here is to link the ergodicity of the PCA under consideration with the event of draw, which may not be straightforward unless the PCA has some game theoretic structure. In what follows, we define a class of 'game theoretic' PCAs for which we believe that the weight function technique can be applied to establish ergodicity. For PCAs outside of this class, our guess is that the applicability of the weight function technique will depend on the particular structure of the PCA's stochastic update rule, but as of now, we are unable to specify what structural conditions on the update rule guarantee such applicability.

We call a $d$-dimensional deterministic CA $F$, with universe $\mathbb{Z}^{d}$ and a given neighborhood $\mathcal{N}$ that is a finite subset of $\mathbb{Z}^{d}$, game-theoretic if it satisfies the following criteria:

1. the alphabet $\widehat{\mathcal{A}}$ comprises the symbols $W, D$ and $L$;
2. letting $\eta_{t}=\left(\eta_{t}(\mathbf{x}): \mathbf{x} \in \mathbb{Z}^{d}\right)$ denote the configuration of states at time $t$, where $\eta_{t}(\mathbf{x})$ denotes the state of $\mathbf{x}$ at time $t$, the state $\eta_{t+1}(\mathbf{x})$ of any site $\mathbf{x} \in \mathbb{Z}^{d}$ at time $t+1$ is decided according to the following rules:
(a) if $\eta_{t}(\mathbf{x}+\mathbf{y})=W$ for each $\mathbf{y} \in \mathcal{N}$, then $\eta_{t+1}(\mathbf{x})=L$,
(b) if there exists at least one $\mathbf{y} \in \mathcal{N}$ for which $\eta_{t}(\mathbf{x}+\mathbf{y})=L$, then $\eta_{t+1}(\mathbf{x})=W$,
(c) if there exists no $\mathbf{y} \in \mathcal{N}$ for which $\eta_{t}(\mathbf{x}+\mathbf{y})=L$, but there exists at least one $\mathbf{z} \in \mathcal{N}$ such that $\eta_{t}(\mathbf{x}+\mathbf{z})=D$, then $\eta_{t+1}(\mathbf{x})=D ;$
3. conditioned on $\eta_{t}$, the updates $\eta_{t+1}(\mathbf{x})$ happen independently over all $\mathbf{x} \in \mathbb{Z}^{d}$.

We obtain a game-theoretic PCA by perturbing the above CA in a manner similar to what we have considered in this paper: given parameters $p$ and $q$, each outcome (of the above-mentioned deterministic CA) that is not equal to $W$ is flipped to $W$ with proability $p$, and each outcome that is not equal to $L$ is flipped to $L$ with probability $q$. More formally, letting $\hat{\eta}_{t}=\left(\hat{\eta}_{t}(\mathbf{x}): \mathbf{x} \in \mathbb{Z}^{d}\right)$ denote the (random) configuration of states at time $t$,

1. we let $\hat{\eta}_{t+1}(\mathbf{x})$ equal $L$ with probability $1-p$ and $W$ with probability $p$ when $\eta_{t+1}(\mathbf{x})=L$;
2. we let $\hat{\eta}_{t+1}(\mathbf{x})$ equal $W$ with probability $1-q$ and $L$ with probability $q$ when $\eta_{t+1}(\mathbf{x})=W$;
3. we let $\hat{\eta}_{t+1}(\mathbf{x})$ equal $W$ with probability $p, L$ with probability $q$ and $D$ with probability $1-p-q$ when $\eta_{t+1}(\mathbf{x})=D$.

We observe, crucially, that for game-theoretic PCAs, both parts of Lemma 3.1 hold (and this can be proved in an identical manner as shown in this paper). The first part of Lemma 3.1 leads to the conclusion, via a proof identical to that of Proposition 2.1 of [25], that $F$ is ergodic if and only if the PCA $A$, obtained by restricting the alphabet $\hat{\mathcal{A}}$ to the sub-alphabet $\mathcal{A}=\{W, L\}$, is ergodic. Moreover, the unique stationary or limiting distribution $\mu$ of $F$, when $F$ is ergodic, is the same as that of $A$, and therefore, $\mu$ must assign probability 0 to the symbol $D$, i.e. the probability, under $\mu$, of the event that the symbol $D$ occupies the site $\mathbf{x}$ is 0 for every $\mathbf{x} \in \mathbb{Z}^{d}$. Applying the technique of weight functions to the PCA $F$, provided the process of constructing the weight function is tractable either manually or with the aid of a computer, can reveal conditions on the parameter pair $(p, q)$ under which any stationary distribution $\mu$ for $F$ assigns probability 0 to the symbol $D$.

We believe that the method of weight function may even be of aid in case of percolation games (on lattices) whose recurrence relations do not necessarily yield a PCA, but something more general. For instance, suppose we consider the same random premise as in this paper, i.e. each site of $\mathbb{Z}^{2}$ is assigned, independently, a label that reads trap with probability $p$, target with probability $q$, and open with probability $1-p-q$, but here, for each site $(x, y) \in \mathbb{Z}^{2}$, we set $\operatorname{Out}(x, y)=\{(x+2, y),(x+2, y+2),(x, y+2)\}$. As before, two players take turns to make moves, where a move involves relocating the token from where it is currently located, say some site $(x, y)$, to any of the sites in $\operatorname{Out}(x, y)$. The outcome of this game is decided following the same rules as the percolation game that we study in this paper. This problem has also been mentioned in §6.1.1, when discussing the possibility of adding vertices at levels that are higher than the next level.

It is immediate that the recurrence relations arising from the above game cannot be represented via a PCA, but could be by a PCA of memory two as defined in [11]. A little pondering reveals that the only way to partition the lattice $\mathbb{Z}^{2}$ into "level sets" that are meaningful for our analysis of this game is to consider the diagonal lines $D_{k}=\{(x, k-x): x \in \mathbb{Z}\}$, identify $D_{k}$ with $\mathbb{Z}$ via the mapping $(x, k-x) \mapsto x$ for each $x \in \mathbb{Z}$, and consider the following discrete-time stochastic process $\left\{\eta_{t}\right\}_{t \in \mathbb{N}_{0}}$ where each $\eta_{t}$ is a random configuration taking values in $\hat{\mathcal{A}}^{\mathbb{Z}}=\{W, D, L\}^{\mathbb{Z}}$. Conditioned on $\eta_{t-1}$ and $\eta_{t}$, the random variables $\eta_{t+1}(x)$ are defined independently over all $x \in \mathbb{Z}$, with the distribution for $\eta_{t+1}(x)$ being a function of $\eta_{t}(x), \eta_{t-1}(x+2)$ and $\eta_{t}(x+2)$, as follows:

1. if $\eta_{t}(x)=\eta_{t-1}(x+2)=\eta_{t}(x+2)=W$, then $\eta_{t+1}(x)=L$ with probability $1-p$ and $\eta_{t+1}(x)=W$ with probability $p$,
2. if at least one of $\eta_{t}(x), \eta_{t-1}(x+2)$ and $\eta_{t}(x+2)$ equals $L$, we set $\eta_{t+1}(x)=W$ with probability $1-q$ and $\eta_{t+1}(x)=L$ with probability $q$,
3. if none of $\eta_{t}(x), \eta_{t-1}(x+2)$ and $\eta_{t}(x+2)$ equals $L$ but at least one of them equals $D$, we set $\eta_{t+1}(x)=W$ with probability $p, \eta_{t+1}(x)=L$ with probability $q$, and $\eta_{t+1}(x)=D$ with probability $1-p-q$.

It is evident that $\left\{\eta_{t}\right\}_{t \in \mathbb{N}_{0}}$ does not constitute a Markov chain. However, it is Markov of order 2 (i.e. retains as memory the configurations of the previous 2 time steps), and a probability distribution $\mu$ supported on $\hat{\mathcal{A}}^{\mathbb{Z}} \times \hat{\mathcal{A}}^{\mathbb{Z}}$ is said to be stationary or invariant for this stochastic process if the following is true: if the joint distribution of $\left(\eta_{t-1}, \eta_{t}\right)$ is $\mu$, then the joint distribution of $\left(\eta_{t}, \eta_{t+1}\right)$ is $\mu$ as well. We then say that $\left\{\eta_{t}\right\}_{t \in \mathbb{N}_{0}}$ is ergodic if

1. it possesses a unique stationary distribution $\mu$, and

## 3-Neighborhood PCA and percolation games

2. if $\nu$ denotes any probability distribution supported on $\hat{\mathcal{A}}^{\mathbb{Z}} \times \hat{\mathcal{A}}^{\mathbb{Z}}$, and if the joint distribution of $\left(\eta_{0}, \eta_{1}\right)$ is $\nu$, then the joint distribution of $\left(\eta_{t}, \eta_{t+1}\right)$ converges to $\mu$ as $t \rightarrow \infty$.

It should be possible to prove, along the same lines as Proposition 2.2 of [25] has been argued, that the percolation game described above has probability 0 of culminating in a draw if and only if the process $\left\{\eta_{t}\right\}_{t \in \mathbb{N}_{0}}$ is ergodic. Once again, it becomes important to investigate the critical region for this percolation game. We expect that the technique of weight functions is applicable in this set-up. Here, we must look for a suitable function $w$ that is defined on the space of probability measures supported on $\hat{\mathcal{A}}^{\mathbb{Z}} \times \hat{\mathcal{A}}^{\mathbb{Z}}$, and we suspect that we have to consider measures of Carteisan products of cylinder sets (in other words, we have to consider events of the form $\left(\eta_{t-1}(x)=a_{x}\right.$ for all $x \in A, \eta_{t}(y)=$ $b_{y}$ for all $y \in B$ ), where $A$ and $B$ are finite subsets of $\mathbb{Z}$, and $a_{x}, b_{y} \in \hat{\mathcal{A}}$ for all $x \in A$ and $y \in B$ ).
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[^1]:    ${ }^{1}$ It is worth emphasizing here that these aren't games with incomplete information as there is no randomness involved once the game begins.

[^2]:    ${ }^{2}$ It is well-known that a dominant strategy for a player may not exist unless the game has some particular structure.
    ${ }^{3}$ One can model the games played on arbitrary directed graphs by (recursively) defining the set of actions $A_{i}^{t}$ (for player $i$ who is supposed to make their move in round $t$ ) as a function defined on the set of possible histories of length $t-1$. In fact, in addition to the utilities and the set of actions, which player is allowed to make a move in a given round can also be a function of the histories. In an even more general setup, all these three variables can be defined randomly corresponding to every history. See [16] (and $\S 6.2$ where we discuss) for a formal definition of such random games when the corresponding graph is a tree and the said variables are i.i.d over histories.
    ${ }^{4}$ See [18] for a formal definition of iid percolation games.
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    ${ }^{6}$ More precisely, [2] establishes a connection between percolation and random oriented graphs through a coupling where the set of strategies that are accessible by the best response dynamics coincides with the connected component containing the origin for percolation on the hypercube.

