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Nonlinear continuous semimartingales*
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Abstract

In this paper we study a family of nonlinear (conditional) expectations that can be
understood as a continuous semimartingale with uncertain local characteristics. Here,
the differential characteristics are prescribed by a set-valued function that depends
on time and path in a non-Markovian way. We provide a dynamic programming
principle for the nonlinear expectation and we link the corresponding value function
to a variational form of a nonlinear path-dependent partial differential equation. In
particular, we establish conditions that allow us to identify the value function as the
unique viscosity solution. Furthermore, we prove that the nonlinear expectation solves
a nonlinear martingale problem, which confirms our interpretation as a nonlinear
semimartingale.
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1 Introduction

In this paper we study a family of nonlinear (conditional) expectations which we
call nonlinear continuous semimartingale and which we consider as a continuous semi-
martingale with uncertain local characteristics. This line of research started with the
seminal work of Peng [35, 36] on the G-Brownian motion. In recent years, there have
been several extensions to construct larger classes of nonlinear (Markov) processes,
see [12, 18, 32, 33]. At this point we highlight the articles [11, 31, 34] which establish
general abstract measure theoretic concepts to construct nonlinear expectations. Next
to this approach, nonlinear Markov processes have also been constructed via nonlinear
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Nonlinear continuous semimartingales

semigroups, see [7, 17, 26, 27] and, in particular, [17, Chapter 4] for a comparison of
the methods.

This paper investigates nonlinear processes with non-Markovian dynamics. We define
a nonlinear expectation via

Et(ψ)(ω) := sup
P∈C(t,ω)

EP
[
ψ
]
, (t, ω) ∈ R+ × C(R+;Rd),

where ψ : C(R+;Rd) → R is an upper semianalytic function and C(t, ω) is a set of
probability measures on the Wiener space which give point mass to the path ω till time t
and afterwards coincide with the law of a semimartingale with absolutely continuous
characteristics. In this paper we parameterize drift and quadratic variation by a compact
parameter space F and two functions b : F × R+ × C(R+;Rd) → Rd and a : F × R+ ×
C(R+;Rd)→ Sd+ such that

C(t, ω) :=
{
P ∈ Pac

sem(t) : P (X = ω on [0, t]) = 1,

(λ\⊗ P )-a.e. (dBP·+t/dλ\, dC
P
·+t/dλ\) ∈ Θ(·+ t,X)

}
,

where

Θ(t, ω) :=
{

(b(f, t, ω), a(f, t, ω)) : f ∈ F
}
,

and Pac
sem(t) denotes the set of semimartingale laws after t with absolutely continuous

characteristics. This framework includes nonlinear Lévy processes as introduced (with
jumps) in [32] and the class of nonlinear affine processes as studied in [12]. Furthermore,
our setting can also be used to model path-dependent dynamics such as stochastic delay
equations under parameter uncertainty.

For this nonlinear expectation we prove the dynamic programming principle (DPP),
i.e., we prove the tower property

Eσ(ψ) = Eσ(Eτ (ψ))

for all finite stopping times τ ≥ σ. To prove the DPP we use an abstract theorem from
[11]. The work lies in the verification of its prerequisites. To check them we extend
certain results from [31] on the measurability of the semimartingale property and the
behavior of the characteristics to a dynamic framework.

In a second step we identify two properties of E which confirm our interpretation as
a nonlinear continuous semimartingale. First, we relate the value function

v(t, ω) := Et(ψ)(ω) = sup
P∈C(t,ω)

EP
[
ψ
]

(1.1)

to a path-dependent Kolmogorov type partial differential equation and, in the second
part, we show that E solves a type of nonlinear martingale problem. Let us discuss our
contributions in more detail.

Under mere continuity and linear growth conditions on the drift b and the quadratic
variation a, and under the hypothesis that the set {(b(f, t, ω), a(f, t, ω)) : f ∈ F} is convex
for every (t, ω) ∈ R+ × C(R+,R

d), we show that the value function v is a weak sense
viscosity solution, i.e., a path-dependent Crandall–Lions type viscosity solution without
regularity properties, to the following path-dependent partial differential equation
(PPDE): {

∂̇v(t, ω) +G(t, ω, v) = 0, for (t, ω) ∈ [0, T )× C(R+;Rd),

v(T, ω) = ψ(ω), for ω ∈ C(R+;Rd),
(1.2)
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Nonlinear continuous semimartingales

where

G(t, ω, φ) := sup
{
〈∇φ(t, ω), b(f, t, ω)〉+ 1

2 tr
[
∇2φ(t, ω)a(f, t, ω)

]
: f ∈ F

}
. (1.3)

The proof for the viscosity property is split into two parts, i.e., we prove the sub- and
the supersolution property. The ideas of proof are based on applications of Berge’s
maximum theorem, Skorokhod’s existence theorem for stochastic differential equations
and Lebesgue’s differentiation theorem. In contrast to the proofs from [12, 32] for the
viscosity subsolution property in Lévy and continuous affine frameworks respectively,
we do not work with explicit moment estimates. This allows us to extend the class of test
functions in our framework to C1,2 in comparison to the class C2,3 as used in [12, 32].

Further, we investigate when the value function is not only a weak sense viscosity
solution but has in addition some regularity properties. By virtue of the last term in (1.1)
and Berge’s maximum theorem, it is a natural idea to deduce regularity properties
of v from corresponding properties of the set-valued map (t, ω) 7→ C(t, ω). To the
best of our knowledge, the idea to deduce regularity properties of value functions
from related properties of set-valued maps traces back to the seminal paper [10] that
investigates a controlled diffusion framework. Due to the appearance of Pac

sem(t) and
(dBP·+t/dλ\, dC

P
·+t/dλ\) in the definition of the set C(t, ω), regularity properties of (t, ω) 7→

C(t, ω) seem at first glance to be difficult to verify. To get a more convenient condition,
we show that

v(t, ω) = sup
P∈C(t,ω)

EP
[
ψ
]

= sup
P∈R(t,ω)

EP
[
ψ(ω ⊗̃t X)

]
,

where

R(t, ω) :=
{
P ∈ Pac

sem : P ◦X−1
0 = δω(t),

(λ\⊗ P )-a.e. (dBP /dλ\, dCP /dλ\) ∈ Θ(·+ t, ω ⊗̃t X)
}
,

and
ω ⊗̃t ω′ := ω1[0,t) + (ω(t) + ω′(· − t)− ω′(0))1[t,∞).

This reformulation of the value function v explains that it suffices to investigate the
correspondence (t, ω) 7→ R(t, ω) and it connects the two (seemingly closely related)
approaches from [11] and [34] for the construction of nonlinear expectations. We show
that (t, ω) 7→ R(t, ω) is upper hemicontinuous and compact-valued, which establishes
upper semicontinuity of v. This requires a profound analysis of the limiting behaviour
of semimartingale characteristics and hinges on the continuity of the correspondence
(t, ω) 7→ Θ(t, ω). We also present a counterexample which explains that mere continuity
and linear growth of b and a are insufficient for lower hemicontinuity of (t, ω) 7→ R(t, ω).

Provided b and a are additionally locally Lipschitz continuous, we prove lower hemi-
continuity of (t, ω) 7→ R(t, ω). To this end, we combine arguments based on an implicit
function theorem, a strong existence property for stochastic differential equations with
random locally Lipschitz coefficients and Gronwall’s lemma. To the best of our knowl-
edge, this is the first result regarding lower hemicontinuity in a path-dependent setting
related to nonlinear stochastic processes.

Under a uniform Lipschitz continuity condition on the coefficients b and a and the
terminal function ψ, we also show that the value function v has a certain Lipschitz
property w.r.t. the function

d((t, ω), (s, α)) :=
(

1 + sup
r∈[0,t]

‖ω(r)‖+ sup
r∈[0,s]

‖α(r)‖
)
|t− s|1/2

+ sup
r∈[0,T ]

‖ω(r ∧ t)− α(r ∧ s)‖,

for (t, ω), (s, α) ∈ [0, T ] × C([0, T ];Rd). This observation allows us to invoke a novel

EJP 28 (2023), paper 146.
Page 3/40

https://www.imstat.org/ejp

https://doi.org/10.1214/23-EJP1037
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Nonlinear continuous semimartingales

uniqueness result from [43] that identifies v as the unique viscosity solution to the
PPDE (1.2) that is bounded and Lipschitz continuous w.r.t. d.

Next, we discuss the martingale problem related to E . In case the coefficients b and a
are compactly parameterized independently of each other, and under linear growth and
mere continuity assumptions, for suitable test functions φ, we show that the process

φ(Xt)−
∫ t

0

G(s,X, φ)ds, t ∈ R+,

is a local E-martingale. This seems to be a novel connection between nonlinear martin-
gale problems and nonlinear processes in a path-dependent setting. Our proof is based
on applications of a measurable maximum theorem and Skorokhod’s existence theorem.

This paper is structured as follows: in Section 2 we introduce our setting. In Section 3
we state the DPP and in Section 4 we discuss the relation of the correspondence R to
the PPDE (1.2). In Section 5 the nonlinear martingale problem is stated. The proofs for
our main results are given in the remaining sections. More precisely, the DPP is proved
in Section 6, the viscosity property is proved in Section 7, regularity of R and v are
established in Section 8 and the martingale problem is proved in Section 9. The Lévy
case with constant uncertainty set Θ allows for a simplified proof of the continuity of R.
We detail the argument in Appendix A.

2 The setting

Let d ∈ N be a fixed dimension and define Ω to be the space of continuous functions
R+ → Rd endowed with the local uniform topology. The Euclidean scalar product and
the corresponding Euclidean norm are denoted by 〈·, ·〉 and ‖ · ‖. We write X for the
canonical process on Ω, i.e., Xt(ω) = ω(t) for ω ∈ Ω and t ∈ R+. It is well-known that
F := B(Ω) = σ(Xt, t ≥ 0). We define F := (Ft)t≥0 as the canonical filtration generated
by X, i.e., Ft := σ(Xs, s ≤ t) for t ∈ R+. Notice that we do not make the filtration F

right-continuous. The set of probability measures on (Ω,F) is denoted by P(Ω) and
endowed with the usual topology of convergence in distribution. Let F be a metrizable
space and let b : F ×R+ ×Ω→ Rd and a : F ×R+ ×Ω→ Sd+ be Borel functions such that
(t, ω) 7→ b(f, t, ω) and (t, ω) 7→ a(f, t, ω) are predictable for every f ∈ F . Here, Sd+ denotes
the space of all real-valued symmetric positive semidefinite d× d matrices. We define
the correspondence, i.e., the set-valued mapping, Θ: R+ × Ω � Rd × Sd+ by

Θ(t, ω) :=
{

(b(f, t, ω), a(f, t, ω)) : f ∈ F
}
.

Standing Assumption 2.1. Θ has a measurable graph, i.e., the graph

gr Θ =
{

(t, ω, b, a) ∈ R+ × Ω×Rd × Sd+ : (b, a) ∈ Θ(t, ω)
}

is Borel.

In Lemma 2.8 below we will see that this standing assumption holds once F is
compact and b and a are continuous in the F variable.

We call an Rd-valued continuous process Y = (Yt)t≥0 a (continuous) semimartingale
after a time t∗ ∈ R+ if the process Y·+t∗ = (Yt+t∗)t≥0 is a d-dimensional semimartingale
for its natural right-continuous filtration. Notice that it comes without loss of generality
that we consider the right-continuous version of the filtration (see [31, Proposition 2.2]).
The law of a semimartingale after t∗ is said to be a semimartingale law after t∗ and
the set of them is denoted by Psem(t∗). Notice also that P ∈ Psem(t∗) if and only if the
coordinate process is a semimartingale after t∗, see Lemma 6.4 below. For P ∈ Psem(t∗)

we denote the semimartingale characteristics of the shifted coordinate process X·+t∗ by
(BP·+t∗ , C

P
·+t∗). Moreover, we set

Pac
sem(t∗) :=

{
P ∈ Psem(t∗) : P -a.s. (BP·+t∗ , C

P
·+t∗)� λ\

}
, Pac

sem := Pac
sem(0),
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where λ\ denotes the Lebesgue measure. For ω, ω′ ∈ Ω and t ∈ R+, we define the
concatenation

ω ⊗t ω′ := ω1[0,t) + (ω(t) + ω′ − ω′(t))1[t,∞).

Finally, for (t, ω) ∈ R+ × Ω, we define C(t, ω) ⊂ P(Ω) by

C(t, ω) :=
{
P ∈ Pac

sem(t) : P (Xt = ωt) = 1,

(λ\⊗ P )-a.e. (dBP·+t/dλ\, dC
P
·+t/dλ\) ∈ Θ(·+ t, ω ⊗t X)

}
,

where we use the standard notation Xt := X·∧t.
To lighten our notation, let us further define, for two stopping times S and T , the

stochastic interval

[[S, T [[ := {(t, ω) ∈ R+ × Ω: S(ω) ≤ t < T (ω)}.

The stochastic intervals ]]S, T [[, [[S, T ]], ]]S, T ]] are defined accordingly. In particular, the
equality [[0,∞[[ = R+ × Ω holds.

Standing Assumption 2.2. C(t, ω) 6= ∅ for all (t, ω) ∈ [[0,∞[[.

In Lemma 2.10 below we will see that this standing assumption holds under continuity
and linear growth conditions on b and a.

Remark 2.3.

(i) The sets (C(t, ω))(t,ω)∈[[0,∞[[ are adapted in the following sense: for each t ∈ R+, the
set C(t, ω) depends only on the path of ω up to time t.

(ii) Notice that

C(t, ω) =
{
P ∈ Pac

sem(t) : P (Xt = ωt) = 1,

(λ\⊗ P )-a.e. (dBP·+t/dλ\, dC
P
·+t/dλ\) ∈ Θ(·+ t,X)

}
.

We defined C(t, ω) with the seemingly more complicated ingredient Θ(·+ t, ω⊗tX),
instead of Θ(· + t,X), to prevent confusions about measurability. Namely, both
(dBP·+t/dλ\, dC

P
·+t/dλ\) and Θ(·+t, ω⊗tX) are measurable with respect to σ(Xs, s ≥ t),

while Θ(·+ t,X) might also depend on Xs, s < t.

In the following we state and discuss some conditions needed to formulate our main
results.

Condition 2.4 (Linear Growth). For every T > 0, there exists a constant C = CT > 0

such that
‖b(f, t, ω)‖2 + tr

[
a(f, t, ω)

]
≤ C

(
1 + sup

s∈[0,t]

‖ω(s)‖2
)

for all f ∈ F and (t, ω) ∈ [[0, T ]].

Condition 2.5 (Continuity in Control). For each (t, ω) ∈ [[0,∞[[, the maps f 7→ b(f, t, ω)

and f 7→ a(f, t, ω) are continuous.

Condition 2.6 (Joint Continuity). The functions (f, t, ω) 7→ b(f, t, ω) and (f, t, ω) 7→
a(f, t, ω) are continuous.

Condition 2.7 (Convexity). For every (t, ω) ∈ [[0,∞[[, the set {(b(f, t, ω), a(f, t, ω)) : f ∈
F} ⊂ Rd × Sd+ is convex.

Before we present our main results, let us shortly show that our standing assumptions
hold under some of the above conditions. We start with Standing Assumption 2.1.
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Lemma 2.8. If F is a compact metrizable space and Condition 2.5 holds, then the
correspondence Θ has measurable graph, i.e., Standing Assumption 2.1 holds.

The previous lemma is a direct consequence of the following general observation.

Lemma 2.9. Let (Σ,G) be a measurable space, let F be a compact metrizable space,
let E be a separable metrizable space, and finally let g : F × Σ→ E be a Carathéodory
function, i.e., g is continuous in the first and measurable in the second variable. Then,
the correspondence ϕ defined by ϕ(σ) := {g(f, σ) : f ∈ F} has a measurable graph.

Proof. First, we show that ϕ is weakly measurable, that is, for every open set U ⊂ E the
lower inverse ϕl(U) := {σ ∈ Σ: ϕ(σ) ∩ U 6= ∅} is measurable. As F is compact, there
exists a countable dense subset {fn : n ∈ N} ⊂ F . Since g is a Carathéodory function,
the functions {gn : n ∈ N}, where gn(σ) := g(fn, σ), form a Castaing representation of
g(F, ·) ⊂ E, i.e., a countable family of measurable functions such that

cl({gn(σ) : n ∈ N}) = g(F, σ),

for every σ ∈ Σ. Thus, for each open subset U ⊂ E,

{σ ∈ Σ: ϕ(σ) ∩ U 6= ∅} = {σ ∈ Σ: g(F, σ) ∩ U 6= ∅} =
⋃
n∈N
{gn ∈ U} ∈ G.

Moreover, as ϕ is compact-valued, and in particular closed-valued, it follows from [1,
Theorem 18.6] that ϕ has measurable graph.

Moreover, also our second standing assumption follows from some conditions above.

Lemma 2.10. If the Conditions 2.4 and 2.6 hold, then C(t, ω) 6= ∅ for all (t, ω) ∈ [[0,∞[[,
i.e., Standing Assumption 2.2 holds.

Proof. This follows from Lemmata 7.1, 7.2 and 7.11 below.

3 The dynamic programming principle

We now define a nonlinear expectation and prove the dynamic programming principle
(DPP), i.e., the tower property. Suppose that ψ : Ω→ [−∞,∞] is an upper semianalytic
function, i.e., {ω ∈ Ω: ψ(ω) > c} is analytic for every c ∈ R, and define the so-called
value function by

v(t, ω) := sup
P∈C(t,ω)

EP
[
ψ
]
, (t, ω) ∈ [[0,∞[[.

For every finite stopping time τ , we set v(τ,X) := v(τ(X), X).

Theorem 3.1 (Dynamic Programming Principle). The value function v is upper semiana-
lytic. Moreover, for every pair (t, ω) ∈ [[0,∞[[ and every stopping time τ with t ≤ τ <∞,
we have

v(t, ω) = sup
P∈C(t,ω)

EP
[
v(τ,X)

]
. (3.1)

The value function can be interpreted as a nonlinear expectation E given by

Et(ψ)(ω) := v(t, ω), (t, ω) ∈ [[0,∞[[.

The DPP in Theorem 3.1 provides the tower rule for E . Namely, (3.1) means that

Et(ψ)(ω) = Et(Eτ (ψ))(ω), t ≤ τ ≤ ∞. (3.2)
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By its pathwise structure, the equality (3.2) also implies that

Eσ(ψ) = Eσ(Eτ (ψ)),

for all finite stopping times τ ≥ σ. To prove Theorem 3.1 we use a general theorem
from [11]. The work lies in the verification of the prerequisites, which are (i) a measurable
graph property, (ii) a stability property for conditioning, and (iii) a stability property for
pasting. The proof is given in Section 6 below.

Example 3.2. In the following we mention some examples of stochastic models that
are covered by our framework. We stress that it includes many previously studied
frameworks but also some new ones which are of interest for future investigations.

(i) The case where Θ(t, ω) ≡ Θ is independent of time t and path ω corresponds to the
generalized G-Brownian motion as introduced in [37], cf. also [32] for a nonlinear
Lévy setting with jumps.

(ii) The situation where Θ(t, ω) ≡ Θ(ω(t)) depends on (t, ω) only through the value ω(t)

corresponds to a Markovian setting that has, for instance, been studied in [5, 17].

(iii) The example where, for (f, t, ω) ∈ F × [[0,∞[[ and r > 0,

b(f, t, ω) := b0(f)ω(t) +

∫ t

(t−r)∨0

b1(f, s)ω(s)ds, a(f, t, ω) := a0(f),

with Borel functions

b0 : F → R, b1 : F ×R+ → R, a0 : F → R+,

corresponds to a class of linear stochastic delay differential equations with pa-
rameter uncertainty (that is captured by the F -dependence of b and a). Control
problems for such a path-dependent setting were studied in [14]. From a modeling
perspective, natural assumptions such as sign-constraints and ellipticity can be
incorporated through the functions b0, b1 and a0, respectively. More references
involving control problems for delay equations can be found in [3]. Our framework
seems to be the first that captures stochastic delay equations from the perspective
of nonlinear stochastic processes.

Given the DPP, we proceed studying more properties of v and E . In the following
section we identify v as a viscosity solution to a certain nonlinear path-dependent partial
differential equation (PPDE) and, in Section 5, we identify E as a solution to a nonlinear
martingale problem.

4 The nonlinear Kolmogorov equation

In the following we discuss the relation of the value function to a path-dependent
Kolmogorov type partial differential equation. This section is structured as follows. In
Section 4.1 we define the class of test functions for the concept of Crandall–Lions type
viscosity solutions in our path-dependent setting. The Kolmogorov type equation is
introduced in Section 4.2. Finally, we present our main results in Section 4.3.

4.1 The class of test functions

In the first part of this section we introduce the set of test functions for the concept
of Crandall–Lions type viscosity solutions in our path-dependent setting. The following
definitions are adapted from [3, 4]. Let T > 0 and t0 ∈ [0, T ). Further, let D(R+;Rd) be
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the space of càdlàg functions from R+ into Rd. We define Λ(t0) := [t0, T ] ×D(R+;Rd)

and, on [0, T ]×D(R+;Rd), we further define the pseudometric d as

d((t, ω), (s, ω′)) := |t− s|+ sup
r∈[0,T ]

‖ω(r ∧ t)− ω′(r ∧ s)‖. (4.1)

We denote the restriction of d to Λ(t0) again by d. For a map F : Λ(t0)→ R we say that F
admits a horizontal derivative at (t, ω) ∈ Λ(t0) with t < T if

∂̇F (t, ω) := lim
h↘0

F (t+ h, ω(· ∧ t))− F (t, ω(· ∧ t))
h

exists. At t = T , the horizontal derivative is defined as

∂̇F (T, ω) := lim
h↗T

∂̇F (h, ω).

Further, we say that F admits a vertical derivative at (t, ω) ∈ Λ(t0) if

∂iF (t, ω) := lim
h→0

F (t, ω + hei1[t,T ])− F (t, ω)

h
, i = 1, 2, . . . , d,

exist, where e1, . . . , ed are the standard unit vectors in Rd. Accordingly, the second
vertical derivatives ∂2

ijF (t, ω), i, j = 1, . . . , d, at (t, ω) ∈ Λ(t0) are defined as

∂2
ijF (t, ω) := ∂i(∂jF )(t, ω).

We write ∇F := (∂1F, . . . , ∂dF ) for the vertical gradient and ∇2F := (∂2
ijF )i,j=1,...,d for

the vertical Hessian matrix.

Next, we denote by C1,2(Λ(t0);R) the set of functions F : Λ(t0)→ R, continuous with
respect to d, such that

∂̇F,∇F,∇2F

exist everywhere on Λ(t0) and are continuous with respect to d.

The set C1,2([[t0, T ]];R) consists of functions F : [[t0, T ]]→ R such that there exists a
function F̂ ∈ C1,2(Λ(t0);R) with

F (t, ω) = F̂ (t, ω), (t, ω) ∈ [[t0, T ]].

In this case, we define, for (t, ω) ∈ [[t0, T ]],

∂̇F (t, ω) := ∂̇F̂ (t, ω), ∇F (t, ω) := ∇F̂ (t, ω), ∇2F (t, ω) := ∇2F̂ (t, ω).

By [3, Lemma 2.1], the derivatives ∂̇F,∇F,∇2F are well-defined for F ∈ C1,2([[t0, T ]];R).

Finally, the set C1,2
pol([[t0, T ]];R) consists of all F ∈ C1,2([[t0, T ]];R) such that there exist

constants C, q ≥ 0 with

|∂̇F (t, ω)|+ ‖∇F (t, ω)‖+ tr
[
∇2F (t, ω)

]
≤ C

(
1 + sup

r∈[t0,T ]

‖ω(r ∧ t)‖q
)

for all (t, ω) ∈ [[t0, T ]].

Remark 4.1. Every map F : [0, T ] × D(R+;Rd) that is continuous with respect to d is
non-anticipative, i.e., F (t, ω) = F (t, ω(· ∧ t)) for all (t, ω) ∈ [0, T ]×D(R+;Rd).
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4.2 The nonlinear Kolmogorov equation

For (t, ω, φ) ∈ [[0, T ]] × C1,2([[0, T ]];R), we set

G(t, ω, φ) := sup
{
〈∇φ(t, ω), b(f, t, ω)〉+ 1

2 tr
[
∇2φ(t, ω)a(f, t, ω)

]
: f ∈ F

}
.

One of our goals is the identification of the value function v as a so-called viscosity
solution to the nonlinear PPDE{

∂̇v(t, ω) +G(t, ω, v) = 0, for (t, ω) ∈ [[0, T [[,

v(T, ω) = ψ(ω), for ω ∈ Ω,
(4.2)

where ψ : Ω → R is a bounded continuous function such that ψ(ω) = ψ(ω(· ∧ T )). For
notational convenience, we fix the terminal function ψ from now on.

In contrast to the classical case, where the solution runs over time and space, we
consider viscosity solutions which run over time and path. Let us provide a precise
definition of a viscosity solution in our setting.

Definition 4.2 (Viscosity Solution over Time and Path). A function u : [[0, T ]]→ R is said
to be a weak sense viscosity subsolution to (4.2) if the following two properties hold:

(a) u(T, ·) ≤ ψ;

(b) for any (t, ω) ∈ [[0, T [[ and φ ∈ C1,2
pol([[t, T ]];R) satisfying

0 = (u− φ)(t, ω) = sup{(u− φ)(s, ω′) : (s, ω′) ∈ [[t, T ]]},

we have ∂̇φ(t, ω) +G(t, ω, φ) ≥ 0.

Moreover, a function u : [[0, T ]] → R is said to be a weak sense viscosity supersolution
to (4.2) if the following two properties hold:

(a) u(T, ·) ≥ ψ;

(b) for any (t, ω) ∈ [[0, T [[ and φ ∈ C1,2
pol([[t, T ]];R) satisfying

0 = (u− φ)(t, ω) = inf{(u− φ)(s, ω′) : (s, ω′) ∈ [[t, T ]]},

we have ∂̇φ(t, ω) +G(t, ω, φ) ≤ 0.

Further, u is called weak sense viscosity solution if it is a weak sense viscosity sub- and
supersolution. Finally, a continuous weak sense viscosity solution is called viscosity
solution.

4.3 Main results

Before we present our main results, we need a last bit of notation. For ω, ω′ ∈ Ω and
t ∈ R+, we define the concatenation

ω ⊗̃t ω′ := ω1[0,t) + (ω(t) + ω′(· − t)− ω′(0))1[t,∞),

and the set

R(t, ω) :=
{
P ∈ Pac

sem : P ◦X−1
0 = δω(t),

(λ\⊗ P )-a.e. (dBP /dλ\, dCP /dλ\) ∈ Θ(·+ t, ω ⊗̃t X)
}
.

(4.3)

We are in the position to present the main results of this section. Let us start with the
viscosity solution part.
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Theorem 4.3. Assume that F is a compact metrizable space and that the Condi-
tions 2.4, 2.6 and 2.7 hold. Then, the value function v is a weak sense viscosity
solution to (4.2). If the correspondence (t, ω) 7→ R(t, ω) is continuous (lower, upper
hemicontinuous),1 then v is continuous (lower, upper semicontinuous).

For a first result regarding upper semicontinuity of v in a Markovian framework
beyond the Lévy case (albeit under uniform boundedness and global Lipschitz assump-
tions) we refer to [17, Lemma 4.42]. The thesis [17] contains no explicit conditions for
lower semicontinuity that appears to be related to martingale problems with possibly
non-regular coefficients, which are difficult to study, see also [17, Remark 4.43], [26,
Remark 3.4] and [27, Remark 5.4] for comments in this direction.

As shown in Theorem 4.3, (lower, upper) hemicontinuity of (t, ω) 7→ R(t, ω) provides
(lower, upper) semicontinuity of the value function (t, ω) 7→ v(t, ω). In the framework of
nonlinear Lévy processes from [32], reduced to our path-continuous setting, continuity
of R is rather straightforward to verify. That is, in case Θ ⊂ Rd × Sd+ is a convex and
compact set, the correspondence

R(t, ω) =
{
P ∈ Pac

sem : P ◦X−1
0 = δω(t), (λ\⊗ P )-a.e. (dBP /dλ\, dCP /dλ\) ∈ Θ

}
,

is continuous. We present the details in Appendix A.
In the following, we present more general conditions for upper and lower hemicon-

tinuity of the correspondence (t, ω) 7→ R(t, ω) which lead to explicit conditions for the
continuity of the value function and thereby identify it as a viscosity solution to the
nonlinear PPDE (4.2).

Theorem 4.4 (Upper hemicontinuity ofR). Assume that F is a compact metrizable space
and that the Conditions 2.4, 2.6 and 2.7 hold. Then, the correspondence (t, ω) 7→ R(t, ω)

is upper hemicontinuous with compact values.

The following example shows that the conditions from Theorem 4.4 are not sufficient
for lower hemicontinuity of (t, ω) 7→ R(t, ω).

Example 4.5. Suppose that d = 1, a ≡ 0 and that b(f, t, ω) ≡ b◦(ω(t)) for all (f, t, ω) ∈
F × [[0,∞[[, where b◦ : R → R is any bounded continuous function such that b◦(x) =

sgn(x)
√
|x| for |x| ≤ 1 and which is continuously differentiable off (−1, 1). According

to [41, Exercise 12.4.2], whenever ω(t) 6= 0, the set R(t, ω) is a singleton {Pω(t)} and
R\{0} 3 x 7→ Px has a weak limit through (strictly) positive or (strictly) negative
values (that converge to zero) but these limits are different. To see that R is not lower
hemicontinuous, take (tn, ωn) := (1/n, id) ∈ [[0,∞[[, with n ∈ N, and P := limx↗0 Px ∈
R(0, id). Then, as limn→∞ Pωn(1/n) = limn→∞ P1/n 6= P , we get from [1, Theorem 17.21]
that (t, ω) 7→ R(t, ω) is not lower hemicontinuous.

Next, we show that the correspondence (t, ω) 7→ R(t, ω) is lower hemicontinuous
in case we impose an additional local Lipschitz condition. For a matrix A, we denote
its transposed by A∗ and we denote by ‖A‖o the operator norm of A. Let P be the
predictable σ-field on [[0,∞[[.

Condition 4.6 (Local Lipschitz continuity in the last variable uniformly in the first two).
There exists a dimension r ∈ N and a B(F ) ⊗P-measurable function σ : F × [[0,∞[[→
Rd×r such that a = σσ∗. Furthermore, for every T,M > 0, there exists a constant
C = CT,M > 0 such that

‖b(f, t, ω)− b(f, t, α)‖+ ‖σ(f, t, ω)− σ(f, t, α)‖o ≤ C sup
s∈[0,t]

‖ω(s)− α(s)‖

for all ω, α ∈ Ω: sups∈[0,t] ‖ω(s)‖ ∨ ‖α(s)‖ ≤M and (f, t) ∈ F × [0, T ].

1see [1, Definition 17.2].
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The following theorem is seemingly the first result regarding lower hemicontinuity
and, together with Theorem 4.3, the first result on lower semicontinuity of the value
function in a path-dependent framework related to nonlinear stochastic processes.

Theorem 4.7 (Lower hemicontinuity of R). Assume that F is a compact metrizable
space and that the Conditions 2.4, 2.6, 2.7 and 4.6 hold. Then, the correspondence
(t, ω) 7→ R(t, ω) is lower hemicontinuous.

Example 4.8. An interesting situation is the case where d = 1 and

Θ(t, ω) = [bt(ω), bt(ω)]× [at(ω), at(ω)]

with predictable functions

b, b : [[0,∞[[→ R, a, a : [[0,∞[[→ R+

such that

bt(ω) ≤ bt(ω), at(ω) ≤ at(ω), (t, ω) ∈ [[0,∞[[.

This situation is included in our setting. For instance, take F := [0, 1] × [0, 1] and, for
((f1, f2), t, ω) ∈ F × [[0,∞[[,

b((f1, f2), t, ω) := bt(ω) + f1 · (bt(ω)− bt(ω)),

a((f1, f2), t, ω) := at(ω) + f2 · (at(ω)− at(ω)).

In the following, we consider these choices of b and a. Evidently, the convexity assumption
given by Condition 2.7 is satisfied. Further, the linear growth Condition 2.4 holds once
the functions b, b, a and a satisfy itself linear growth conditions, i.e., in case for every
T > 0 there exists a constant C = CT > 0 such that

|bt(ω)|2 + |bt(ω)|2 + |at(ω)|+ |at(ω)| ≤ C
(

1 + sup
s∈[0,t]

|ω(s)|2
)

for all (t, ω) ∈ [[0, T ]]. Similarly, the continuity Condition 2.6 is implied by (joint) continuity
of b, b, a and a. Under these conditions, i.e., continuity and linear growth, Theorem 4.4
implies that the correspondence (t, ω) 7→ R(t, ω) is upper hemicontinuous with compact
values, while Theorem 4.3 implies that the value function v is upper semicontinuous.
Moreover, if b and a satisfy the local Lipschitz condition given by Condition 4.6, then
Theorem 4.7 shows that the correspondence (t, ω) 7→ R(t, ω) is lower hemicontinuous.
In particular, the value function v is then continuous. For instance, the local Lipschitz
conditions hold in case for every T,M > 0 there exists a constant C = CT,M > 0 such
that at(ω) ≥ 1/C and

|bt(ω)− bt(α)|+ |bt(ω)− bt(α)| ≤ C sup
s∈[0,t]

|ω(s)− α(s)|,

|at(ω)− at(α)|+ |at(ω)− at(α)| ≤ C sup
s∈[0,t]

|ω(s)− α(s)|,

for all ω, α ∈ Ω: sups∈[0,t] |ω(s)| ∨ |α(s)| ≤M and t ∈ [0, T ].

Remark 4.9. Let us also comment on a result from the paper [33] that deals with a
regularity property of a value function V : [[0, T ]] → R that is closely related to ours. Let
D : [[0, T ]] � Sd+ be a progressively measurable closed-valued correspondence and define,
for δ > 0 and D ⊆ Sd+, IntδD := {x ∈ D : Bδ(x) ⊆ D}, where Bδ(x) denotes the ball
around x with radius δ. Further, for (t, ω) ∈ [[0, T ]], letM(t, ω) be the set of all P ∈ Pac

sem(t)

such that P (Xt = ωt) = 1, (λ\⊗ P )-a.e. bP·+t = 0, i.e., that are local martingale measures
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after time t, and for that there exists a δ = δ(t, ω, P ) > 0 such that (λ\⊗P )-a.e. aP·+t ∈ Sd++

and aP·+t ∈ IntδD(·+ t,X). The value function V from [33] is given by

V (t, ω) = sup
P∈M(t,ω)

EP
[
ξ
]
,

where ξ : [[0, T ]] → R is a bounded uniformly continuous input function. Our setting
covers the (in a certain sense) limiting case where δ(t, ω, P ) = 0, cf. [33, Remark 3.7].
Corollary 3.6 from [33] shows that, for fixed t ∈ [0, T ], the map ω 7→ V (t, ω) is lower
semicontinuous in case D satisfies the uniform continuity property as defined in [33,
Definition 3.2]. To compare this regularity result to our main theorems, we notice that
the special case D(t, ω) = [at(ω), at(ω)] satisfies the hypothesis from [33, Corollary 3.6]
when the functions a and a are uniformly continuous in the sense that for all ε > 0 there
exists a δ > 0 such that

ω, α ∈ Ω, sup
s∈[0,T ]

|ω(s)− α(s)| < δ =⇒ sup
s∈[0,T ]

|as(ω)− as(α)| < ε, a = a, a.

In our setting, mere continuity of a and a imply upper semicontinuity of our value
function, see Example 4.8, while we require some local Lipschitz continuity for lower
semicontinuity.

In the following corollary we summarize our main observations concerning the
correspondence R and the value function v.

Corollary 4.10 (Continuity of R and the value function). Assume that F is a compact
metrizable space and that the Conditions 2.4, 2.6, 2.7 and 4.6 hold. Then, the correspon-
dence (t, ω) 7→ R(t, ω) is continuous and the value function [[0, T ]] 3 (t, ω) 7→ v(t, ω) is a
viscosity solution to (4.2).

It is a natural question whether the value function is the unique viscosity solution
to the nonlinear PPDE (4.2). Uniqueness results for certain Hamilton–Jacobi–Bellman
PPDEs were recently proved in [4, 43]. In the following we apply a theorem from [43] and
show that, under global Lipschitz conditions, our value function is the unique viscosity
solution among all solutions that satisfy a certain Lipschitz property that we explain now.
We define d = dT : [[0, T ]]× [[0, T ]]→ R+ by

d((t, ω), (s, α)) :=
(

1 + sup
r∈[0,t]

‖ω(r)‖+ sup
r∈[0,s]

‖α(r)‖
)
|t− s|1/2

+ sup
r∈[0,T ]

‖ω(r ∧ t)− α(r ∧ s)‖.
(4.4)

A function f : [[0, T ]]→ R is said to be d-Lipschitz continuous, if there exists a constant
L = LT > 0 such that

|f(t, ω)− f(s, α)| ≤ Ld((t, ω), (s, α))

for all (t, ω), (s, α) ∈ [[0, T ]]. We remark that d-Lipschitz continuity entails continuity
on [[0, T ]].

Condition 4.11 (Global Lipschitz continuity). There exists a dimension r ∈ N and a
B(F )⊗P-measurable function σ : F × [[0,∞[[→ Rd×r such that a = σσ∗. Moreover, there
exists a constant C = CT > 0 such that

‖b(f, t, ω)− b(f, t, α)‖+ ‖σ(f, t, ω)− σ(f, t, α)‖o ≤ C sup
s∈[0,t]

‖ω(s)− α(s)‖

for all ω, α ∈ Ω and (f, t) ∈ F × [0, T ].
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Theorem 4.12. Assume that F is a compact metrizable space and that the Condi-
tions 2.4, 2.5, 2.7 and 4.11 hold. Furthermore, suppose that the terminal function ψ is
bounded and Lipschitz continuous, i.e., there exists a constant L > 0 such that

|ψ(ω)− ψ(α)| ≤ L sup
s∈[0,T ]

‖ω(s)− α(s)‖

for all ω, α ∈ Ω. Then, the value function is d-Lipschitz continuous.

Estimates similar to Theorem 4.12 are standard in stochastic optimal control, see,
e.g., [43, Theorem 2.11] where a version of Theorem 4.12 for a path-dependent control
framework is given.

When it comes to mere continuity, Theorem 4.12 requires stronger regularity assump-
tion in the path variable than Corollary 4.10. In particular, also the input function ψ

has to be Lipschitz continuous in Theorem 4.12. Contrary to Corollary 4.10, Theo-
rem 4.12 shows that the value function is Lipschitz continuous in space for fixed, but
arbitrary, times with a uniform (in time) Lipschitz constant. We think this observation is
of independent interest.

We are in the position to present a uniqueness result for the value function.

Theorem 4.13. Assume that F is a compact metrizable space and that the Condi-
tions 2.4, 2.6, 2.7 and 4.11 hold. Furthermore, suppose that the terminal function ψ is
bounded and Lipschitz continuous, i.e., there exists a constant L > 0 such that

|ψ(ω)− ψ(α)| ≤ L sup
s∈[0,T ]

‖ω(s)− α(s)‖

for all ω, α ∈ Ω. Then, the value function v is the unique viscosity solution that is bounded
and d-Lipschitz continuous.

Proof. Thanks to the Theorems 4.3 and 4.12, the value function v is a viscosity solution
to (4.2) that is d-Lipschitz continuous. Hence, the uniqueness statement follows from
[43, Theorem 6.2].

Remark 4.14. Under more assumptions on the coefficients, our value function can be
identified as the unique viscosity solution in a class of uniformly continuous functions.
This follows from a uniqueness result that was established in the recent paper [4].

Remark 4.15.

(i) In the Markovian case where b(f, t, ω) and a(f, t, ω) depend on (t, ω) only through
the value ω(t), assumptions in the spirit of those from Theorem 4.13 imply that the
(point-dependent) value function is unique among all bounded viscosity solutions,
see [5] for a precise result in this direction.

(ii) Let us again comment on the situation from Example 4.8, i.e., the case where d = 1

and
Θ(t, ω) = [bt(ω), bt(ω)]× [at(ω), at(ω)]

with predictable functions

b, b : [[0,∞[[→ R, a, a : [[0,∞[[→ R+

such that
bt(ω) ≤ bt(ω), at(ω) ≤ at(ω), (t, ω) ∈ [[0,∞[[.

As explained in Example 4.8, this situation can be included in our framework with
F := [0, 1]× [0, 1] and

b((f1, f2), t, ω) := bt(ω) + f1 · (bt(ω)− bt(ω)),
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a((f1, f2), t, ω) := at(ω) + f2 · (at(ω)− at(ω)),

for (f1, f2) ∈ F and (t, ω) ∈ [[0,∞[[. In this setting, Condition 4.11 holds in case
there exists a constant C > 0 such that

|b(t, ω)|, |b(t, ω)| ≤ C, 1

C
≤ a(t, ω), a(t, ω) ≤ C,

and

|b(t, ω)− b(t, α)|+ |b(t, ω)− b(t, α)| ≤ C sup
s∈[0,t]

|ω(s)− α(s)|,

|a(t, ω)− a(t, α)|+ |a(t, ω)− a(t, α)| ≤ C sup
s∈[0,t]

|ω(s)− α(s)|,

for all t ∈ [0, T ] and ω, α ∈ Ω.

5 The martingale problem

As a final main result, we show that E solves a type of nonlinear martingale problem.
This result supports our interpretation of E as a nonlinear continuous semimartingale.
We restrict our attention to the one-dimensional situation, i.e., we presume that d = 1.
Let Micx be the set of all φ ∈ C2(R;R) such that φ′, φ′′ ≥ 0. Furthermore, for n > 0, we
set

ρn := inf{t ≥ 0: |Xt| ≥ n}.

Definition 5.1. We say that E solves the martingale problem associated to G if for all
n ∈ N and φ ∈Micx the process

φ(Xt∧ρn)−
∫ t∧ρn

0

G(r,X, φ)dr, t ∈ R+,

is an E-martingale, i.e.,

Es
(
φ(Xt∧ρn)− φ(Xs∧ρn)−

∫ t∧ρn

s∧ρn
G(r,X, φ)dr

)
(ω) = 0, s ≤ t, ω ∈ Ω.

Of course, the acronym icx stands for increasing and convex. Although this set of test
functions looks non-standard at first sight, it is perfectly fine in the linear setting, because
it is well-known to be measure-determining for the set of Borel probability measures on
R with finite first moment (cf. [30, Theorems 5.2, 5.3] and [8, Theorem 2.1]).

Theorem 5.2. Suppose that F = F0 × F1 for two compact metrizable spaces F0 and
F1, that b(f, t, ω) = b(f0, t, ω) and a(f, t, ω) = a(f1, t, ω) for all (f, t, ω) = (f0, f1, t, ω) ∈
F × [[0,∞[[, and that the Conditions 2.4 and 2.6 hold. Then, E solves the martingale
problem associated to G.

In [15] a related result for generalized G-Brownian motion was proved. Let us discuss
the relation of Theorem 5.2 and the approach from [15] in more detail. In [15] it is shown
that a generalized G-Brownian motion (see [37]) solves a nonlinear martingale problem
that is defined not only via test functions but also via a class of nonlinear test generators.
This approach uses the power of G-Itô calculus in a crucial manner. In our framework
we cannot rely on such a stochastic calculus. Instead, we only identify a suitable class of
test functions, namely Micx, for that we can prove a nonlinear martingale property. In
that sense our treatment of the martingale problem is certainly less complete than those
for the generalized G-Brownian motion from [15]. We think that Theorem 5.2 is a good
indicator for our interpretation of E as a nonlinear continuous semimartingale.
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6 Proof of the dynamic programming principle: Theorem 3.1

The proof is based on an application of [11, Theorem 2.1], which provides three
abstract conditions on the correspondence C which imply the DPP. The work lies in the
verification of these conditions. For reader’s convenience, let us restate them. For a
probability measure P on (Ω,F), a kernel Ω 3 ω 7→ Qω ∈ P(Ω), and a finite stopping
time τ , we define the pasting measure

(P ⊗τ Q)(A) :=

∫∫
1A(ω ⊗τ(ω) ω

′)Qω(dω′)P (dω), A ∈ F .

We are in the position to formulate the assumptions from [11, Theorem 2.1].

(i) Measurable graph condition: The set{
(t, ω, P ) ∈ [[0,∞[[×P(Ω): P ∈ C(t, ω)

}
is analytic.

(ii) Stability under conditioning: For any t ∈ R+, any stopping time τ with t ≤ τ <∞,
and any P ∈ C(t, α) there exists a family {P (·|Fτ )(ω) : ω ∈ Ω} of regular P -
conditional probabilities given Fτ such that P -a.s. P (·|Fτ ) ∈ C(τ,X).

(iii) Stability under pasting: For any α ∈ Ω, t ∈ R+, any stopping time τ with t ≤ τ <∞,
any P ∈ C(t, α) and any Fτ -measurable map Ω 3 ω 7→ Qω ∈ P(Ω) the following
implication holds:

P -a.s. Q ∈ C(τ,X) =⇒ P ⊗τ Q ∈ C(t, α).

Remark 6.1. To verify (ii) above, it is necessary to introduce the sets Pac
sem(t) for t > 0.

Notice that for a finite stopping time τ it is not necessarily true that P ∈ Pac
sem implies

{P (·|Fτ )(ω) : ω ∈ Ω} ⊂ Pac
sem. Indeed, we only have the semimartingale property of X

after τ(ω) under P (·|Fτ )(ω). This forces us to study the correspondence t 7→ Pac
sem(t). To

see the issue, let P be the Wiener measure, i.e., the law of a one-dimensional Brownian
motion. Then, for any t > 0 and P -a.a. ω ∈ Ω, P (·|Ft)(ω) 6∈ Pac

sem. This follows simply
from the fact that P -a.a. ω ∈ Ω are locally of infinite variation, which implies that the
stopped process X·∧t, which coincides P (·|Ft)(ω)-a.s. with ω(· ∧ t), is no P (·|Ft)(ω)-
semimartingale for P -a.a. ω ∈ Ω (see [23, Proposition I.4.28]).

In the following three sections we check these properties. In the fourth (and last)
section, we finalize the proof of Theorem 3.1.

Before we start our program let us shortly comment on our strategy of proof and relate
it to existing literature. Dynamic programming principles for nonlinear expectations
related to nonlinear Lévy processes, and more general Markovian semimartingales, have
been proved in [17, 32]. In contrast to our approach, which has also been used in [11]
for controlled martingale problems, the proofs in [17, 32] are based on an abstract
result from [34]. In general, the methodologies are different in the sense that the
uncertainty sets of measures in [17, 32] consist of laws of semimartingales that start at
zero, while time and path dependence persists in both the set Θ and the test function ψ.
In our setting, however, the dependence on (t, ω) only enters via the set C(t, ω). This
construction seems to us closer to those of a classical linear conditional expectation.

Compared to [17, 32], the main difference in our setting is the time-dependence
t 7→ Pac

sem(t) for which we have to prove new measurability and stability properties. While
this differs from [17, 32] on a technical level, we closely follow, however, their general
strategy of proof.
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6.1 Measurable graph condition

The proof of the measurable graph condition is split into several parts. For t ∈ R+, we
define the usual shift θt : Ω→ Ω by θt(ω) = ω(·+ t) for all ω ∈ Ω. The next two lemmata
give some rather elementary observations.

Lemma 6.2. The map (t, P ) 7→ P ◦ θ−1
t =: Pt is continuous.

Proof. This follows from the continuity of (t, ω) 7→ θt(ω) and [2, Theorem 8.10.61].

Lemma 6.3. Let Y = (Yt)t≥0 be an Rd-valued continuous process and set FYt :=

σ(Ys, s ≤ t) for t ∈ R+. Then, Y −1(Fs+) = FYs+ for all s ∈ R+.

Proof. First of all, it is clear that Y −1(Fs) = FYs for all s ∈ R+. Since Fs+ ⊂ Fs+ε for
all ε > 0, we obtain Y −1(Fs+) ⊂

⋂
ε>0 Y

−1(Fs+ε) = FYs+. Conversely, take A ∈ FYs+.
By definition, A ∈ Y −1(Fs+1/n) for every n ∈ N. Hence, for each n ∈ N there exists
a set Bn ∈ Fs+1/n such that A = Y −1(Bn). Define G :=

⋂
n∈N

⋃
m≥nBm and notice

that G ∈ Fs+. Finally, as Y −1(G) =
⋂
n∈N

⋃
m≥n Y

−1(Bm) = A, we conclude that
A ∈ Y −1(Fs+). The proof is complete.

The following lemma is a restatement of [21, Lemma 2.9 a)] for a path-continuous
setting.

Lemma 6.4. Let B∗ = (Ω∗,F∗, (F∗t )t≥0, P
∗) and B′ = (Ω′,F ′, (F ′t)t≥0, P

′) be two filtered
probability spaces with right-continuous filtrations and the property that there is a map
φ : Ω′ → Ω∗ such that φ−1(F∗) ⊂ F ′, P ∗ = P ′ ◦φ−1 and φ−1(F∗t ) = F ′t for all t ∈ R+. Then,
X∗ is a d-dimensional continuous semimartingale (local martingale) on B∗ if and only
if X ′ = X∗ ◦ φ is a d-dimensional continuous semimartingale (local martingale) on B′.
Moreover, (B∗, C∗) are the characteristics of X∗ if and only if (B∗ ◦ φ,C∗ ◦ φ) are the
characteristics of X ′ = X∗ ◦ φ.

Lemma 6.5. We have{
(t, ω, P ) : P ∈ Pac

sem(t), (λ\⊗ P )-a.e. (dBP·+t/dλ\, dC
P
·+t/dλ\) ∈ Θ(·+ t, ω ⊗t X)

}
=
{

(t, ω, P ) : Pt ∈ Pac
sem, (λ\⊗ Pt)-a.e. (dBPt/dλ\, dCPt/dλ\) ∈ Θ(·+ t, ω ⊗̃t X)

}
.

Proof. Since (ω ⊗̃t X) ◦ θt = ω ⊗t X, the claim follows from Lemmata 6.3 and 6.4.

Finally, we are in the position to prove the measurable graph condition.

Lemma 6.6. The set {(t, ω, P ) ∈ [[0,∞[[×P(Ω): P ∈ C(t, ω)} is Borel.

Proof. Notice that {(t, ω, P ) ∈ [[0,∞[[×P(Ω): P (Xt = ωt) = 1} is Borel by [2, Theo-
rem 8.10.61]. Further, notice that{

(t, ω, P ) : P ∈ Pac
sem, (λ\⊗ P )-a.e. (dBP /dλ\, dCP /dλ\) ∈ Θ(·+ t, ω ⊗̃t X)

}
=
{

(t, ω, P ) : P ∈ Pac
sem, (λ\⊗ P )((·+ t, ω ⊗̃t X, dBP /dλ\, dCP /dλ\) 6∈ gr Θ) = 0

}
.

By virtue of [31, Theorem 2.6] and [2, Theorem 8.10.61], this set is Borel. Consequently,
the lemma follows from Lemmata 6.2 and 6.5.

6.2 Stability under conditioning

Next, we check stability under conditioning. Throughout this section, we fix (t∗, ω∗) ∈
[[0,∞[[, a stopping time τ with t∗ ≤ τ <∞, and a probability measure P on (Ω,F) such
that P (X = ω∗ on [0, t∗]) = 1. We denote by P (·|Fτ ) a version of the regular conditional
P -probability given Fτ . The following three observations are simple but useful.
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Lemma 6.7. There exists a P -null set N ∈ Fτ such that P (A|Fτ )(ω) = 1A(ω) for all
A ∈ Fτ and ω 6∈ N .

Proof. Notice that Fτ = σ(Xt∧τ , t ∈ Q+) is countably generated (see [41, Lemma 1.3.3]).
Now, the claim is classical ([40, Theorem 9.2.1]).

Lemma 6.8. If ω 7→ Qω is a kernel from F into F such that Qω(ω = X on [0, τ(ω)]) = 1

for P -a.a. ω ∈ Ω, then Qω(ω ⊗τ(ω) X = X) = 1 for P -a.a. ω ∈ Ω. In particular, there
exists a P -null set N ∈ Fτ such that P (ω ⊗τ(ω) X = X|Fτ )(ω) = 1 for all ω 6∈ N .

Proof. The first claim is obvious and the second follows from the first and Lemma 6.7.

Lemma 6.9. Take a predictable process H = (Ht)t≥0, t ∈ R+ and ω ∈ Ω. Then, H·+t(ω⊗t
X) is predictable for the (right-continuous) filtration generated by X·+t.

Proof. This follows from [20, Proposition 10.35 (d)].

The next lemma is a partial restatement of [41, Theorem 1.2.10].

Lemma 6.10. If M −M t∗ is a P -martingale, then there exists a P -null set N such that,
for all ω 6∈ N , M −Mτ(ω) is a P (·|Fτ )(ω)-martingale.

The following lemma should be compared to [32, Theorem 3.1].

Lemma 6.11. Suppose that P ∈ Psem(t∗) and denote the P -semimartingale characteris-
tics of X·+t∗ by (B·+t∗ , C·+t∗). Then, there exists a P -null set N such that, for all ω 6∈ N ,
X·+τ(ω) is a P (·|Fτ )(ω)-semimartingale (for its right-continuous natural filtration) and
the corresponding P (·|Fτ )(ω)-characteristics are given by

(B·+τ(ω) −Bτ(ω))(ω ⊗τ(ω) X), (C·+τ(ω) − Cτ(ω))(ω ⊗τ(ω) X).

Proof. For notational convenience, we prove the claim only for t∗ = 0. Define M :=

X −B −X0 and
τn := inf{t ≥ 0: ‖Mt‖ ≥ n}, n > 0.

The process Mτn is clearly bounded. Thus, by definition of the first characteristic, the
process Mτn is a P -martingale. By Lemma 6.10, there exists a P -null set N , such that,
for all ω 6∈ N , Mτn −Mτn∧τ(ω) is a P (·|Fτ )(ω)-martingale. As

EP
[
P
(

lim inf
n→∞

τn <∞|Fτ
)]

= 0,

possibly making N a bit larger, we can w.l.o.g. assume that P (τn →∞|Fτ )(ω) = 1 for all
ω 6∈ N . Now, using Lemmata 6.7 and 6.8, possibly making N again a bit larger, we get
P (·|Fτ )(ω)-a.s.

Xτn −Xτn∧τ(ω) = (Mτn −Mτn∧τ(ω))(ω ⊗τ(ω) X) + (Bτn −Bτn∧τ(ω)(ω))(ω ⊗τ(ω) X).

By the tower rule, (Mτn
·+τ(ω) −Mτn∧τ(ω))(ω ⊗τ(ω) X) is a P (·|Fτ )(ω)-martingale for the

filtration generated by X·+τ(ω). Hence, for all ω 6∈ N , by virtue of Lemma 6.9, we deduce
that X·+τ(ω) is a P (·|Fτ )(ω)-semimartingale (for its right-continuous canonical filtration),
and further we get the formula for the first characteristic. For the second characteristic,
notice that, for all ω 6∈ N , P (·|Fτ )(ω)-a.s.

[X −Xτ(ω), X −Xτ(ω)] = [X,X]− 2[X,Xτ(ω)] + [Xτ(ω), Xτ(ω)]

= C − Cτ(ω)

= (C − Cτ(ω)(ω))(ω ⊗τ(ω) X).

This observation yields the formula for the second characteristic.
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We are in the position to deduce stability under conditioning. The following corollary
should be compared to [32, Corollary 3.2].

Corollary 6.12. If P ∈ C(t∗, ω∗), then P -a.s. P (·|Fτ ) ∈ C(τ,X).

Proof. Let N be as in Lemma 6.7 and take ω 6∈ N . Then, P (τ = τ(ω)|Fτ )(ω) = 1 and

P (Xτ(ω) = ωτ(ω)|Fτ )(ω) = P (Xτ = ωτ(ω)|Fτ )(ω) = 1{Xτ = ωτ(ω)}(ω) = 1.

Thanks to Lemma 6.11, for P -a.a. ω ∈ Ω, P (·|Fτ )(ω) ∈ Pac
sem(τ(ω)) and the Lebesgue

densities of the characteristics of X·+τ(ω) are given by (b·+τ(ω), a·+τ(ω))(ω⊗τ(ω)X), where
(b·+t∗ , a·+t∗) are the Lebesgue densities of the characteristics of X·+t∗ under P . Thus,
we get from Lemma 6.8, Fubini’s theorem, Lemma 6.7, the tower rule, and P ∈ C(t∗, ω∗)
that ∫∫ ∞

τ(ω)

EP
[
1{(bt, at)(ω ⊗τ(ω) X) 6∈ Θ(t, ω ⊗τ(ω) X)}|Fτ

]
(ω)dtP (dω)

=

∫∫ ∞
τ(ω)

EP
[
1{(bt, at) 6∈ Θ(t,X)}|Fτ

]
(ω)dtP (dω)

=

∫
EP
[ ∫ ∞

τ(ω)

1{(bt, at) 6∈ Θ(t,X)}dt
∣∣Fτ](ω)P (dω)

=

∫
EP
[ ∫ ∞

τ

1{(bt, at) 6∈ Θ(t,X)}dt
∣∣Fτ](ω)P (dω)

= EP
[ ∫ ∞

τ

1{(bt, at) 6∈ Θ(t,X)}dt
]

= 0.

This observation completes the proof of P -a.s. P (·|Fτ ) ∈ C(τ,X).

6.3 Stability under pasting

In this section we check stability under pasting. The proof is split into several steps.
Throughout this section, we fix (t∗, ω∗) ∈ [[0,∞[[, a probability measure P on (Ω,F) such
that P (X = ω∗ on [0, t∗]) = 1, a stopping time τ with t∗ ≤ τ <∞, and an Fτ -measurable
map Ω 3 ω 7→ Qω ∈ P(Ω) such that Qω(ω = X on [0, τ(ω)]) = 1 for P -a.a. ω ∈ Ω.
For simplicity, we further set P := P ⊗τ Q. The following corollary is an immediate
consequence of Lemma 6.8.

Corollary 6.13. P = EP
[
Q(·)

]
.

Lemma 6.14. P = P on Fτ and P -a.s. P (·|Fτ ) = Q.

Proof. Take A ∈ Fτ . By hypothesis, Qω(ω ⊗τ(ω) X = ω on [0, τ(ω)]) = 1 for P -a.a. ω ∈ Ω.
Hence, Galmarino’s test yields that

P (A) =

∫
Qω(ω ∈ A)P (dω) = P (A).

This is the first claim. For the second claim, take G ∈ F . Then, again by Galmarino’s
test, Lemma 6.8 and the first part,

P (A ∩G) =

∫
Qω(ω ∈ A,ω ⊗τ(ω) X ∈ G)P (dω) =

∫
A

Qω(G)P (dω) = EP
[
1AQ(G)

]
.

This yields P -a.s. P (G|Fτ ) = Q(G). Since Fτ is countably generated, a monotone class
argument completes the proof.

The following two lemmata should be compared to [32, Proposition 4.2].
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Lemma 6.15. Let P ∈ Psem(t∗). If P -a.s. Q ∈ Psem(τ), then P ∈ Psem(t∗).

Proof. Let T > t∗, and take a sequence (Hn)n∈Z+
of simple predictable processes on

[[t∗, T ]] such that Hn → H0 uniformly in time and ω. Then, by Lemma 6.14, we get, for
every i = 1, 2, . . . , d,

EP
[∣∣∣ ∫ T

t∗
(Hn

s −Hs)dX
(i)
s

∣∣∣ ∧ 1
]

≤ EP
[∣∣∣ ∫ τ∧T

t∗
(Hn

s −Hs)dX
(i)
s

∣∣∣ ∧ 1
]

+

∫
EQω

[∣∣∣ ∫ T

τ(ω)∧T
(Hn

s −Hs)(ω ⊗τ(ω) X)dX(i)
s

∣∣∣ ∧ 1
]
P (dω).

The first term converges to zero since P ∈ Psem(t∗) and thanks to the Bichteler–
Dellacherie (BD) Theorem ([39, Theorem III.43]). The second term converges to zero
by dominated convergence, the assumption that P -a.s. Q ∈ Psem(τ) and, by virtue of
Lemma 6.9, again the BD Theorem. Consequently, invoking the BD Theorem a third time
yields that P ∈ Psem(t∗).

Lemma 6.16. Let P ∈ Pac
sem(t∗). If P -a.s. Q ∈ Pac

sem(τ), then P ∈ Pac
sem(t∗).

Proof. By Lemma 6.15, we already know that P ∈ Psem(t∗). Denote by B·+t∗ the first
characteristic of X·+t∗ under P , and let

B·+t∗ =

∫ ·
t∗
φsds+ ψ

be the Lebesgue decomposition of (the paths of) B. Since P ∈ Pac
sem(t∗) and P = P on Fτ

by Lemma 6.14, simply by the definition of the first characteristic, we get that B � λ\ on
[[0, τ ]]. Hence, by virtue of Corollary 6.13, it suffices to show that

D :=
{
B·+τ −Bτ 6=

∫ ·+τ
τ

φsds
}

is a Qω-null set for P -a.a. ω ∈ Ω. Due to Lemmata 6.11 and 6.14, for P -a.a. ω ∈ Ω, we
have Qω ∈ Psem(τ(ω)) and the Qω-characteristics of the shifted process X·+τ(ω) are given
by (B·+τ(ω) −Bτ(ω), C·+τ(ω) −Cτ(ω))(ω⊗τ(ω) X). As P -a.s. Q ∈ Pac

sem(τ), Lemma 6.14 and
the uniqueness of the Lebesgue decomposition yield that for P -a.a. ω ∈ Ω

Qω

(
B·+τ(ω) −Bτ(ω) 6=

∫ ·+τ(ω)

τ(ω)

φsds
)

= 0.

As Qω(τ = τ(ω)) = 1 for P -a.a. ω ∈ Ω, P -a.s. Q(D) = 0. One may proceed similarly for
the other characteristic.

Lemma 6.17. Let P ∈ C(t∗, ω∗). If Qω ∈ C(τ(ω), ω) for P -a.e. ω ∈ Ω, then P ∈ C(t∗, ω∗).

Proof. Lemma 6.16 implies P ∈ Pac
sem(t∗). Clearly, {X = ω∗ on [0, t∗]} ∈ Fτ as τ ≥ t∗.

Thus, Lemma 6.14 yields P (X = ω∗ on [0, t∗]) = P (X = ω∗ on [0, t∗]) = 1. Denote by
(b·+t∗ , a·+t∗) the Lebesgue densities of the characteristics of X·+t∗ under P . Since P = P

on Fτ , it suffices to show that

R :=
{

(t, ω) ∈ [[τ,∞[[ : (bt(ω), at(ω)) /∈ Θ(t, ω)
}
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is a (λ\ ⊗ P )-null set. By virtue of Lemmata 6.11 and 6.14, the assumption that Qω ∈
C(τ(ω), ω) for P -a.a. ω ∈ Ω yields that P -a.s.

(λ\⊗Q)
(
(t, ω′) ∈ [[τ,∞[[ : (bt(ω

′), at(ω
′)) /∈ Θ(t, ω′)

)
= 0.

Finally, as Qω(τ = τ(ω)) = 1 for P -a.a. ω ∈ Ω, Corollary 6.13 and Fubini’s theorem yield
that

(λ\⊗ P )(R) = EP
[ ∫ ∞

τ

1{(bt, at) 6∈ Θ(t,X)}dt
]

= EP
[
EQ
[ ∫ ∞

τ

1{(bt, at) 6∈ Θ(t,X)}dt
]]

= EP
[ ∫ ∞

τ

Q
(
(bt, at) 6∈ Θ(t,X)

)
dt
]

= 0.

This completes the proof.

6.4 Proof of Theorem 3.1

Lemma 6.6, Corollary 6.12 and Lemma 6.17 show that the prerequisites of [11,
Theorem 2.1] are fulfilled and this theorem then directly implies the DPP.

7 A nonlinear Kolmogorov equation: proof of Theorem 4.3

In this section we prove that the value function is a weak sense viscosity solution to
the PPDE (4.2) and we discuss some of its regularity properties. By its very definition,
regularity of the value function is closely linked to the regularity of the correspondence
(t, ω) 7→ C(t, ω). Due to the appearance of Pac

sem(t) and (dBP·+t/dλ\, dC
P
·+t/dλ\) in the set

C(t, ω), certain regularity properties of (t, ω) 7→ C(t, ω) seem at first glance to be difficult
to verify. To get a more convenient condition, in Section 7.1, we show that

v(t, ω) = sup
P∈C(t,ω)

EP
[
ψ
]

= sup
P∈R(t,ω)

EP
[
ψ(ω ⊗̃t X)

]
.

This reformulation of the value function v explains that it suffices to investigate the
correspondence (t, ω) 7→ R(t, ω) from (4.3). Thereby, we shift the main (t, ω) dependence
to the explicitly given correspondence Θ, as the remaining parts from R(t, ω) only
depend on Pac

sem = Pac
sem(0) and (dBP /dλ\, dCP /dλ\). In the Sections 7.2 and 7.3, we

show that v is a viscosity sub- and supersolution to (4.2). The ideas of proof are
based on applications of Berge’s maximum theorem, Skorokhod’s existence theorem for
stochastic differential equations and Lebesgue’s differentiation theorem. In contrast to
the proofs from [12, 32] for the viscosity subsolution property in Lévy and continuous
affine frameworks respectively, we do not work with explicit moment estimates. This
allows us to extend the class of test functions to C1,2 in comparison to the class C2,3 as
used in [12, 32]. Further, this extension also enables us to apply the uniqueness result
from [43] to deduce Theorem 4.13. Given the above mentioned results, the proof of
Theorem 4.3 is finalized in Section 7.4.

7.1 Some preparations

To execute the program outlined above, we require more notation. First, for t ∈ R+,
we define another shift operator γt : Ω → Ω by γt(ω) := ω((· − t)+) for all ω ∈ Ω.
For P ∈ P(Ω), we denote P t := P ◦ γ−1

t . Moreover, for (t, ω) ∈ [[0,∞[[, we write
ξt,ω(ω′) := ω ⊗t ω′ and define

Q(t, ω) :=
{
P ∈ Pac

sem(t) : P ◦X−1
t = δω(t),

(λ\⊗ P )-a.e. (dBP·+t/dλ\, dC
P
·+t/dλ\) ∈ Θ(·+ t, ω ⊗t X)

}
.
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Further, recall the definition of R as given in (4.3).

Lemma 7.1. The equality R(t, ω) = {Pt : P ∈ Q(t, ω)} holds for every (t, ω) ∈ [[0,∞[[.

Proof. Lemma 6.5 shows the inclusion {Pt : P ∈ Q(t, ω)} ⊂ R(t, ω), as Pt ◦ X−1
0 =

P ◦ X−1
t = δω(t) for every P ∈ Q(t, ω). Conversely, given P ∈ R(t, ω), the measure P t

is contained in Q(t, ω). To see this, note first that P t ◦X−1
t = P ◦X−1

0 = δω(t). Second,
P t ∈ Pac

sem(t) since (P t)t = P ∈ Pac
sem as θt ◦ γt = id. Finally, Lemma 6.4 together with

(ω⊗tX)◦γt = ω ⊗̃t X implies that (λ\⊗P t)-a.e. (dBP
t

·+t/dλ\, dC
P t

·+t/dλ\) ∈ Θ(·+t, ω⊗tX).

Lemma 7.2. The equality C(t, ω) = {P ◦ ξ−1
t,ω : P ∈ Q(t, ω)} holds for every (t, ω) ∈ [[0,∞[[.

Proof. For any measure P ∈ P(Ω), and every (t, ω) ∈ [[0,∞[[, we have P (X = ω on [0, t]) =

1 if and only if P = P ◦ ξ−1
t,ω. Note that the canonical process X is a semimartingale

after time t if and only if the process ω ⊗t X is a semimartingale after time t. Thus,
Lemma 6.4 implies, together with the identity ξt,ω ◦ ξt,ω = ξt,ω, that P ∈ Q(t, ω) if and
only if P ◦ ξ−1

t,ω ∈ Q(t, ω). This completes the proof.

Summarizing the above, we may conclude the following corollary, which provides,
for our framework, the connection between the approaches in [11] and [34] for the
construction of nonlinear expectations on path spaces.

Corollary 7.3. For every upper semianalytic function ψ : Ω→ R, the equality

sup
P∈C(t,ω)

EP
[
ψ
]

= sup
P∈R(t,ω)

EP
[
ψ(ω ⊗̃t X)

]
holds for every (t, ω) ∈ [[0,∞[[.

Proof. Using Lemma 7.2 for the first, the identity ξt,ω = (ω ⊗̃t X) ◦ θt for the second, and
Lemma 7.1 for the final equality, we obtain

sup
P∈C(t,ω)

EP
[
ψ
]

= sup
P∈Q(t,ω)

EP
[
ψ ◦ ξt,ω

]
= sup
P∈Q(t,ω)

EPt
[
ψ(ω ⊗̃t X)

]
,

= sup
P∈R(t,ω)

EP
[
ψ(ω ⊗̃t X)

]
.

The proof is complete.

For N > 0, we call a set G ⊂ Ω N -bounded if

sup
{
‖ω(t)‖ : ω ∈ G, t ∈ [0, N ]

}
<∞.

By the Arzelà–Ascoli theorem, any relatively compact set G ⊂ Ω is N -bounded for
every N > 0.

Lemma 7.4. Suppose that Condition 2.4 holds. For any N > 0, any N -bounded set
G ⊂ Ω and any bounded set K ⊂ Rd, the set

R∗ :=
⋃

t∈[0,N ]
ω∈G

{
P ∈ Pac

sem : P ◦X−1
0 ∈ {δx : x ∈ K},

(λ\⊗ P )-a.e. (dBP /dλ\, dCP /dλ\) ∈ Θ(·+ t, ω ⊗̃t X)
}

is relatively compact in P(Ω). Moreover, for every p ≥ 1,

sup
P∈R∗

EP
[

sup
s∈[0,T ]

‖Xs‖2p
]
<∞. (7.1)
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Proof. Thanks to Prohorov’s theorem, we need to show that R∗ is tight, which we do
by an application of Kolmogorov’s criterion ([25, Theorem 21.42]), i.e., we show the
following two conditions:

(a) the family {P ◦X−1
0 : P ∈ R∗} is tight;

(b) for each T > 0 there are numbers C,α, β > 0 such that, for all s, t ∈ [0, T ], we have

sup
P∈R∗

EP
[
‖Xs −Xt‖α

]
≤ C|s− t|β+1.

Part (a) follows easily from the fact that supP∈R∗ EP [‖X0‖] <∞, which uses the bound-
edness of K. We now show (b). Fix T > 0, p ≥ 1 and set

Tn := inf{t ≥ 0: ‖Xt‖ ≥ n}, n ∈ N.

For a moment, take P ∈ R∗ and let (bP , aP ) be the Lebesgue densities of the semi-
martingale characteristics of X under P . Using the Burkholder–Davis–Gundy inequality,
Hölder’s inequality and the linear growth assumption, i.e., Condition 2.4, for all t ∈ [0, T ],
we obtain that

EP
[

sup
s∈[0,t∧Tn]

‖Xs‖2p
]

≤ C
(

1 + T 2p−1

∫ t

0

EP
[
‖bPs∧Tn

‖2p
]
ds+ T p−1

∫ t

0

EP
[

tr
[
aPs∧Tn

]p]
ds
)

≤ C
(

1 +

∫ t

0

EP
[

sup
r∈[0,s∧Tn]

‖Xr‖2p
]
ds
)
.

Here, the constant might depend on d, p, T,N,G and K but it is independent of n, t
and P . Finally, using Gronwall’s lemma and Fatou’s lemma, we conclude that (7.1)
holds. It remains to finish the proof for (b). Take 0 ≤ s ≤ t ≤ T . Using again the
Burkholder–Davis–Gundy inequality, the linear growth assumption and (7.1), we get, for
every P ∈ R∗, that

EP
[
‖Xt −Xs‖4

]
≤ C

(
(t− s)3

∫ t

s

EP
[
‖bPr ‖4

]
dr + (t− s)

∫ t

s

EP
[

tr
[
aPr
]2]
dr
)

≤ C
(
(t− s)4 + (t− s)2

)(
1 + EP

[
sup

r∈[0,T ]

‖Xr‖4
])

≤ C
(
(t− s)4 + (t− s)2

)
,

where the constant C > 0 is independent of s, t and P . Consequently, we conclude that
(b) holds with α = 4 and β = 1. The proof is complete.

We collect more technical observations. Recall that D(R+;Rd) denotes the space
of càdlàg functions from R+ into Rd. In the following we endow D(R+;Rd) with the
Skorokhod J1 topology, see [23, Section VI.1] or [16, Section XV.1] for details on this
topology. For ω, α ∈ Ω and t ∈ R+, we define the concatenation

ω ⊗̂t α := ω1[0,t) + α1[t,∞).

Notice that ω ⊗̂t α ∈ D(R+;Rd). Furthermore, recall that we endow Ω with the local
uniform topology.

Lemma 7.5. The map Ω× Ω× (0,∞) 3 (ω, α, t) 7→ ω ⊗̂t α ∈ D(R+;Rd) is continuous.
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Proof. Take two sequences (ωn)n∈N, (α
n)n∈N ⊂ Ω and two functions ω, α ∈ Ω such that

ωn → ω and αn → α. Furthermore, take a sequence (tn)n∈N ⊂ (0,∞) and a time t > 0

such that tn → t. We have to prove that ωn ⊗̂tn αn → ω ⊗̂t α in the Skorokhod J1 topology.
For n ∈ N, define

λn(s) := tns
t 1{s<t} + (s+ tn − t)1{s≥t}, s ∈ R+.

Evidently, λn is a strictly increasing continuous function such that λ(0) = 0 and λn(s)→
∞ as s→∞. Furthermore, for every N > 0, we have

sup
s∈[0,N ]

|λn(s)− s| ≤ N | t
n

t − 1|+ |tn − t| → 0

as n→∞. Notice that

(ωn ⊗̂tn αn)(λn(s)) = ωn( t
ns
t )1{s<t} + αn(s+ tn − t)1{s≥t}, s ∈ R+.

Thus, for every N > 0 and some T = TN > 0 large enough, we have

sup
s∈[0,N ]

‖(ωn ⊗̂tn αn)(λn(s))− (ω ⊗̂t α)(s)‖

≤ sup{‖ωn(s)− ω(s)‖ : s ∈ [0, N ]}+ sup{‖αn(s)− α(s)‖ : s ∈ [0, N ]}
+ sup{‖ωn(z)− ωn(v)‖ : z, v ∈ [0, T ], |z − v| ≤ N | t

n

t − 1|}
+ sup{‖αn(z)− αn(v)‖ : z, v ∈ [0, T ], |z − v| ≤ |tn − t|}.

Thanks to the Arzelà–Ascoli theorem, we conclude that all terms on the r.h.s. converge
to zero as n→∞, which implies that

sup
s∈[0,N ]

‖(ωn ⊗̂tn αn)(λn(s))− (ω ⊗̂t α)(s)‖ → 0

as n → ∞. Consequently, by virtue of [16, Theorem 15.10], ωn ⊗̂tn αn → ω ⊗̂t α in the
Skorokhod J1 topology. The proof is complete.

In the following lemma we take care of the case t = 0.

Lemma 7.6. Let (ωn)n∈Z+
, (αn)n∈Z+

⊂ Ω and (tn)n∈N ⊂ R+ such that ωn → ω0, αn → α0

and tn → 0. Furthermore, suppose that ω0(0) = α0(0). Then,

ωn ⊗̂tn αn → α0

locally uniformly.

Proof. For every T > 0, we estimate

sup
s∈[0,T ]

‖(ωn ⊗̂tn αn)(s)− α0(s)‖

≤ sup
s∈[0,T ]

‖ωn(s)− α0(s)‖1{s<tn} + sup
s∈[0,T ]

‖αn(s)− α0(s)‖1{s≥tn}

≤ sup
s∈[0,T ]

‖ωn(s)− ωn(0) + ωn(0)− ω0(0) + α0(0)− α0(s)‖1{s<tn}

+ sup
s∈[0,T ]

‖αn(s)− α0(s)‖

≤ sup{‖ωn(s)− ωn(r)‖ : s, r ∈ [0, T ], |s− r| ≤ tn}+ ‖ωn(0)− ω0(0)‖
+ sup{‖α0(s)− α0(r)‖ : s, r ∈ [0, T ], |s− r| ≤ tn}
+ sup
s∈[0,T ]

‖αn(s)− α(s)‖.

By the Arzelà–Ascoli theorem, the r.h.s. tends to zero as n → ∞. This completes the
proof.
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Corollary 7.7. The maps

Ω× Ω×R+ 3 (ω, α, t) 7→ ω ⊗t α ∈ Ω, Ω× Ω×R+ 3 (ω, α, t) 7→ ω ⊗̃t α ∈ Ω

are continuous.

Proof. We only prove that (ω, α, t) 7→ ω ⊗̃t α is continuous. The continuity of (ω, α, t) 7→
ω ⊗t α follows the same way. Let (ωn)n∈Z+

, (αn)n∈Z+
⊂ Ω and (tn)n∈Z+

⊂ R+ be
sequences such that ωn → ω0, αn → α0 and tn → t0. Furthermore, define

γn := ωn(tn) + αn((· − tn)+)− αn(0), n ∈ Z+.

For every T > supn∈Z+
tn, we estimate

sup
s∈[0,T ]

‖γn(s)− γ0(s)‖

≤ ‖ωn(tn)− ω0(t0)‖+ sup
s∈[0,T ]

‖αn((s− tn)+)− α0((s− t0)+)‖+ ‖αn(0)− α0(0)‖

≤ sup{‖ωn(s)− ωn(r)‖ : s, r ∈ [0, T ], |s− r| ≤ |tn − t0|}+ ‖ωn(t0)− ω0(t0)‖
+ sup{‖αn(s)− αn(r)‖ : s, r ∈ [0, T ], |s− r| ≤ |tn − t0|}
+ sup
s∈[0,T ]

‖αn(s)− α0(s)‖+ ‖αn(0)− α0(0)‖.

By the Arzelà–Ascoli theorem, the r.h.s. converges to zero as n→∞. Hence, we conclude
that γn → γ0. If t0 > 0, then we can assume that tn > 0 for all n ∈ N and Lemma 7.5
yields that

ωn ⊗̃tn αn = ωn ⊗̂tn γn → ω0 ⊗̂t0 γ0 = ω0 ⊗̃t0 α0 (7.2)

in the Skorokhod J1 topology. As ω0 ⊗̃t0 α0 ∈ Ω, we get from [23, Proposition VI.1.17]
that the convergence is even locally uniformly. Finally, in case t0 = 0, Lemma 7.6 yields
that (7.2) holds locally uniformly, because γ0(0) = ω0(0). We conclude the continuity of
(ω, α, t) 7→ ω ⊗̃t α.

For α, ω ∈ D(R+;Rd) and t ∈ R+, we define

ω ⊗t α := ω1[0,t) + α(· − t)1[t,∞) ∈ D(R+;Rd).

Lemma 7.8. Let (t, ω) ∈ [0, T )×D(R+;Rd) and φ ∈ C1,2([t, T ]×D(R+;Rd);R). Then,

((s, α) 7→ F (s, α) := φ(s+ t, ω ⊗t α)) ∈ C1,2([0, T − t]×D(R+;Rd);R),

with

∂̇F (s, α) = ∂̇φ(s+ t, ω ⊗t α),

∇F (s, α) = ∇φ(s+ t, ω ⊗t α),

∇2F (s, α) = ∇2φ(s+ t, ω ⊗t α).

(7.3)

for all (s, α) ∈ [0, T − t]×D(R+;Rd).

Proof. For α ∈ D(R+;Rd), 0 ≤ s < T − t and h > 0 small enough, a short computation
shows that

F (h+ s, α(· ∧ s))− F (s, α(· ∧ s))
= φ(h+ s+ t, ω ⊗t α(· ∧ s))− φ(s+ t, ω ⊗t α(· ∧ s))
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= φ(h+ s+ t, (ω ⊗t α)(· ∧ (s+ t)))− φ(s+ t, (ω ⊗t α)(· ∧ (s+ t))),

and we conclude that ∂̇F (s, α) = ∂̇φ(s + t, ω ⊗t α). Furthermore, we get, for every
i = 1, . . . , d, that

F (s, α+ hei1[s,T−t])− F (s, α) = φ(s+ t, ω ⊗t (α+ hei1[s,T−t]))− φ(s+ t, ω ⊗t α)

= φ(s+ t, (ω ⊗t α) + hei1[s+t,T ])− φ(s+ t, ω ⊗t α),

which implies ∇F (s, α) = ∇φ(s+ t, ω ⊗t α). In the same way, we derive the formula for
∇2F . Similar to (4.1), for every (u, ζ), (s, α) ∈ [0, T ]×D(R+;Rd), we define

dT ((u, ζ), (s, α)) := |u− s|+ sup
r∈[0,T ]

‖ζ(r ∧ u)− α(r ∧ s)‖.

For every (u, ζ), (s, α) ∈ [0, T − t]×D(R+;Rd), we compute that

dT ((u+ t, ω ⊗t ζ), (s+ t, ω ⊗t α))

= |u− s|+ sup
r∈[0,T ]

‖ζ((r − t) ∧ u)− α((r − t) ∧ s)‖1{r≥t}

≤ dT−t((u, ζ), (s, α)).

Hence, the map
(s, α) 7→ (s+ t, ω ⊗t α) (7.4)

is (Lipschitz) continuous from ([0, T − t]×D(R+;Rd), dT−t) into ([0, T ]×D(R+;Rd), dT ).
We conclude that the claimed continuity properties of F, ∂̇F,∇F,∇2F follow from con-
tinuity of (7.4) together with the assumed continuity properties of φ, ∂̇φ,∇φ,∇2φ. The
proof is complete.

7.2 Subsolution property

In this section we prove that the value function is a weak sense viscosity subsolution
to the nonlinear PPDE (4.2).

Lemma 7.9. Assume that F is a compact metrizable space and that the Conditions 2.4,
2.6 and 2.7 hold. The value function v is a weak sense viscosity subsolution to (4.2).

Proof. Notice that
v(T, ω) = sup

P∈C(T,ω)

EP
[
ψ
]

= ψ(ω),

as P (X = ω on [0, T ]) = 1 for all P ∈ C(T, ω). Thus, we only have to prove the subsolution
property. Take (t, ω) ∈ [[0, T [[ and φ ∈ C1,2

pol([[t, T ]];R) satisfying

0 = (v − φ)(t, ω) = sup{(v − φ)(s, ω′) : (s, ω′) ∈ [[t, T ]]}.

Fix 0 < u < T − t. The DPP (Theorem 3.1) and Corollary 7.3 show that

0 = sup
P∈C(t,ω)

EP
[
v(u+ t,X)− v(t, ω)

]
≤ sup
P∈C(t,ω)

EP
[
φ(u+ t,X)− φ(t, ω)

]
= sup
P∈R(t,ω)

EP
[
φ(u+ t, ω ⊗̃t X)− φ(t, ω)

]
.

(7.5)

We fix P ∈ R(t, ω) and denote the Lebesgue densities of the P -characteristics of X
by (bP , aP ). The pathwise Itô formula given by [3, Theorem 2.2] yields, together with
Lemma 7.8, that

φ(u+ t, ω ⊗̃t X)− φ(t,X)

=

∫ u

0

∂̇φ(s+ t, ω ⊗̃t X)ds+
1

2

∫ u

0

tr
[
∇2φ(s+ t, ω ⊗̃t X)aPs

]
ds

+

∫ u

0

〈∇φ(s+ t, ω ⊗̃t X), dXs〉.
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By virtue of the linear growth condition, the polynomial growth of ∇φ and the moment
bound from Lemma 7.4, the local martingale part of the stochastic integral above is a
true martingale and we get

EP
[ ∫ u

0

〈∇φ(s+ t, ω ⊗̃t X), dXs〉
]

= EP
[ ∫ u

0

〈∇φ(s+ t, ω ⊗̃t X), bPs 〉ds
]
,

which implies that

EP
[
φ(u+ t, ω ⊗̃t X)− φ(t, ω)

]
= EP

[ ∫ u

0

∂̇φ(s+ t, ω ⊗̃t X)ds

+

∫ u

0

(
〈∇φ(s+ t, ω ⊗̃t X), bPs 〉+ 1

2 tr
[
∇2φ(s+ t, ω ⊗̃t X)aPs

])
ds
]
.

(7.6)

For (u, α) ∈ [[0, T − t]], we set

G(u, α) := ∂̇φ(u+ t, ω ⊗̃t α) + sup
{
〈∇φ(u+ t, ω ⊗̃t α), b(f, u+ t, ω ⊗̃t α)〉

+ 1
2 tr

[
∇2φ(u+ t, ω ⊗̃t α)a(f, u+ t, ω ⊗̃t α)

]
: f ∈ F

}
.

From (7.5) and (7.6), we get that

0 ≤ 1

u

∫ u

0

sup
P∈R(t,ω)

EP
[
G(s,X)

]
ds, u > 0. (7.7)

We investigate the right hand side when u↘ 0.

Lemma 7.10.

1

u

∫ u

0

sup
P∈R(t,ω)

EP
[
G(s,X)

]
ds→ sup

P∈R(t,ω)

EP
[
G(0, X)

]
, u↘ 0.

Proof. By Lebesgue’s differentiation theorem, it suffices to prove that the function
s 7→ supP∈R(t,ω)E

P [G(s,X)] is continuous. By the compactness of R(t, ω), which follows
from Theorem 4.4, and Berge’s maximum theorem ([1, Theorem 17.31]), continuity of
s 7→ supP∈R(t,ω)E

P [G(s,X)] is implied by the continuity of

R(t, ω)× [0, T ] 3 (P, s) 7→ EP
[
G(s,X)

]
.

Take a sequence (Pn, sn)n∈Z+
⊂ R(t, ω) × [0, T ] such that (Pn, sn) → (P 0, s0). By Sko-

rokhod’s coupling theorem, on some probability space, there are random variables
(Xn)n∈Z+

with laws (Pn)n∈Z+
such Xn → X0 almost surely. Due to the compactness

of F , the continuity assumptions on b and a and Corollary 7.7, we deduce from Berge’s
maximum theorem that G is continuous. Thus, we get a.s. G(sn, Xn) → G(s0, X0).
Thanks to the linear growth conditions on b and a, the polynomial growth assumptions
on the derivatives of φ, and Lemma 7.4, we notice that

sup
n∈N

E
[
|G(sn, Xn)|2

]
≤ C

(
1 + sup

P∈R(t,ω)

EP
[

sup
r∈[0,T ]

‖Xr‖p
])

<∞,

where p ≥ 4 is a suitable power (which depends on the polynomial bounds of the
derivatives of φ). This estimate shows that the sequence (G(sn, Xn))n∈N is uniformly
integrable and we conclude that

E
[
G(sn, Xn)

]
→ E

[
G(s0, X0)

]
.

This is the claimed continuity and therefore, the proof is complete.
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Finally, it follows from (7.7) and Lemma 7.10 that

0 ≤ sup
P∈R(t,ω)

EP
[
G(0, X)

]
= ∂̇φ(t, ω) + sup

{
〈∇φ(t, ω), b(f, t, ω)〉+ 1

2 tr
[
∇2φ(t, ω)a(f, t, ω)

]
: f ∈ F

}
.

This completes the proof of the subsolution property.

7.3 Supersolution property

The next lemma is the central tool for the proof of the supersolution property.

Lemma 7.11. Suppose that the Conditions 2.4 and 2.6 hold. For every (f, t, ω) ∈
F × [[0,∞[[, there exists a probability measure P ∈ R(t, ω) such that the P -characteristics
ofX (for its right-continuous natural filtration) have Lebesgue densities (b(f, ·+t, ω ⊗̃t X),
a(f, ·+ t, ω ⊗̃t X)).

Proof. Thanks to the Conditions 2.4 and 2.6, and Corollary 7.7, the functions (s, α) 7→
b(f, s+ t, ω ⊗̃t α) and (s, α) 7→ a(f, s+ t, ω ⊗̃t α) are continuous and of linear growth (in
the sense of (4) on p. 258 in [13]). Hence, the claim follows from [13, Theorem 4, p. 265]
and Lemma 6.4.

Lemma 7.12. Suppose that the Conditions 2.4, 2.6 and 2.7 hold. The value function v is
a weak sense viscosity supersolution to (4.2).

Proof. Similar to the proof of Lemma 7.9, it suffices to prove the supersolution property.
Take (t, ω) ∈ [[0, T [[ and φ ∈ C1,2

pol([[t, T ]];R) such that

0 = (u− φ)(t, ω) = inf{(u− φ)(s, ω′) : (s, ω′) ∈ [[t, T ]]}.

Theorem 3.1 and Corollary 7.3 show that

0 = sup
P∈C(t,ω)

EP
[
v(u+ t,X)− v(t, ω)

]
≥ sup
P∈R(t,ω)

EP
[
φ(u+ t, ω ⊗̃t X)− φ(t, ω)

]
. (7.8)

Let us fix an f ∈ F . By Lemma 7.11, there exists a probability measure P ∈ R(t, ω)

such that the P -characteristics of X have Lebesgue densities (b(f, ·+ t, ω ⊗̃t X), a(f, ·+
t, ω ⊗̃t X)). As in the proof of Lemma 7.9, we get that

EP
[
φ(u+ t, ω ⊗̃t X)− φ(t, ω)

]
= EP

[ ∫ u

0

(
∂̇φ(s+ t, ω ⊗̃t X) + 〈∇φ(s+ t, ω ⊗̃t X), b(f, s+ t, ω ⊗̃t X)〉

)
ds

+

∫ u

0

1
2 tr

[
∇2φ(s+ t, ω ⊗̃t X)a(f, s+ t, ω ⊗̃t X)

]
ds
]
.

(7.9)

For (u, α) ∈ [[0, T − t]], we set

K(u, α) := ∂̇φ(u+ t, ω ⊗̃t α) + 〈∇φ(u+ t, ω ⊗̃t α), b(f, u+ t, ω ⊗̃t α)〉
+ 1

2 tr
[
∇2φ(u+ t, ω ⊗̃t α)a(f, u+ t, ω ⊗̃t α)

]
.

With (7.8) and (7.9), we obtain that

0 ≥ 1

u

∫ u

0

EP
[
K(s,X)

]
ds, u > 0.
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As s 7→ EP [K(s,X)] is continuous (see the proof of Lemma 7.10), we conclude, with
u↘ 0, that

0 ≥ 1

u

∫ u

0

EP
[
K(s,X)

]
ds→ EP

[
K(0, X)

]
= ∂̇φ(t, ω) + 〈∇φ(t, ω), b(f, t, ω)〉+ 1

2 tr
[
∇2φ(t, ω)a(f, t, ω)

]
.

As f ∈ F is arbitrary, taking the sup over all f ∈ F shows that v is a weak sense viscosity
supersolution. The proof is complete.

7.4 Proof of Theorem 4.3

It follows from Lemmata 7.9 and 7.12 that v is a weak sense viscosity solution to
the PPDE (4.2). We now discuss its regularity properties. Recall that ψ is bounded and
continuous. Thanks to Corollary 7.7, the map

Ω× Ω× [0, T ] 3 (ω, α, t) 7→ ψ(ω ⊗̃t α)

is continuous. Thus, by [2, Theorem 8.10.61], the map

[[0, T ]]×P(Ω) 3 (t, ω, P ) 7→ EP
[
ψ(ω ⊗̃t X)

]
(7.10)

is continuous, too. Furthermore, by Theorem 4.4, R is compact-valued. From Corol-
lary 7.3 we get that

v(t, ω) = sup
P∈R(t,ω)

EP
[
ψ(ω ⊗̃t X)

]
, (t, ω) ∈ [[0, T ]].

Hence, under the continuity hypothesis on R, the continuity (upper, lower semicon-
tinuity) of v follows from the continuity of (7.10) and Berge’s maximum theorem ([1,
Theorem 17.31, Lemmata 17.29, 17.30]). The proof is complete.

8 The regularity of R and v: proofs of Theorems 4.4, 4.7 and 4.12

In the present section we prove the Theorems 4.4, 4.7 and 4.12. By a careful
refinement of some key arguments, Theorem 4.4 extends [5, Proposition 3.8] beyond
the Markovian case. Using the implicit function theorem, strong existence properties of
stochastic differential equations with random coefficients and Gronwall arguments, we
establish Theorem 4.7 that is seemingly the first result regarding lower hemicontinuity
of the correspondence (t, ω) 7→ R(t, ω) and thus the first result on lower semicontinuity
of the value function in a fully path-dependent framework related to nonlinear stochastic
processes. The proof for Theorem 4.12 on the uniform continuity of v with respect to the
metric d combines some observations made in the proof for the lower hemicontinuity
of R with an application of the DPP and a Gronwall argument, cf. also the proof of [42,
Lemma 3.6].

8.1 Proof of Theorem 4.4

To prove Theorem 4.4, we use the sequential characterization of upper hemicontinuity
as given by [1, Theorem 17.20]. Namely, by [1, Theorem 17.20], R is upper hemicon-
tinuous with compact values if and only if for all sequences (tn, ωn)n∈N ⊂ [[0,∞[[ and
(Pn)n∈N ⊂ P(Ω) such that (tn, ωn) → (t, ω) ∈ [[0,∞[[ and Pn ∈ R(tn, ωn), the sequence
(Pn)n∈N has an accumulation point in R(t, ω).

From now on, take (tn, ωn)n∈N ⊂ [[0,∞[[ and (Pn)n∈N ⊂ P(Ω) such that (tn, ωn) →
(t, ω) ∈ [[0,∞[[ and Pn ∈ R(tn, ωn). Thanks to Lemma 7.4, the set

⋃
n∈NR(tn, ωn) is

relatively compact. Hence, up to passing to a subsequence, we can assume that the
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sequence (Pn)n∈N converges weakly to a limiting measure P . In the following we prove
that P ∈ R(t, ω). Clearly, as Pn ◦X−1

0 → P ◦X−1
0 and Pn ◦X−1

0 = δωn(tn) → δω(t), we have
P ◦X−1

0 = δω(t). Thus, we need to show that P ∈ Pac
sem with differential characteristics

(λ\⊗ P )-a.e. in Θ(·+ t, ω ⊗̃t X). The proof of this is split into four steps.
Before we start our program, we need a last bit of notation. For each n ∈ N, denote

the Pn-characteristics of X by (Bn, Cn). Set Ω∗ := Ω× Ω× C(R+;Rd×d) and denote the
coordinate process on Ω∗ by Y = (Y (1), Y (2), Y (3)). Further, set F∗ := σ(Ys, s ≥ 0) and
let F∗ = (F∗s )s≥0 be the right-continuous filtration generated by Y .

Step 1. First, we show that the family {Pn ◦ (X,Bn, Cn)−1 : n ∈ N} is tight (when
seen as a sequence of probability measures on the measurable space (Ω∗,F∗)). Since
Pn → P , it suffices to prove tightness of {Pn ◦ (Bn, Cn)−1 : n ∈ N}. We use Aldous’
tightness criterion ([23, Theorem VI.4.5]), i.e., we show the following two conditions:

(a) for every T, ε > 0, there exists a K ∈ R+ such that

sup
n∈N

Pn
(

sup
s∈[0,T ]

‖Bns ‖+ sup
s∈[0,T ]

tr
[
Cns
]
≥ K

)
≤ ε;

(b) for every T, ε > 0,

lim
θ↘0

lim sup
n→∞

sup
{
Pn(‖BnL −BnS‖+ ‖CnL − CnS‖o ≥ ε)

}
= 0,

where the sup is taken over all stopping times S,L ≤ T such that S ≤ L ≤ S + θ.

By Lemma 7.4, we have

sup
n∈N

EP
n
[

sup
s∈[0,T ]

‖Xs‖2
]
<∞. (8.1)

Using the linear growth assumption, we also obtain that Pn-a.s.

sup
s∈[0,T ]

‖Bns ‖+ sup
s∈[0,T ]

tr
[
Cns
]
≤ C

(
1 + sup

s∈[0,T ]

‖Xs‖2
)
,

where the constant C > 0 is independent of n. By virtue of (8.1), this bound yields (a).
For (b), take two stopping times S,L ≤ T such that S ≤ L ≤ S + θ for some θ > 0. Then,
using again the linear growth assumptions, we get Pn-a.s.

‖BnL −BnS‖+ ‖CnL − CnS‖o ≤ C(L− S)
(

1 + sup
s∈[0,T ]

‖Xs‖2
)
≤ Cθ

(
1 + sup

s∈[0,T ]

‖Xs‖2
)
,

which yields (b) by virtue of (8.1). We conclude that {Pn ◦ (X,Bn, Cn)−1 : n ∈ N} is tight.
Up to passing to a subsequence, from now on we assume that Pn ◦ (X,Bn, Cn)−1 → Q

weakly.
Step 2. Next, we show that Y (2) and Y (3) are Q-a.s. locally absolutely continuous.

For M > 0 and ω ∈ Ω, define

ρM (ω) := inf{s ≥ 0: ‖ω(s)‖ ≥M} ∧M.

Furthermore, for ω = (ω(1), ω(2)) ∈ Ω× Ω, we set

ζM (ω) := sup
{‖ω(2)(u ∧ ρM (ω))− ω(2)(s ∧ ρM (ω))‖

u− s
: 0 ≤ s < u

}
.

Similar to the proof of [5, Lemma 3.6], we obtain the existence of a dense set D ⊂ R+

such that, for every M ∈ D, the map ζM is Q ◦ (Y (1), Y (2))−1-a.s. lower semicontinuous.
By the linear growth conditions and the definition of ρM , for every M ∈ D, there exists
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a constant C = C(M) > 0 such that Pn(ζM (X,Bn) ≤ C) = 1 for all n ∈ N. As ζM is
Q ◦ (Y (1), Y (2))-a.s. lower semicontinuous, [38, Example 17, p. 73] yields that

0 = lim inf
n→∞

Pn(ζM (X,Bn) > C) ≥ Q(ζM (Y (1), Y (2)) > C).

Further, as D is dense in R+, we obtain that Q-a.s. Y (2) is locally Lipschitz continuous,
i.e., in particular locally absolutely continuous. Similarly, we get that Y (3) is Q-a.s. locally
Lipschitz and hence, locally absolutely continuous.

Step 3. Define the map Φ: Ω∗ → Ω by Φ(ω(1), ω(2), ω(3)) := ω(1). Clearly, Q ◦ Φ−1 = P

and Y (1) = X ◦ Φ. In this step, we prove that (λ\⊗Q)-a.e. (dY (2)/dλ\, dY (3)/dλ\) ∈ Θ(·+
t, ω ⊗̃t X) ◦ Φ. By [5, Lemma 3.2] and the Conditions 2.6 and 2.7, the correspondence Θ

is continuous with compact and convex values. Furthermore, again by Condition 2.6, the
set Θ([s, s+ 1], ωo) is compact for every (s, ωo) ∈ [[0,∞[[. Consequently, as in completely
metrizable locally convex spaces the closed convex hull of a compact set is itself compact
([1, Theorem 5.35]), we conclude that co Θ([s, s+1], ωo) is compact and, by [5, Lemma 3.4],
we get that ⋂

m∈N
co Θ([s, s+ 1/m], ωo) ⊂ Θ(s, ωo) (8.2)

for all (s, ωo) ∈ [[0,∞[[. Here, co denotes the closure of the convex hull. By virtue of [9,
Corollary 8, p. 48], Pn-a.s. for all s ∈ R+, we have

m(Bns+1/m −B
n
s , C

n
s+1/m − C

n
s ) ∈ co (dBn/dλ\, dCn/dλ\)([s, s+ 1/m])

⊂ co Θ([tn + s, tn + s+ 1/m], ωn ⊗̃tn X).
(8.3)

Thanks to Skorokhod’s coupling theorem, with a little abuse of notation, there exist
random variables

(X0, B0, C0), (X1, B1, C1), (X2, B2, C2), . . . ,

defined on some probability space (Σ,G, R), such that (X0, B0, C0) has distribution Q,
(Xn, Bn, Cn) has distribution Pn ◦ (X,Bn, Cn)−1 and R-a.s. (Xn, Bn, Cn)→ (X0, B0, C0)

in the local uniform topology. Thanks to Condition 2.6, [5, Lemmata 3.2, 3.3] and [1,
Theorem 17.23], the correspondence (s, ωo) 7→ Θ([s, s+ 1/m], ωo) is continuous. Since,
for every (s, ωo) ∈ R+ × Ω, the set co Θ([s, s + 1/m], ωo) is compact, we deduce from
[1, Theorem 17.35] that the correspondence (s, ωo) 7→ co Θ([s, s + 1/m], ωo) is upper
hemicontinuous with compact values. Thus, (8.3), [1, Theorem 17.20] and Corollary 7.7
yield that, for all m ∈ N, R-a.s. for all s ∈ R+

m(B0
s+1/m −B

0
s , C

0
s+1/m − C

0
s ) ∈ co Θ([s+ t, s+ 1/m+ t], ω ⊗̃t X0).

Notice that (λ\⊗R)-a.e.

(dB0/dλ\, dC0/dλ\) = lim
m→∞

m(B0
·+1/m −B

0
· , C

0
·+1/m − C

0
· ).

Now, with (8.2), we get that R-a.s. for λ\-a.a. s ∈ R+

(dB0/dλ\, dC0/dλ\)(s) ∈
⋂
m∈N

co Θ([s+ t, s+ 1/m+ t], ω ⊗̃t X0) ⊂ Θ(s+ t, ω ⊗̃t X0).

This shows that (λ\⊗Q)-a.e. (dY (2)/dλ\, dY (3)/dλ\) ∈ Θ(·+ t, ω ⊗̃t X) ◦ Φ.
Step 4. In the final step of the proof, we show that P ∈ Pac

sem and we relate (Y (2), Y (3))

to the P -semimartingale characteristics of the coordinate process. Thanks to [41,
Lemma 11.1.2], there exists a dense set D ⊂ R+ such that ρM ◦ Φ is Q-a.s. continuous
for all M ∈ D. Take some M ∈ D. Since Pn ∈ Pac

sem, it follows from the definition of the
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first characteristic that the process X·∧ρM −Bn·∧ρM is a local Pn-F+-martingale. Further-
more, by the definition of the stopping time ρM and the linear growth Condition 2.4, we
see that X·∧ρM − Bn·∧ρM is Pn-a.s. bounded by a constant independent of n, which, in
particular, implies that it is a true Pn-F+-martingale. Now, it follows from [23, Propo-

sition IX.1.4] that Y (1)
·∧ρM◦Φ − Y

(2)
·∧ρM◦Φ is a Q-F∗-martingale. Recalling that Y (2) is Q-a.s.

locally absolutely continuous by Step 2, this means that Y (1) is a Q-F∗-semimartingale
with first characteristic Y (2). Similarly, we see that the second characteristic is given
by Y (3). Finally, we need to relate these observations to the probability measure P and
the filtration F+. We denote by Ap,Φ

−1(F+) the dual predictable projection of a process A,
defined on (Ω∗,F∗), to the filtration Φ−1(F+). Recall from [20, Lemma 10.42] that, for
every s ∈ R+, a random variable Z on (Ω∗,F∗) is Φ−1(Fs+)-measurable if and only if
it is F∗s -measurable and Z(ω(1), ω(2), ω(3)) does not depend on (ω(2), ω(3)). Thanks to
Stricker’s theorem (see, e.g., [21, Lemma 2.7]), Y (1) is a Q-Φ−1(F+)-semimartingale. No-
tice that each ρM ◦Φ is a Φ−1(F+)-stopping time and recall from Step 3 that (λ\⊗Q)-a.e.
(dY (2)/dλ\, dY (3)/dλ\) ∈ Θ(· + t, ω ⊗̃t X) ◦ Φ. Hence, by definition of ρM and the linear
growth assumption, for every M ∈ D and i, j = 1, . . . , d, we have

EQ
[

Var(Y (2,i))ρM◦Φ
]

+ EQ
[

Var(Y (3,ij))ρM◦Φ
]

= EQ
[ ∫ ρM◦Φ

0

(∣∣∣dY (2,i)

dλ\

∣∣∣+
∣∣∣dY (3,ij)

dλ\

∣∣∣)dλ\] <∞,
where Var(·) denotes the variation process. By virtue of this, we get from [20, Propo-
sition 9.24] that the Q-Φ−1(F+)-characteristics of Y (1) are given by ((Y (2))p,Φ

−1(F+),
(Y (3))p,Φ

−1(F+)). Hence, thanks to Lemma 6.4, the coordinate process X is a P -F+-
semimartingale whose characteristics (BP , CP ) satisfy Q-a.s.

(BP , CP ) ◦ Φ = ((Y (2))p,Φ
−1(F+), (Y (3))p,Φ

−1(F+)).

Consequently, we deduce from the Steps 2 and 3, and [16, Theorem 5.25], that P -a.s.
(BP , CP )� λ\ and

(λ\⊗ P )
(
(dBP /dλ\, dCP /dλ\) 6∈ Θ(·+ t, ω ⊗̃t X)

)
= (λ\⊗Q ◦ Φ−1)

(
(dBP /dλ\, dCP /dλ\) 6∈ Θ(·+ t, ω ⊗̃t X)

)
= (λ\⊗Q)

(
EQ[(dY (2)/dλ\, dY (3)/dλ\)|Φ−1(F+)−] 6∈ Θ(·+ t, ω ⊗̃t Y (1))

)
= 0,

where we use [9, Corollary 8, p. 48] for the final equality.

8.2 Proof of Theorem 4.7

To prove Theorem 4.7, we use the sequential characterization of lower hemicontinuity
as given by [1, Theorem 17.21]. Namely, we prove that for every sequence (tn, ωn)n∈Z+ ⊂
[[0,∞[[ such that (tn, ωn) → (t0, ω0) and every P ∈ R(t0, ω0), there exists a sequence
Pn ∈ R(tn, ωn), for n ∈ N, such that Pn → P weakly. From now on, we fix (tn, ωn)n∈Z+ ⊂
[[0,∞[[ such that (tn, ωn)→ (t0, ω0) and P ∈ R(t0, ω0).

Step 1: On the structure of P . Recall that P denotes the predictable σ-field on [[0,∞[[

and let (bP , aP ) be the Lebesgue densities of the P -F-characteristics of the coordinate
process X.

Lemma 8.1. Assume that F is a compact metrizable space and that Condition 2.5 holds.
Then, for every (t0, ω0) ∈ [[0,∞[[ and every P ∈ R(t0, ω0), there exists a predictable map
f = f(P ) : [[0,∞[[→ F such that, for (λ\⊗ P )-a.e. (t, ω) ∈ [[0,∞[[,

(bP , aP )(t, ω) = (b(f(t, ω), t+ t0, ω0 ⊗̃t0 ω), a(f(t, ω), t+ t0, ω0 ⊗̃t0 ω)),

where (bP , aP ) denote the Lebesgue densities of the P -F-characteristics of the coordinate
process X.
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Proof. By virtue of [6, Theorem 97, p. 147], the maps (t, ω) 7→ b(f, t+ t0, ω0 ⊗̃t0 ω) and
(t, ω) 7→ a(f, t + t0, ω0 ⊗̃t0 ω) are predictable for every f ∈ F . Hence, by Lemma 2.9
and Condition 2.5, the correspondence (t, ω) 7→ Θ∗(t, ω) := Θ(t + t0, ω0 ⊗̃t0 ω) has a
P ⊗ B(R)⊗ B(R+)-measurable graph and consequently,

G :=
{

(t, ω) ∈ [[0,∞[[ : (bPt (ω), aPt (ω)) ∈ Θ(t+ t0, ω0 ⊗̃t0 ω)
}

=
{

(t, ω) ∈ [[0,∞[[ : (t, ω, bPt (ω), aPt (ω)) ∈ gr Θ∗
}
∈P.

For some fixed, but arbitrary, f0 ∈ F , define

π(t, ω) :=

{
(b(f0, t+ t0, ω0 ⊗̃t0 ω), a(f0, t+ t0, ω0 ⊗̃t0 ω)), if (t, ω) 6∈ G,
(bPt (ω), aPt (ω)), if (t, ω) ∈ G.

As the function (f, t, ω) 7→ (b(f, t+ t0, ω0 ⊗̃t0 ω), a(f, t+ t0, ω0 ⊗̃t0 ω)) is continuous in the
F and P-measurable in the [[0,∞[[ variable, we deduce from the measurable implicit
function theorem [1, Theorem 18.17] that the correspondence γ : [[0,∞[[ � F defined by

γ(t, ω) :=
{
f ∈ F : (b(f, t+ t0, ω0 ⊗̃t0 ω), a(f, t+ t0, ω0 ⊗̃t0 ω)) = π(t, ω)

}
is P-measurable and that it admits a measurable selector, i.e., there exists a P-
measurable function f : [[0,∞[[→ F such that

π(t, ω) = (b(f(t, ω), t+ t0, ω0 ⊗̃t0 ω), a(f(t, ω), t+ t0, ω0 ⊗̃t0 ω))

for all (t, ω) ∈ [[0,∞[[. Since P ∈ R(t, ω), we have (λ\ ⊗ P )-a.e. π = (bP , aP ). This
completes the proof.

Let f = f(P ) be as in Lemma 8.1. As Condition 4.6 is assumed in Theorem 4.7, we
have a decomposition a = σσ∗ for an Rd×r-valued function σ. By a standard integral
representation result for continuous local martingales (see, e.g., [19, Theorem II.7.1′]),
possibly on an extension of the filtered probability space (Ω,F ,F, P ), there exists an
r-dimensional standard Brownian motion W such that P -a.s.

dXt = b(f(t,X), t+ t0, ω0 ⊗̃t0 X)dt+ σ(f(t,X), t+ t0, ω0 ⊗̃t0 X)dWt, X0 = ω0(t0).

For simplicity, we ignore the standard extension in our notation.
Step 2: A candidate for the approximating sequence. By Condition 4.6, we obtain

from a short computation that, for every n ∈ Z+, T,M > 0 and every α0 ∈ Ω, there exists
a constant C > 0, that depends on T,M, supn∈Z+

tn and supn∈Z+
sups∈[0,tn] ‖ωn(s)‖, such

that

‖b(f(t, α0), t+ tn, ωn ⊗̃tn ω)− b(f(t, α0), t+ tn, ωn ⊗̃tn α)‖ ≤ C sup
s∈[0,t]

‖ω(s)− α(s)‖,

‖σ(f(t, α0), t+ tn, ωn ⊗̃tn ω)− σ(f(t, α0), t+ tn, ωn ⊗̃tn α)‖o ≤ C sup
s∈[0,t]

‖ω(s)− α(s)‖,

(8.4)

for all ω, α ∈ Ω: sups∈[0,t] ‖ω(s)‖ ∨ ‖α(s)‖ ≤ M and t ∈ [0, T ]. Furthermore, we deduce
from Condition 2.4 that, for every T > 0, there exists a constant C > 0, that depends on
T , supn∈Z+

tn and supn∈Z+
sups∈[0,tn] ‖ωn(s)‖, such that

‖b(f(t, α0), t+ tn, ωn ⊗̃tn ω)‖+ ‖σ(f(t, α0), t+ tn, ωn ⊗̃tn ω)‖o ≤ C
(

1 + sup
s∈[0,t]

‖ω(s)‖
)
,

for all ω, α ∈ Ω and t ∈ [0, T ]. Hence, by a standard existence result for stochastic
differential equations with random locally Lipschitz coefficients of linear growth (see,
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e.g., [20, Theorem 14.30] or [22, Theorem 4.5]), for every n ∈ N, there exists a continuous
adapted process Y n such that P -a.s.

dY nt = b(f(t,X), t+ tn, ωn ⊗̃tn Y n)dt+ σ(f(t,X), t+ tn, ωn ⊗̃tn Y n)dWt, Y n0 = ωn(tn).

Next, we show that the laws of {Y n : n ∈ N} form a candidate for an approximation
sequence of P .

Lemma 8.2. Suppose that the Conditions 2.4 and 2.7 hold and take (t0, ω0) ∈ [[0,∞[[. On
some filtered probability space, let ζ be an F -valued measurable process and let Y be a
continuous semimartingale starting at ω0(t0) those semimartingale characteristics are
absolutely continuous with densities (b(ζ, · + t0, ω0 ⊗̃t0 Y ), a(ζ, · + t0, ω0 ⊗̃t0 Y )). Then,
the law of Y is an element of R(t0, ω0).

Proof. Let P be the probability measure of the underlying filtered space and let Q :=

P ◦ Y −1 be the law of Y . Further, denote the natural right-continuous filtration of Y
by (Gt)t≥0. Thanks to Stricker’s theorem (see, e.g., [21, Lemma 2.7]), Y is a P -(Gt)t≥0-
semimartingale. Furthermore, by virtue of Condition 2.4, we deduce from [20, Proposi-
tion 9.24] and [16, Theorem 5.25] that the (Gt)t≥0-characteristics of Y are given by(∫ ·

0

EP
[
b(ζ, t+ t0, ω0 ⊗̃t0 Y )|Gt−

]
dt,

∫ ·
0

EP
[
a(ζ, t+ t0, ω0 ⊗̃t0 Y )|Gt−

]
dt
)
.

By Lemma 6.4, the coordinate processX is aQ-F+-semimartingale and its characteristics
(B,C) are Q-a.s. absolutely continuous and such that P -a.s. for λ\-a.a. t ∈ R+(dB

dλ\
,
dC

dλ\

)
(t, Y ) = EP

[(
b(ζ, t+ t0, ω0 ⊗̃t0 Y ), a(ζ, t+ t0, ω0 ⊗̃t0 Y )

)
|Gt−

]
.

Using the convexity assumption given by Condition 2.7 and [9, Corollary 8, p. 48], we
obtain that

(λ\⊗Q)((dB/dλ\, dC/dλ\) 6∈ Θ(·+ t0, ω0 ⊗̃t0X))

=

∫∫
1
{
EP
[(
b(ζ, t+ t0, ω0 ⊗̃t0 Y ),

a(ζ, t+ t0, ω0 ⊗̃t0 Y )
)
|Gt−

]
6∈ Θ(t+ t0, ω0 ⊗̃t0 Y )

}
d(λ\⊗ P )

= 0.

This completes the proof.

Thanks to Lemma 8.2, for every n ∈ N, the law of Y n is an element of R(tn, ωn).
Consequently, the laws of {Y n : n ∈ N} are candidates for an approximation sequence of
the measure P .

Step 3: ucp convergence of Y n to X: In this step we prove that Y n → X in the ucp
topology, i.e., uniformly on compact time sets in probability. Hereby, we use some ideas
we learned from the proof of [29, Theorem, p. 88]. Take T, ε > 0 and define

τmn := inf{t ≥ 0: ‖Xt‖ ∨ ‖Y nt ‖ ≥ m}, n,m > 0.

Thanks to the moment bound from Lemma 7.4, we obtain that

P (Tmn ≤ T ) = P
(

sup
s∈[0,T ]

‖Xs‖ ∨ ‖Y ns ‖ ≥ m
)
≤ C

m
,

where the constant C > 0 is independent of n and m. Thus, we can take M = Mε > 0

large enough such that

sup
n∈N

P (TMn ≤ T ) ≤ ε. (8.5)
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Next, using the Burkholder–Davis–Gundy inequality and Hölder’s inequality, and (8.4),
we obtain, for every t ∈ [0, T ] and n ∈ N, that

EP
[

sup
s∈[0,t∧TM

n ]

‖Xs − Y ns ‖2
]

≤ C
(
‖ω0(t0)− ωn(tn)‖2

+ EP
[ ∫ t∧TM

n

0

(
‖b(f(s,X), s+ t0, ω0 ⊗̃t0 X)− b(f(s,X), s+ tn, ωn ⊗̃tn Y n)‖2

+ ‖σ(f(s,X), s+ t0, ω0 ⊗̃t0 X)− σ(f(s,X), s+ tn, ωn ⊗̃tn Y n)‖2o
)
ds
])

≤ C
(
‖ω0(t0)− ωn(tn)‖2

+ EP
[ ∫ t∧TM

n

0

(
‖b(f(s,X), s+ t0, ω0 ⊗̃t0 X)− b(f(s,X), s+ tn, ωn ⊗̃tn X)‖2

+ ‖b(f(s,X), s+ tn, ωn ⊗̃tn X)− b(f(s,X), s+ tn, ωn ⊗̃tn Y n)‖2

+ ‖σ(f(s,X), s+ t0, ω0 ⊗̃t0 X)− σ(f(s,X), s+ tn, ωn ⊗̃tn X)‖2o
+ ‖σ(f(s,X), s+ tn, ωn ⊗̃tn X)− σ(f(s,X), s+ tn, ωn ⊗̃tn Y n)‖2o

)
ds
])

≤ C
(
‖ω0(t0)− ωn(tn)‖2

+ EP
[ ∫ t∧TM

n

0

(
‖b(f(s,X), s+ t0, ω0 ⊗̃t0 X)− b(f(s,X), s+ tn, ωn ⊗̃tn X)‖2

+ ‖σ(f(s,X), s+ t0, ω0 ⊗̃t0 X)− σ(f(s,X), s+ tn, ωn ⊗̃tn X)‖2o
)
ds
]

+ EP
[

sup
s∈[0,t∧TM

n ]

‖Xs − Y ns ‖2
])
.

Hence, from Gronwall’s lemma, we get, for all n ∈ N, that

EP
[

sup
s∈[0,T∧TM

n ]

‖Xs − Y ns ‖2
]

≤ C
(
‖ω0(t0)− ωn(tn)‖2

+ EP
[ ∫ T∧TM

n

0

(
‖b(f(s,X), s+ t0, ω0 ⊗̃t0 X)− b(f(s,X), s+ tn, ωn ⊗̃tn X)‖2

+ ‖σ(f(s,X), s+ t0, ω0 ⊗̃t0 X)− σ(f(s,X), s+ tn, ωn ⊗̃tn X)‖2o
)
ds
])
,

where the constant C > 0 is independent of n. Clearly, the first term on the r.h.s.
converges to zero as n → ∞. The second term converges to zero by Condition 2.6,
Corollary 7.7 and the dominated convergence theorem, which can be applied thanks to
the linear growth Condition 2.4 and either the definition of the sequence (TMn )n∈N, or
the uniform moment bound from Lemma 7.4. We conclude that

EP
[

sup
s∈[0,T∧TM

n ]

‖Xs − Y ns ‖2
]
→ 0 as n→∞. (8.6)

We are in the position to complete the proof for ucp convergence. Namely, using (8.5)
and (8.6), we get, for every δ > 0, that

P
(

sup
s∈[0,T ]

‖Xs − Y ns ‖ ≥ δ
)
≤ P

(
sup

s∈[0,T ]

‖Xs − Y ns ‖ ≥ δ, TMn > T
)

+ ε

≤ 1

δ2
EP
[

sup
s∈[0,T∧TM

n ]

‖Xs − Y ns ‖2
]

+ ε→ ε
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as n→∞. This proves that Y n → X in the ucp topology. For continuous processes, ucp
convergence implies weak convergence. Hence, the proof of lower hemicontinuity is
complete.

8.3 Proof of Theorem 4.12

Fix T > 0 and let ψ be a bounded Lipschitz continuous function. We fix ω0, α0 ∈ Ω and
t0 ∈ [0, T ]. Take an arbitrary measure P ∈ R(t0, ω0). By Lemma 8.1 and some classical
representation result for continuous local martingales, there exists a predictable function
f = f(P ) : [[0,∞[[→ F such that, possibly on an extension of the filtered probability space
(Ω,F ,F, P ), there exists an r-dimensional standard Brownian motion W such that P -a.s.

dXt = b(f(t,X), t+ t0, ω0 ⊗̃t0 X)dt+ σ(f(t,X), t+ t0, ω0 ⊗̃t0 X)dWt, X0 = ω0(t0).

Thanks to Condition 4.11, by a standard existence result for stochastic differential
equations with random locally Lipschitz coefficients of linear growth, there exists a
continuous adapted process Y such that P -a.s.

dYt = b(f(t,X), t+ t0, α0 ⊗̃t0 Y )dt+ σ(f(t,X), t+ t0, α0 ⊗̃t0 Y )dWt, Y0 = α0(t0).

Using the Burkholder–Davis–Gundy inequality, Hölder’s inequality and the global Lips-
chitz part from Condition 4.11, we obtain that

EP
[

sup
s∈[0,T ]

‖Xs − Ys‖2
]

≤ C
(
‖ω(t0)− α(t0)‖2

+

∫ T

0

EP
[
‖b(f(t,X), t+ t0, ω0 ⊗̃t0 X)− b(f(t,X), t+ t0, α0 ⊗̃t0 Y )‖2

]
ds

+

∫ T

0

EP
[
‖σ(f(t,X), t+ t0, ω0 ⊗̃t0 X)− σ(f(t,X), t+ t0, α0 ⊗̃t0 Y )‖2o

]
ds
)

≤ C
(

sup
s∈[0,t0]

‖ω0(s)− α0(s)‖2 +

∫ T

0

EP
[

sup
s∈[0,t]

‖Xs − Ys‖2
]
ds
)
.

Now, Gronwall’s lemma yields that

EP
[

sup
s∈[0,T ]

‖Xs − Ys‖2
]
≤ C sup

s∈[0,t0]

‖ω0(s)− α0(s)‖2,

and, by Jensen’s inequality,

EP
[

sup
s∈[0,T ]

‖Xs − Ys‖
]
≤ C sup

s∈[0,t0]

‖ω0(s)− α0(s)‖. (8.7)

Thanks to Lemma 8.2, we have P ◦ Y −1 ∈ R(t0, α0). Thus, in case v(t0, ω0) ≥ v(t0, α0),
we get, from Corollary 7.3, the Lipschitz continuity of ψ and (8.7), that

v(t0, ω0)− v(t0, α0)

≤ sup
P∈R(t0,ω0)

(
EP
[
|ψ(ω0 ⊗̃t0 X)− ψ(α0 ⊗̃t0 Y )|

]
+ EP

[
ψ(α0 ⊗̃t0 Y )

])
− v(t0, α0)

≤ C
(

sup
s∈[0,t0]

‖ω0(s)− α0(s)‖+ sup
P∈R(t0,ω)

EP
[

sup
s∈[0,T ]

‖Xs − Ys‖
])

+ v(t0, α0)− v(t0, α0)

≤ C sup
s∈[0,t0]

‖ω0(s)− α0(s)‖.
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By symmetry, this inequality yields that

|v(t0, ω0)− v(t0, α0)| ≤ C sup
s∈[0,t0]

‖ω0(s)− α0(s)‖. (8.8)

Next, let 0 ≤ s0 ≤ t0. Using the DPP as given by Theorem 3.1 for the first line and (8.8)
for the third line, we obtain that∣∣v(s0, ω0)− v(t0, ω0)

∣∣ =
∣∣∣ sup
P∈C(s0,ω0)

EP
[
v(t0, X)

]
− v(t0, ω0)

∣∣∣
≤ sup
P∈C(s0,ω0)

EP
[
|v(t0, X)− v(t0, ω0)|

]
≤ sup
P∈C(s0,ω0)

EP
[

sup
s∈[0,t0]

‖Xs − ω0(s)‖
]

= sup
P∈C(s0,ω0)

EP
[

sup
s∈[s0,t0]

‖Xs − ω0(s)‖
]

≤ sup
P∈C(s0,ω0)

EP
[

sup
s∈[s0,t0]

‖Xs − ω0(s0)‖
]

+ sup
s∈[s0,t0]

‖ω0(s)− ω0(s0)‖.

(8.9)

Using Condition 2.4, it follows as in the solution to [24, Problem 3.3.15] that

sup
P∈C(s0,ω0)

EP
[

sup
s∈[s0,t0]

‖Xs − ω0(s0)‖
]
≤ C

(
1 + sup

s∈[0,s0]

‖ω0(s)‖
)
|t0 − s0|1/2. (8.10)

Finally, using (8.8), (8.9) and (8.10), we obtain that

|v(t0, ω0)− v(s0, α0)|
≤ |v(t0, ω0)− v(s0, ω0)|+ |v(s0, ω0)− v(s0, α0)|

≤ C
[(

1 + sup
s∈[0,s0]

‖ω0(s)‖
)
|t0 − s0|1/2

+ sup
s∈[s0,t0]

‖ω0(s)− ω0(s0)‖+ sup
s∈[0,s0]

‖ω0(s)− α0(s)‖
]

≤ C
[(

1 + sup
s∈[0,s0]

‖ω0(s)‖
)
|t0 − s0|1/2

+ sup
s∈[s0,t0]

‖ω0(s)− α0(s0)‖+ 2 sup
s∈[0,s0]

‖ω0(s)− α0(s)‖
]

≤ C
[(

1 + sup
s∈[0,s0]

‖ω0(s)‖
)
|t0 − s0|1/2 + sup

s∈[0,T ]

‖ω0(s ∧ t0)− α0(s ∧ s0)‖
]

≤ CdT ((t0, ω0), (s0, α0)).

The proof is complete.

9 Proof of the nonlinear martingale problem: Theorem 5.2

In this section we work under the assumptions of Theorem 5.2, i.e., we assume that
d = 1, that F = F0 × F1 for two compact metrizable spaces F0 and F1, that b depends on
F only through the F0 variable, that a depends on F only through the F1 variable, and
that the Conditions 2.4 and 2.6 hold.

Lemma 9.1. For every (t, ω) ∈ [[0,∞[[, there exists a P ∈ C(t, ω) such that (λ\⊗ P )-a.e.

bP·+t = sup
{
b(f0, ·+ t, ω ⊗t X) : f0 ∈ F0

}
, aP·+t = sup

{
a(f1, ·+ t, ω ⊗t X) : f1 ∈ F1

}
,

where (bP·+t, a
P
·+t) denote the Lebesgue densities of the P -characteristics of X·+t (for its

right-continuous natural filtration).
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Proof. Thanks to the Conditions 2.4 and 2.6, Corollary 7.7 and Berge’s maximum theorem
([1, Theorem 17.31]), the functions

(s, α) 7→ sup
{
b(f0, s+ t, ω ⊗t α) : f0 ∈ F0

}
, (s, α) 7→ sup

{
a(f1, s+ t, ω ⊗t α) : f1 ∈ F1

}
are continuous and of linear growth (in the sense of (4) on p. 258 in [13]). Hence, the
claim follows from [13, Theorem 4, p. 265] and Lemma 6.4.

Proof of Theorem 5.2. Fix ω ∈ Ω, n ∈ N, φ ∈Micx and s, h ≥ 0. Take P ∈ C(s, ω), denote
the Lebesgue densities of the P -characteristics of X·+s by (bP·+s, a

P
·+s) and denote the

local P -martingale part of X·+s by MP
·+s. Itô’s formula yields that

φ(Xs+h)− φ(Xs) =

∫ h

0

φ′(Xr+s)dM
P
r+s +

∫ s+h

s

(
φ′(Xr)b

P
r +

1

2
φ′′(Xr)a

P
r

)
dr.

Hence, using the definition of ρn = inf{r ≥ 0: |Xr| ≥ n} and Condition 2.4, the stopped
local martingale part is a true martingale and we obtain that

EP
[
φ(X(s+h)∧ρn)− φ(Xs∧ρn)−

∫ (s+h)∧ρn

s∧ρn
G(r,X, φ)dr

]
= EP

[ ∫ (s+h)∧ρn

s∧ρn

((
φ′(Xr)b

P
r +

1

2
φ′′(Xr)a

P
r

)
−G(r,X, φ)

)
dr
]
.

By definition of G, we clearly have

EP
[ ∫ (s+h)∧ρn

s∧ρn

((
φ′(Xr)b

P
r +

1

2
φ′′(Xr)a

P
r

)
−G(r,X, φ)

)
dr
]
≤ 0,

which implies

Es
(
φ(X(s+h)∧ρn)− φ(Xs∧ρn)−

∫ (s+h)∧ρn

s∧ρn
G(r,X, φ)dr

)
(ω) ≤ 0.

Let us now prove the converse inequality. By Lemma 9.1, there exists a probability
measure P ∈ C(s, ω) such that (λ\⊗ P )-a.e.

bP·+s = sup
{
b(f0, ·+ s, ω ⊗s X) : f0 ∈ F0

}
, aP·+s = sup

{
a(f1, ·+ s, ω ⊗s X) : f1 ∈ F1

}
.

Now, as φ′, φ′′ ≥ 0, we get

EP
[ ∫ (s+h)∧ρn

s∧ρn

((
φ′(Xr)b

P
r +

1

2
φ′′(Xr)a

P
r

)
−G(r,X, φ)

)
dr
]

= EP
[ ∫ (s+h)∧ρn

s∧ρn

(
G(r, ω ⊗t X,φ)−G(r,X, φ)

)
dr
]

= 0,

which implies

Es
(
φ(X(s+h)∧ρn)− φ(Xs∧ρn)−

∫ (s+h)∧ρn

s∧ρn
G(r,X, φ)dr

)
(ω) ≥ 0.

The proof is complete.
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A Continuity of R in the Lévy case

This appendix is dedicated to the fact that the correspondence (t, ω) 7→ R(t, ω) is
continuous if the uncertainty set Θ(t, ω) ≡ Θ is independent of (t, ω) and convex and
compact. This result is covered by our more general Theorems 4.4 and 4.7. The purpose
of this section is to explain a substantially simpler proof for this Lévy setting.

Proposition A.1. Let Θ ⊂ Rd × Sd+ be a convex and compact set. Then, the correspon-
dence

(t, ω) 7→ R(t, ω) =
{
P ∈ Pac

sem : P ◦X−1
0 = δω(t), (λ\⊗ P )-a.e. (dBP /dλ\, dCP /dλ\) ∈ Θ

}
is continuous.

Proof. Define

P(Θ) :=
{
P ∈ Pac

sem : P ◦X−1
0 ∈ {δx : x ∈ Rd}, (λ\⊗ P )-a.e. (dBP /dλ\, dCP /dλ\) ∈ Θ

}
.

By Theorem 4.4 and [1, Theorems 15.8, 17.20], the set P(Θ) is closed, cf. also [5,
Proposition 3.8] and [28, Proposition 4.4]. Furthermore, the function

Ω× [[0,∞[[ 3 (ω′, t, ω) 7→ ω(t) + ω′ − ω′(0) = ω(t)⊗0 ω
′

is continuous, and hence, by [2, Theorem 8.10.61], so is the map

[[0,∞[[ × P(Ω) 3 (t, ω, P ) 7→ P ◦ (ω(t)⊗0 X)−1.

We claim that

R(t, ω) =
{
P ◦ (ω(t)⊗0 X)−1 : P ∈ P(Θ)

}
.

Indeed, Lemmata 6.3 and 6.4 show that the map P 7→ P ◦ (ω(t) ⊗0 X)−1 leaves P(Θ)

invariant. We stress that this part of the argument is special for the Lévy case. Providing
an intuition, it corresponds to the fact that Lévy processes have an additive structure
in their initial values, i.e., if Lx is a Lévy process with starting value x, then Lx − x is a
Lévy process (with the same Lévy–Khinchine triplet) starting at zero.

Finally, we are in the position to prove that (t, ω) 7→ R(t, ω) is continuous. By virtue
of [1, Theorem 17.23], R is lower hemicontinuous, being the composition of the lower
hemicontinuous correspondence (t, ω) 7→ ϕ(t, ω) := {(t, ω)}×P(Θ) and the (single-valued)
continuous correspondence (t, ω, P ) 7→ {P ◦ (ω(t)⊗0 X)−1}. Here, lower hemicontinuity
of ϕ follows from [1, Theorem 17.28]. We would like to point out that this part of
the argument hinges on the fact that Θ is constant. For the upper hemicontinuity of
R we need to argue separately. Let F ⊂ P(Ω) be closed. We need to show that the
lower inverse Rl(F ) = {(t, ω) : R((t, ω)) ∩ F 6= ∅} is closed. Assume that (tn, ωn)n∈N ⊂
Rl(F ) converges to (t, ω) ∈ [[0,∞[[. For each n ∈ N, there exists a probability measure
Pn ∈ R(tn, ωn) ∩ F . As {ωn(tn) : n ∈ N} ⊂ Rd is bounded, the set {Pn : n ∈ N} is
relatively compact by Lemma 7.4. Hence, passing to a subsequence if necessary, we
can assume that Pn → P weakly for some P ∈ cl(P(Θ) ∩ F ) = P(Θ) ∩ F . As P ◦X−1

0 =

limn→∞ Pn ◦ X−1
0 = limn→∞ δωn(tn) = δω(t), we conclude that P ∈ R(t, ω) ∩ F , which

implies (t, ω) ∈ Rl(F ).
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