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Abstract

An infinite system of point particles placed in Rd is studied. Its constituents perform
random jumps (walks) with mutual repulsion described by a translation-invariant
jump kernel and interaction potential, respectively. The pure states of the system
are locally finite subsets of Rd, which can also be interpreted as locally finite Radon
measures. The set of all such measures Γ is equipped with the vague topology and the
corresponding Borel σ-field. For a special class Pexp of (sub-Poissonian) probability
measures on Γ, we prove the existence of a unique family {Pt,µ : t ≥ 0, µ ∈ Pexp}
of probability measures on the space of cadlag paths with values in Γ that solves
a restricted initial-value martingale problem for the mentioned system. Thereby, a
Markov process with cadlag paths is specified which describes the stochastic dynamics
of this particle system.
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1 Introduction

As a challenging object of probability theory, measure-valued Markov processes
attract considerable attention. They have also become popular due to applications in
mathematical physics, biology, ecology, etc. Among such applications one can distinguish
those describing stochastic evolution of infinite systems of point particles dwelling in
a continuous habitat, e.g., Rd. In this case, as the state space of the system is taken
the set of all locally finite configurations of particles, which can also be interpreted as
counting Radon measures. For finite particle systems, the construction of the corre-
sponding Markov processes is now quite standard. For infinite systems, however, the
list of results reduces mostly to those describing free (noninteracting) systems [22],
conservative diffusions with invariant Gibbs measures [1], or birth-and-death dynamics
with generators obeying essential restrictions [17, 18, 23, 29]. In this context, one can
also mention models with interactions of Curie-Weiss (mean-field) type, e.g., [26], where
one starts with a system of N particles interacting with a uniform strength proportional
to 1/N , and then passes to the limit N → +∞.

In the present paper, we prove the existence and uniqueness of a Markov process
with cadlag paths for an infinite system of point particles performing random jumps
(walks) in Rd with mutual repulsion, which appears to be the first result of this kind
known in the literature. The starting point of our construction is the configuration space
Γ. As in [25], by a configuration γ we mean a finite or countably infinite, unordered
system of points placed in Rd, in which several points may have the same location.
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Configurations are supposed to be locally finite, which means that each compact Λ ⊂ Rd
contains a finite number of elements of a given γ ∈ Γ. The set Γ is equipped with the
vague (weak-hash) topology – the weakest topology that makes continuous all the maps
γ 7→

∑
x∈γ g(x), g ∈ Ccs(R

d), where Ccs(R
d) denotes the set of all compactly supported

continuous functions g : Rd → R. Here by writing
∑
x∈γ g(x) we understand

∑
i g(xi)

for a certain enumeration of the elements of γ. Clearly, such sums are independent
of the enumeration choice, see [25]. The vague topology is separable and consistent
with a complete metric, i.e., is metrizable in such a way that the corresponding metric
space is complete. Then the states of the considered system are probability measures
on Γ, the set of which is denoted by P(Γ). The point states γ are associated to the
Dirac measures δγ . The evolution of the system which we consider is described by the
(backward) Kolmogorov equation

d

dt
Ft = LFt, (1.1)

where Ft : Γ→ R, t ≥ 0, are test functions and

(LF )(γ) =
∑
x∈γ

∫
Rd
c(x, y; γ) [F (γ \ x ∪ y)− F (γ)] dy, (1.2)

c(x, y; γ) = a(x− y) exp

− ∑
z∈γ\x

φ(z − y)

 .

Here – and in sequel in similar expressions – by writing γ \ x, x ∈ γ, or γ ∪ x, x ∈ Rd, we
mean γ \ {x} and γ ∪ {x}, respectively, i.e., x is considered as the singleton {x}.

The model specified by (1.2) presents an infinite collection of point particles perform-
ing random walks (jumps) over Rd, such that the remaining particles prevent the one
located at x ∈ γ from jumping to y – by diminishing the jump kernel – if the target point

is ‘close’ to γ \ x. The diminishing factor exp
(
−
∑
z∈γ\x φ(z − y)

)
is independent of x.

Originally, models of this kind were introduced and (heuristically) studied in physics
[19], where they are known under a common name Kawasaki model. In the rigorous
setting, the stochastic dynamics of the model described by (1.1), (1.2) were studied
in [4] (see also [6] for preliminary results). In [4], for a class of states Pexp ⊂ P(Γ) –
defined by a certain analytic condition – and each µ0 ∈ Pexp, there was constructed a
map [0,+∞) 3 t 7→ µt ∈ Pexp that can be interpreted as the evolution of states described
by (1.1). In the present work, we construct a Markov process with cadlag paths such
that the mentioned µt is its law at time t. Let us outline now some of the aspects of this
construction. As we show here, for a sufficiently large set of functions F : Γ→ R, the
map [0,+∞) 3 t 7→ µt ∈ Pexp constructed in [4] is the unique (in the set of all measures)
solution of the Fokker-Planck equation

µt(F ) = µs(F ) +

∫ t

s

µu(LF )du, µ(F ) :=

∫
Fdµ, (1.3)

holding for all 0 ≤ s < t < ∞, see [8] for a general theory of the equations of this
kind. Unfortunately, the Dirac measure δγ is not in Pexp for any γ ∈ Γ. Therefore, one
cannot directly construct a transition function (and hence the corresponding Markov
process) just by setting µ0 = δγ . In view of this, we take a version of the martingale
approach suggested in [30], see also [13, Sect. 5.1], [15, Chapter 4], and proceed as
follows. When dealing with measures µ ∈ Pexp, it is natural to use a subset Γ∗ ⊂ Γ

such that µ(Γ∗) = 1 for all µ ∈ Pexp. We define it by means of a positive continuous
function ψ : Rd → R, chosen in such a way that Ψ(γ) :=

∑
x∈γ ψ(x) be µ-integrable
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for each µ ∈ Pexp. Thereby, we set Γ∗ = {γ : Ψ(γ) < ∞}, and equip it with the
weakest topology that makes continuous all the maps γ 7→

∑
x∈γ g(x)ψ(x), g ∈ Cb(Rd),

where the latter is the set of all bounded continuous functions. This topology makes
Γ∗ a Polish space, continuously embedded in Γ. Then the measures of interest are
redefined as measures on Γ∗. To construct the process in question, we use spaces of
cadlag maps [s,+∞) 3 t 7→ γt ∈ Γ∗, s ≥ 0, denoted by D[s,+∞)(Γ∗), equipped with the
Skorohod metric, see [15, page 118], constructed with the help of a complete metric
of Γ∗. The principal result of this work (Theorem 3.6) can be characterized as follows.
We prove that there exists a family of probability measures, {Ps,µ : s ≥ 0, µ ∈ Pexp}, on
DR+

(Γ∗) which is a unique solution of the restricted initial-value martingale problem
corresponding to (1.2). For such measures, their one-dimensional marginals belong to
Pexp and satisfy the corresponding version of the Fokker-Planck equation (1.3), i.e., they
coincide with the measures µt constructed in [4]. By this we prove the existence of a
unique Markov process with cadlag paths taking values in Γ∗. Finally, we prove that with
probability one the constructed process takes values in the subset of Γ∗ consisting of
simple configurations.

In [5], there was studied a model in which point particles of two types perform
random jumps over Rd. Their common dynamics are described by the corresponding
analog of the Kolmogorov operator (1.2) in which particles of different types repel each
other, whereas those of the same type do not interact. This kind of interaction is typical
for the classical Widom-Rowlinson model (see [11] and the literature quoted therein), for
which the states of thermal equilibrium can be multiple [11, 24]. The latter fact ought
to have an essential impact on the stochastic dynamics of such models, cf. [20], which
further stimulates constructing Markov processes here. The results of [5] are pretty
analogous to those of [4], which means that – after proper modification – the approach
developed in the present work can be applied also to the model of [5], which we will
realize in a subsequent paper.

The rest of the paper is organized as follows. In Sect. 2, we introduce all necessary
facts and notions, among which are sub-Poissonian measures and the above-mentioned
set Γ∗ ⊂ Γ. Here we also introduce and study two classes of functions F : Γ∗ → R, which
play a crucial role in defining the Kolmogorov operator L introduced in (1.2). In Sect.
3, we impose standard assumptions on a and φ and then make precise the domain of
L. Thereafter, in Theorem 3.6 we formulate the result, the main part of which is the
statement that the restricted initial value martingale problem for our model has precisely
one solution. Then we outline our strategy of proving this statement. In Sect. 4, we
present and employ the results of [4] where the evolution of states t → µt ∈ Pexp was
constructed. In Sect. 5, we prove that the restricted initial value martingale problem
for our model has at most one solution. This is done by proving that the Fokker-Planck
equation (1.3) has a unique solution, which lies in the class of sub-Poissonian measures.
Since the one-dimensional marginals of the path measures in question should solve (1.3),
this yields a tool of proving the desired uniqueness. In Sect. 6 and 7, we prove the
existence of the path measures by employing auxiliary models (Sect. 6) for which one
can construct the processes directly (by means of transition functions), and then by
proving (Sect. 7) that these models approximate the main model. Their Markov property
is then obtained similarly as in [13, Sect. 5.1, pages 78, 79].

Notations and notions

In view of the size of this work, for the reader convenience we collect here essential
notations and notions used throughout the whole paper.
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Sets and spaces

• The habitat of the system which we study is the Euclidean space Rd. By Λ we
always denote a compact subset of it. Further related notations: R+ = [0,+∞);
N = {1, 2, 3 . . . }, N0 = N ∪ {0}; Ccs(R

d) - the set of all compactly supported
continuous functions g : Rd → R, Br(y) = {x ∈ Rd : |x− y| ≤ r}, r > 0 and y ∈ Rd.
For a finite subset ∆ ⊂ R, by |∆| we denote its cardinality.

• By a Polish space we mean a separable topological space, the topology of which
is consistent with a complete metric, see, e.g., [12, Chapt. 8]. Subsets of such
spaces are usually denoted by A, B, whereas A, B (with indices) are reserved for
denoting operators. For a Polish space E, by Cb(E) and Bb(E) we denote the sets
of bounded continuous and bounded measurable functions g : E → R, respectively;
B(E) denotes the Borel σ-field of subsets of E. For a suitable set ∆, by 1∆ we
denote the indicator of ∆.

• By Γ, Γ0, Γ∗ and Γ̆∗ we denote configurations spaces consisting of all configurations,
finite configurations (2.1), tempered configurations (2.20), and tempered simple
configurations, respectively, see (2.30). These sets are equipped with the vague
topology (Γ) and the weak topologies (Γ0, Γ∗, Γ̆∗), which make them Polish spaces,
see Lemma 2.7. By P(Γ), P(Γ∗) we denote the sets of probability measures defined
on these spaces. The set of sub-Poissonian measures Pexp is introduced in Definition
2.3. Its crucial property is established in Lemma 2.10.

• By D[s,+∞)(Γ∗) we denote the space of cadlag paths γ : [0,+∞) → Γ∗, and
DR+(Γ∗) := D[0,+∞)(Γ∗). Functions on such spaces are denoted by F, G, etc.
By $t we denote the evaluation map, i.e., $t(γ) = γt ∈ Γ∗. Related σ-fields of
measurable subsets are defined in (3.14).

Functions, measures, operators

• Functions f : Rd → R are usually denoted by small letters f , g, θ, etc. By ψ we
denote the function by which we define tempered configurations, see (2.17) and
(2.16). For a positive integrable θ : Rd → R+, we write 〈θ〉 =

∫
θ(x)dx. Functions

F : Γ∗ → R are denoted by capital letters, often F with additional symbols. The key
functions are defined in (2.36) and (2.42). Functions defined on finite configurations
Γ0 are mostly denoted by capital G with exception for correlation functions kµ, see
(2.7).

• Measures on configuration spaces and their correlation measures are denoted by µ
and χµ, respectively. Measures on Rd are usually denoted by ν. By λ we denote
the Lebesgue-Poisson measure, see (2.3). Measures on path spaces are denoted
by capital P . For a tempered configuration γ ∈ Γ∗, by νγ we denote the measure∑
x∈γ ψ(x)δx, see (2.23). The complete metric on Γ∗ used to obtain Chentsov-like

estimates is defined in (2.24).

• By L we denote the Kolmogorov operator (1.2), (3.1), whereas Lα stands for the
approximating operator (6.3). Then L∆ and L̂ are the counterparts of L acting in
the spaces of functions of η ∈ Γ0, see (4.1), (4.8) and (4.11), (4.12). By K we define
the operator defined in (2.4). Operators L†,α act in the Banach space of signed
measuresM∗, see (7.9), (7.10).

2 Preliminaries

2.1 The configuration spaces

Each γ ∈ Γ gives rise to a counting Radon measure
∑
x∈γ δx. Bearing this fact in mind,

we shall mostly keep using set notations, i.e., for a compact Λ ⊂ Rd, the value of the
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mentioned measure on Λ is denoted by |γ ∩ Λ|. The vague (weak-hash) topology of Γ is
defined as the weakest topology that makes continuous all the maps Γ 3 γ 7→

∑
x∈γ f(x)

with f ∈ Ccs(R
d). The corresponding Borel σ-field B(Γ) is the smallest σ-field of subsets

of Γ that makes measurable all the maps γ 7→ NΛ(γ) := |γ ∩ Λ| with compact Λ ⊂ Rd. By
P(Γ) we denote the set of all probability measures on (Γ,B(Γ)).

As mentioned in Introduction, configurations γ ∈ Γ may have multiple points. Let
x1, x2, . . . be any enumeration of the elements of a given γ in which coinciding x receive
distinct numbers. Then, for a suitable function g, by

∑
x∈γ g(x) we will mean

∑
i g(xi),

which is independent of the enumeration used herein.The same relates to the sums∑
x∈γ

∑
y∈γ\x

∑
z∈γ\{x,y}

· · · .

Along with Γ, we also use

Γ0 =
⋃
n∈N0

Γ(n), Γ(n) = {γ ∈ Γ : |γ| = n}. (2.1)

Obviously, each Γ(n) – and hence the set of finite configurations Γ0 – belong to B(Γ). The
topology induced on Γ0 by the vague topology of Γ coincides with the weak topology
determined with the help of Cb(Rd). Then the corresponding Borel σ-field B(Γ0) is a
sub-field of B(Γ). It is possible to show that a function G : Γ0 → R is measurable if and
only if there exists a family of symmetric Borel functions G(n) : (Rd)n → R, n ∈ N such
that

G({x1, . . . , xn}) = G(n)(x1, . . . , xn). (2.2)

In this context, we also write G(0) = G(∅).

Definition 2.1. A measurable function, G : Γ0 → R, is said to have bounded support if
there exist N ∈ N and a compact Λ such that: (a) G(n) ≡ 0 for all n > N ; (b) G(η) = 0

whenever η is not a subset of Λ. By Bbs we will denote the set of all bounded functions
with bounded support. For G ∈ Bbs, NG and ΛG will denote the least N and Λ as in (a)
and (b), respectively. We also set CG = supη∈Γ0

|G(η)|.
The Lebesgue-Poisson measure λ is defined on Γ0 by the integrals∫

Γ0

G(η)λ(dη) = G(∅) +

∞∑
n=1

1

n!

∫
(Rd)n

G(n)(x1, . . . , xn)dx1 · · · dxn, (2.3)

holding for all G ∈ Bbs. For G ∈ Bbs, we set

(KG)(γ) =
∑
ηbγ

G(η), γ ∈ Γ, (2.4)

where η b γ means η ∈ Γ0, i.e., the sum in (2.4) runs over finite subsets of γ.

Remark 2.2. [21, Proposition 3.1] For each G ∈ Bbs, KG is measurable and such that
|(KG)(γ)| ≤ CG(1 + |γ ∩ ΛG|NG) with CG, ΛG and NG as in Definition 2.1.

2.2 Sub-Poissonian measures

When dealing with infinite configurations, one might expect problems (e.g., blowups)
if the dynamics start from certain γ ∈ Γ or µ ∈ P(Γ). Thus, it seems reasonable to avoid
considering such states by imposing appropriate restrictions. Another reason to do
this is gaining technical advantages, which is especially important in view of the high
complexity of the problem. The main observation here is that, for measures having finite
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correlations [25], integration over Γ can be performed in the following way∫
Γ

(KG)(γ)µ(dγ) = G(∅) +

∞∑
n=1

1

n!

∫
(Rd)n

G(n)(x1, . . . , xn)χ(n)
µ (dx1, . . . , dxn), (2.5)

where χ(n)
µ are the correlation measures of µ. That is, for a compact Λ ⊂ Rd, χ(n)

µ (Λn)/n!

is the µ-expected value of the number of n-clusters of particles contained in Λ. Next, one
observes that the Kolmogorov operator (1.2) contains the probability kernel a(x− y)dy,
which is absolutely continuous with respect to Lebesgue’s measure on Rd. In view of
this, we shall demand that each χ(n)

µ satisfy

χ(n)
µ (dx1, . . . , dxn) = k(n)

µ (x1, . . . , xn)dx1 · · · dxn, k(n)
µ ∈ L∞((Rd)n), n ∈ N. (2.6)

Thereby, the right-hand side of (2.5) can be rewritten in the form, cf. (2.3),∫
Γ

(KG)(γ)µ(dγ) =

∫
Γ0

kµ(η)G(η)λ(dη) =: 〈〈kµ, G〉〉, (2.7)

where kµ : Γ0 → R is defined as in (2.2). Then k
(n)
µ (resp. kµ) is called n-th order

correlation function (resp. correlation function) of µ. Keeping this in mind, we introduce
the following class of measures. For θ ∈ Ccs(R

d) and n ∈ N, we write θ⊗n(x1, . . . , xn) =

θ(x1) · · · θ(xn).

Definition 2.3. By Pexp we denote the set of all those µ ∈ P(Γ) that have finite correla-
tions and their correlation measures satisfy

χ(n)
µ (θ⊗n) ≤ κn‖θ‖nL1(Rd), (2.8)

holding for some µ-specific κ > 0 and all θ ∈ Ccs(R
d) and n ∈ N.

Remark 2.4. It is clear from (2.8) that the map Ccs(R
d) 3 θ 7→ χ

(n)
µ (θ⊗n) ∈ R can be

continued to a homogeneous continuous monomial of θ ∈ L1(Rd). One can show that

µ ∈ Pexp holds if and only if each χ(n)
µ satisfies (2.6) with k(n)

µ such that

0 ≤ k(n)
µ (x1, . . . , xn) ≤ κn, (2.9)

for the same κ as in (2.8). Moreover, if we set

F θ(γ) =
∏
x∈γ

(1 + θ(x)) = exp

(∑
x∈γ

log (1 + θ(x))

)
, θ ∈ Ccs(R

d), (2.10)

then the map Ccs(R
d) 3 θ 7→ µ(F θ) ∈ R can be continued to a real exponential entire

function of normal type of θ ∈ L1(Rd). The least κ satisfying (2.9) will be called the type
of µ.

A Poisson measure, πχ, is characterized by its intensity measure χ, see, e.g., [13,
page 45], by the following formula

πχ(F θ) = exp (χ(θ)) .

Then πχ ∈ Pexp if

χ(dx) = %(x)dx, % ∈ L∞(Rd).

In particular, this holds for the homogeneous Poisson measure πκ, for which %(x) ≡ κ > 0.
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Remark 2.5. Let G in (2.7) be positive, i.e., such that G(η) ≥ 0 for all η ∈ Γ0. Then
by (2.9) it follows that µ(KG) ≤ πκ(KG), where κ is the type of µ. In view of this, the
elements of Pexp are called sub-Poissonian measures. By taking in (2.8) θ = 1Λ one gets
that the µ-expected value of the number of n-clusters contained in Λ does not exceed
that of the homogeneous Poisson measure with density κ, i.e., clusters are not more
probable than in the case of free particles. Moreover, the states of thermal equilibrium
of infinite systems of physical particles interacting via super-stable potentials belong to
Pexp, see [27].

Recall that 1Λ denotes the indicator of Λ. Then NΛ(γ) := |γ ∩ Λ| =
∑
x∈γ 1Λ(x), and

thus

Nn
Λ(γ) =

n∑
l=1

S(n, l)
∑
x1∈γ

∑
x2∈γ\x1

· · ·
∑

xl∈γ\{x1,...,xl−1}

1Λ(x1) · · ·1Λ(xl)

=

n∑
l=1

l!S(n, l)
∑

{x1,...,xl}⊂γ

1Λ(x1) · · ·1Λ(xl), n ∈ N,

where S(n, l) is Stirling’s number of second kind – the number of ways to divide n labeled
items into l unlabeled groups. By (2.7) this yields

πκ(Nn
Λ) =

n∑
l=1

S(n, l) (κ|Λ|)l = Tn (κ|Λ|) , n ∈ N, (2.11)

where |Λ| is the Lebesgue measure (volume) of Λ and Tn, n ∈ N, are Touchard’s
polynomials, attributed also to J. A. Grunert, S. Ramanujan, and others, see [9, page 6].
For these polynomials, it is known that, see eq. (2.19) ibid,

exp (x(ez − 1)) =

∞∑
n=0

Tn(x)
zn

n!
. (2.12)

Then for µ ∈ Pexp, by (2.11) we obtain, cf. Remark 2.5,

µ(Nn
Λ) ≤ Tn (κ|Λ|) . (2.13)

2.3 Tempered configurations

When dealing with measures from Pexp, it might be natural to distinguish a subset
Γ∗ ⊂ Γ by the condition that µ(Γ∗) = 1 for each µ ∈ Pexp. Obviously, the choice of
such Γ∗ should also be consistent with the properties of L, in particular, with those of
the aforementioned probability kernel a(x− y)dy. Let ψ ∈ Cb(Rd) be a strictly positive
function that vanishes at infinity. Denote

Ψ(γ) =
∑
x∈γ

ψ(x), Γψ = {γ ∈ Γ : Ψ(γ) <∞}. (2.14)

Let {ψn}n∈N ⊂ Ccs(R
d) be an increasing sequence such that 0 < ψn(x)→ ψ(x), n→ +∞,

for each x. Then the maps Γ 3 γ 7→ Ψn(γ) :=
∑
x∈γ ψn(x) are vaguely continuous; hence

{γ : Ψn(γ) ≤ N}, N ∈ N are measurable, which by (2.14) yields Γψ ∈ B(Γ). Moreover,

if ψ̃ has similar properties and satisfies ψ̃(x) ≤ ψ(x), x ∈ Rd, then Γψ ⊂ Γψ̃. Thus, the
slower the decay of ψ is, the more restrictive condition is imposed on the configurations.
Bearing this in mind, we will choose ψ satisfying

(i) µ(Ψ) <∞; (ii)

∫
Rd

a(x)

ψ(x)
dx <∞. (2.15)
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By (2.4) and (2.7) it follows that

µ(Ψ) = χµ(ψ) =

∫
Rd
k(1)
µ (x)ψ(x)dx,

and thus condition (i) in (2.15) turns into

〈ψ〉 :=

∫
Rd
ψ(x)dx <∞. (2.16)

Our choice of ψ in this work is

ψ(x) =
1

1 + |x|d+1
, (2.17)

which means that we prefer to be less restrictive in choosing the jump kernel a at the
expense of stronger restrictions imposed on the configurations.

Similarly as in (2.13), for all n ∈ N and each µ ∈ Pexp, one obtains

µ(Ψn) ≤
n∑
l=1

S(n, l) (κ〈ψ〉)l = Tn (κ〈ψ〉) , (2.18)

where we have taken into account that ψn(x) ≤ ψ(x) for all n ≥ 1 and x, κ is the type of
µ. By (2.18) and (2.12) it follows that∫

Γ

exp (βΨ(γ))µ(dγ) ≤ exp
(
κ〈ψ〉(eβ − 1)

)
, (2.19)

holding for all β > 0. Next, we define

Γ∗ = Γψ, (2.20)

with ψ as in (2.17). By (2.18) it follows that

∀µ ∈ Pexp µ(Γ∗) = 1. (2.21)

This crucial property of the elements of Pexp will allow us to consider only configurations
belonging to Γ∗. In particular, this means that we will use the following sub-field of B(Γ):

A∗ = {A ∈ B(Γ) : A ⊂ Γ∗}. (2.22)

Now let us consider

CLb (Rd) = {g ∈ Cb(Rd) : ‖g‖L <∞}, ‖g‖L := sup
x,y∈Rd, x6=y

|g(x)− g(y)|
|x− y|

,

and then define
‖g‖BL = ‖g‖L + sup

x∈Rd
|g(x)|, g ∈ CLb (Rd),

and also
υ(ν, ν′) = sup

g:‖g‖BL≤1

|ν(g)− ν′(g)| , ν, ν′ ∈ N ,

where N is the set of all positive finite measures Borel on Rd.

Proposition 2.6. [14, Theorem 18] The following three types of the convergence of a
sequence {νn} ⊂ N to a certain ν ∈ N are equivalent:

(i) νn(g)→ ν(g) for all g ∈ Cb(Rd);

(ii) νn(g)→ ν(g) for all g ∈ CLb (Rd);
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(iii) υ(νn, ν)→ 0.

By means of this statement we prove the following important facts. For a configura-
tion, γ ∈ Γ∗, by νγ ∈ N we mean the measure defined by

νγ(g) =
∑
x∈γ

g(x)ψ(x), g ∈ Cb(Rd). (2.23)

Then we set

υ∗(γ, γ
′) = υ(νγ , νγ′) = sup

g:‖g‖BL≤1

∣∣∣∣∣∣
∑
x∈γ

g(x)ψ(x)−
∑
x∈γ′

g(x)ψ(x)

∣∣∣∣∣∣ , γ, γ′ ∈ Γ∗ (2.24)

In the next statement, by Γ̆∗ we mean the subset of Γ∗ consisting of single configurations.
That is, γ ∈ Γ∗ belongs to Γ̆∗ if Bδ(x) ∩ γ = {x}, holding for each x ∈ γ and an x-specific
δ > 0.

Lemma 2.7. The metric space (Γ∗, υ∗) is complete and separable. Γ̆∗ is a Gδ subset of
Γ̆∗, and thus is a Polish spaces.

Proof. First, we prove that Γ∗ has the properties in question. Let {γn}n∈N ⊂ Γ∗ be a
υ∗-Cauchy sequence. Since the metric space (N , υ) is complete, see [7, Corollary 8.6.3,
Sect. 8.6], the sequence {νγn}n∈N converges to a certain ν ∈ N . As each h ∈ Ccs(R

d)

can be written in the form h(x) = g(x)ψ(x), g ∈ Ccs(R
d), this convergence implies the

vague convergence of {γn}n∈N to a certain γ ∈ Γ. Let now {gm}m∈N ⊂ Ccs(R
d) be such

that gm(x) = 1 for |x| ≤ m and gm(x) = 0 for |x| ≥ m+ 1, which is possible by Urysohn’s
lemma. Then

lim
n→+∞

∑
x∈γn

gm(x)ψ(x) =
∑
x∈γ

gm(x)ψ(x) ≤ ν(Rd),

which by the dominated convergence theorem yields γ ∈ Γ∗, and hence ν = νγ . Then
(Γ∗, υ∗) is a complete metric space. Its separability follows by the separability of Rd.

When dealing with a topological property of a subset of Γ∗, we may use any metric
consistent with its weak topology. As such one, we take Prohorov’s metric, cf. [15, page
96], introduced as follows. For ε > 0 and ∆ ⊂ Rd, we set ∆ε = ∪x∈∆Bε(x) and also

υP (γ, γ′) = inf{ε > 0 : νγ(∆) ≤ νγ′(∆ε)+ε, & νγ′(∆) ≤ νγ(∆ε)+ε, ∀∆ − closed}. (2.25)

Let {Rk}k∈N be such that 0 < R1 < R2 < · · · < Rk < · · · and limk→+∞Rk = +∞. Set
Dk = {x ∈ Rd : |x| < Rk} and γk = γ ∩Dk, γ ∈ Γ∗, k ∈ N. By (2.17) we then have

sup
x∈Dk

1/ψ(x) = 1 +Rd+1
k =: α−1

k , (2.26)

|ψ(x)− ψ(y)| ≤ (d+ 1)|x− y|, x, y ∈ Dk.

Next, we set
Γ∗,k = {γ ∈ Γ∗ : γk ∈ Γ̆∗}, k ∈ N, (2.27)

i.e., γ ∈ Γ∗ belongs to Γ∗,k if its part in Dk is a simple configuration. Our aim is to show
that Γ∗,k is an open subset of the Polish space Γ∗. To this end, we take any γ ∈ Γ∗,k and
look for r > 0 such that

Υr(γ) := {γ′ : υP (γ, γ′) < r} ⊂ Γ∗,k.

For the chosen γ, we pick ` > 0 satisfying B`(x) ∩ γ = {x} for all x ∈ γk. Now take
positive ε and δ such that

ε ≤ 1

4
min{`;αk}, δ ≤ 1

4
min{`;αk/(d+ 1)}, (2.28)
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and then assume that γ′ ∈ Υr(γ) with r < ε. For x ∈ γk, the second estimate in (2.25) for
∆ = Bδ(x) yields in this case ∑

y∈γ′∩Bδ(x)

ψ(y) ≤ ψ(x) + ε, (2.29)

where we have taken into account that Bεδ(x) ⊆ B`(x), see (2.28). For y ∈ Bδ(x), by
(2.26) we have ψ(y) ≥ ψ(x)− δ(d+ 1). Thus,

LHS(2.29) ≥ m(x)ψ(x)−m(x)δ(d+ 1),

where m(x) = |γ′ ∩Bδ(x)|. Then

m(x)− 1 ≤ ε

ψ(x)
+
m(x)δ(d+ 1)

ψ(x)
≤ (m(x) + 1)/4,

which means that m(x) = 1, holding for each x ∈ γk and Bδ(x). At the same time, for
γ′ ∈ Υr(γ) with r < ε, it follows that γ′ ∩ (Dk \ ∪x∈γkBδ(x)) = ∅. For otherwise, the
second estimate in (2.25) with ∆ = Bδ(y), y lying in the mentioned intersection, would
yield ψ(y) ≤ ε which contradicts (2.28). Thus, γ′ ∈ Γ∗,k, and hence the latter is an open
subset of Γ∗. Therefore, Γ̆∗ = ∩k∈NΓ∗,k is a Gδ-subset of Γ∗. In view of the first part of
this statement, Γ̆∗ is a Polish space, see [12, Proposition 8.1.5, page 242]. This completes
the proof.

The following formulas summarize the relationships between the configuration spaces
we will deal with

Γ̆∗ ⊂ Γ∗ ⊂ Γ. (2.30)

Note that the embedding of the Polish space Γ∗ into the Polish space Γ is continuous,
since the weak convergence γn → γ implies also the corresponding vague convergence.
Let B(Γ∗), B(Γ̆∗) be the Borel σ-field of subsets of Γ∗ and Γ̆∗, respectively. Recall that we
have another σ-field, A∗, defined in (2.22).

Corollary 2.8. It follows that A∗ = B(Γ∗), {A ∈ B(Γ∗) : A ⊂ Γ̆∗} = B(Γ̆∗).

Proof. The first equality follows by the continuity of the embedding and then by Kura-
towski’s theorem, see [28, Theorem 3.9, page 21]. The second equality follows by the
equality of the weak topology of Γ̆∗ with that induced by the weak topology of Γ∗.

Remark 2.9. The latter statement allows one to redefine each µ ∈ P(Γ) with the
property µ(Γ∗) = 1 as a measure on the measurable space (Γ∗,B(Γ∗)). And similarly,
each measure on (Γ∗,B(Γ∗)) possessing the property µ(Γ̆∗) = 1 can be considered as a
measure on (Γ̆∗,B(Γ̆∗)).

Now we turn to proving the following statement.

Lemma 2.10. For each µ ∈ Pexp, see Definition 2.3, it follows that µ(Γ̆∗) = 1. Hence,
this µ can be redefined as a measure on (Γ̆∗,B(Γ̆∗)), cf. Corollary 2.8 and Remark 2.9.

Proof. By our assumption the correlation measures χ(n)
µ of the measure under consider-

ation have the properties corresponding to (2.6) and (2.9). For N ∈ N and ε ∈ (0, 1), we
set

HN (γ) =
∑
x∈γ

∑
y∈γ\x

hN (x, y), hN (x, y) = ψ(x)ψ(y) min{N ; |x− y|−dε}.
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Note that HN (γ) <∞ for all N ∈ N and γ ∈ Γ. By (2.7) we then have

µ(HN ) =

∫
(Rd)2

k(2)
µ (x, y)hN (x, y)dxdy ≤ κ2

∫
Rd
ψ(x)

(∫
Rd

ψ(y)dy

|x− y|dε

)
dx

≤ κ2

∫
Rd
ψ(x)

(∫
Br(x)

dy

|x− y|dε
+
〈ψ〉
rdε

)
dx =: κ2C,

for an appropriate C > 0. Since HN ≤ HN+1, we can apply here the Beppo Levi
(monotone convergence) theorem, which yields that the point-wise limit

lim
N→+∞

HN (γ) = H(γ) :=
∑
x∈γ

∑
y∈γ\x

ψ(x)ψ(y)

|x− y|dε
(2.31)

is finite for µ-almost all γ, i.e., for all γ ∈ Γ∗,µ such that µ(Γ∗,µ) = 1. For c > 0, we set
Γc = {γ : H(γ) ≤ c}. Then |x− y| ≥ c−1/dε for all pairs x, y ∈ γ and each γ ∈ Γc. That is,
γ is simple; hence, Γ∗,µ ⊂ Γ̆∗, which completes the proof.

Remark 2.11. By (2.21) it follows that the class of measures µ ∈ P(Γ∗) with the property
µ(Γ̆∗) = 1 includes Pexp. Therefore, depending on the context, we can and will consider
such measures on either of these spaces.

2.4 Functions and measures on Γ∗

The main aim of this part is to introduce suitable classes of functions F : Γ∗ → R, for
which we define LF and then use in (1.3). We begin by introducing suitable functions
g : Rd → R. For ψ defined in (2.17), we set

Θψ = {θ(x) = g(x)ψ(x) : g ∈ Cb(Rd), θ(x) ≥ 0}, (2.32)

Θ+
ψ = {θ ∈ Θψ : θ(x) > 0 ∀x ∈ Rd}.

Clearly, each θ ∈ Θψ is integrable. For such θ, we also define

cθ = sup
x∈Rd

1

ψ(x)
log (1 + θ(x)) , c̄θ := ecθ − 1. (2.33)

Then

0 ≤ θ(x) ≤ c̄θψ(x), θ ∈ Θψ. (2.34)

Now let us turn to F θ defined in (2.10). By Remark 2.5, (2.16), Remark 2.11, and then
by (2.34), for µ ∈ Pexp of type κ we have∫

Γ̆∗

F θ(γ)µ(dγ) =

∫
Γ∗

F θ(γ)µ(dγ) ≤ πκ(F θ) ≤ exp (κ〈ψ〉c̄θ) , θ ∈ Θψ.

Remark 2.12. In general, for θ ∈ Θψ the map Γ∗ 3 γ 7→
∑
x∈γ θ(x) need not be vaguely

continuous. But it is weakly continuous for all such θ, which is also the case for
Γ̆∗ 3 γ 7→

∑
x∈γ θ(x). In particular, the map Γ∗ 3 γ 7→ Ψ(γ) is weakly continuous, that is

one of the advantages of passing to tempered configurations. Since the measurability
and continuity of F : Γ̆∗ → R and F : Γ∗ → R occur simultaneously, each such a function
can and will be considered as a map acting from either of these spaces. In the sequel,
when we speak of the properties of a given F : Γ∗ → R, we tacitely assume that the same
also holds for its restriction to Γ̆∗.
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For θ ∈ Θψ, we set, see (2.32) and (2.33),

vθτ (x) = τ − 1

ψ(x)
log (1 + θ(x)) , V =

{
vθτ : θ ∈ Θψ, τ > cθ

}
. (2.35)

Note that V ⊂ Cb(Rd) is closed with respect to the pointwise addition and its elements
are separated away from zero. The former follows by the fact that θ + θ′ + θθ′ belongs to
Θψ for each θ, θ′ ∈ Θψ. Next, define

F̃ θτ (γ) =
∏
x∈γ

(1 + θ(x)) e−τψ(x) = exp
(
−νγ(vθτ )

)
. (2.36)

Recall here that τ > cθ, see (2.35). We extend this to τ = 0 and θ(x) ≡ 0 by setting
F̃ 0

0 (γ) ≡ 1 and include this function in the set

F̃ := {F̃ θτ : θ ∈ Θψ, τ > cθ} ⊂ Cb(Γ∗). (2.37)

Similarly as in [13, Sect. 3.2, page 41], see also [15, page 111], we introduce the
following notion.

Definition 2.13. A sequence of bounded measurable functions Fn : Γ∗ → R, n ∈ N is
said to boundedly and pointwise (bp-) converge to a given F : Γ∗ → R if: (a) Fn(γ)→ F (γ)

for all γ ∈ Γ∗; (b) supn∈N supγ∈Γ∗ |Fn(γ)| <∞. The bp-closure of a set H ⊂ Bb(Γ∗) is the
smallest subset of Bb(Γ∗) that contains H and is closed under the bp-convergence. In a
similar way, one defines also the bp-convergence of sequences of functions g : Rd → R.

It is well-known that Cb(Rd) contains a countable family of nonnegative functions,
{gi}i∈N, which is convergence determining and such that its linear span is bp-dense
in Bb(Rd), see [15, Proposition 4.2, page 111] and [13, Lemma 3.2.1, page 41]. This
means that a sequence of finite positive measures {νn} ∈ P(Rd) weakly converges to
a certain ν if and only if νn(gi) → ν(gi), n → +∞ for all i ∈ N. One may take such a
family containing the constant function g(x) ≡ 1 and closed with respect to the pointwise
addition. Moreover, one may assume that

∀i ∈ N inf
x∈Rd

gi(x) =: ςi > 0. (2.38)

If this is not the case for a given gi, in place of it one may take g̃i(x) = gi(x) + ςi with
some ςi > 0. The new set, {g̃i}, has both mentioned properties and also satisfies (2.38).
Then assuming the latter we conclude that

V0 := {gi}i∈N ⊂ V. (2.39)

To see this, for a given gi, take τi ≥ supx gi(x) and then set

θi(x) = exp

(
[τi − gi(x)]ψ(x)

)
− 1. (2.40)

Clearly, θi(x) ≥ 0. Since ψn(x) ≤ ψ(x), n ∈ N, we have that θi(x) ≤ eτiψ(x), and hence
{θi}i∈N ⊂ Θψ, see (2.32). At the same time, vθiτi = gi and cθi = supx(τi − gi(x)) < τi in
view of (2.38). By (2.40) and (2.39), for all i ∈ N, it follows that

Fi ∈ F̃ , Fi(γ) := exp (−νγ(gi)) .

Proposition 2.14. The set F̃ defined in (2.37) is closed with respect to the poinwise
multiplication. Moreover, it has the following properties:

(i) It is separating: µ1(F ) = µ2(F ), holding for all F ∈ F̃ , implies µ1 = µ2 for all
µ1, µ2 ∈ P(Γ∗).
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(ii) It is convergence determining: if a sequence {µn}n∈N ⊂ P(Γ∗) is such that µn(F )→
µ(F ), n → +∞ for all F ∈ F̃ and some µ ∈ P(Γ∗), then µn(F ) → µ(F ) for all
F ∈ Cb(Γ∗).

(iii) The set Bb(Γ∗) is the bp-closure of the linear span of F̃ .

Proof. The closedness of F̃ under multiplication follows directly by (2.36) and the fact
that θ1 + θ2 + θ1θ2 ∈ Θψ for each θ1, θ2 ∈ Θψ. It is clear that F̃ separates points of Γ∗,

i.e., one finds F ∈ F̃ such that F (γ1) 6= F (γ2) whenever γ1 6= γ2, that holds for each pair
γ1, γ2 ∈ Γ∗. Then claim (i) follows by [15, claim (a) Theorem 4.5, page 113]. Claim (ii)
follows by the fact that {Fi}i∈N ⊂ F̃ has the property in question, which in turn follows
by [13, Theorem 3.2.6, page 43]. Likewise, claim (iii) follows by [13, Lemma 3.2.5, page
43].

Note that each function as in (2.36) can be written in the form

F̃ θτ (γ) = exp (−τΨ(γ))F θ(γ), (2.41)

where F θ is as in (2.10), which is a υ∗-continuous function for each θ ∈ Θψ.
For m ∈ N, θ1, . . . , θm ∈ Θ+

ψ , see (2.32), we set

F̂ θ1,...,θmτ (γ) (2.42)

=
∑
x1∈γ

θ1(x1)
∑

x2∈γ\x1

θ2(x2) · · ·
∑

xn∈γ\{x1,...,xm−1}

θm(xm)F̃ 0
τ (γ \ {x1, . . . , xm})

=
∑

{x1,...,xm}⊂γ

∑
σ∈Sm

θ1(xσ(1)) · · · θm(xσ(m))F̃
0
τ (γ \ {x1, . . . , xm}),

where Sm is the symmetric group and F̃ 0
τ (γ) = exp (−τΨ(γ)), see (2.41).

Proposition 2.15. For each τ > 0, m ∈ N and θ1, . . . , θm ∈ Θ+
ψ , it follows that F̂ θ1,...,θmτ ∈

Cb(Γ∗).

Proof. To prove the continuity of F̂ θ1,...,θmτ we rewrite (2.42) in the form

F̂ θ1,...,θmτ (γ) = exp (−τΨ0(γ)) (2.43)

×
∑

{x1,...,xm}⊂γ

∑
σ∈Sm

ϕσ(1)(x1) · · ·ϕσ(m)(xm),

with ϕj(x) := θj(x)eτψ(x), j = 1, . . . ,m. Clearly, all ϕj belong to Θ+
ψ . By an inclusion-

exclusion formula the right-hand side of (2.43) can be written as a linear combination of
the products of the following terms

Φi1,...,is(γ) =
∑
x∈γ

ϕi1(x) · · ·ϕis(x),

multiplied by a continuous function, γ 7→ exp (−τΨ(γ)). Since Θ+
ψ is closed with respect

to the pointwise multiplication, such terms are continuous that yields the continuity of
F̂ θ1,...,θmτ . To prove the boundedness we estimate each ϕj(x) ≤ ϕ(x) := cψ(x)eτψ(x) ≤
cψ(x)eτ . Then

F̂ θ1,...,θmτ (γ) ≤ exp (−τΨ(γ))
∑
x1∈γ

ϕ(x1)
∑

x2∈γ\x1

ϕ(x2) · · ·
∑

xm∈γ\{x1,...,xm−1}

ϕ(xm)

≤ exp (−τΨ(γ))

(∑
x∈γ

ϕ(x)

)m
≤ cmΨm(γ) exp (−τ [Ψ(γ)−m])

≤
(cm
τ

)m
exp (m(τ − 1)) ,
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which completes the proof.

3 The Result

3.1 The domain of L

Here we recall that the model we study is specified by the Kolmogorov operator, cf.
(1.2),

(LF )(γ) =
∑
x∈γ

∫
Rd
a(x− y) exp

− ∑
z∈γ\x

φ(z − y)

 [F (γ \ x ∪ y)− F (γ)] dy. (3.1)

Let us make precise the conditions imposed on the model. The positive measurable
functions a and φ are supposed to satisfy the following:

sup
x
a(x) = ā <∞, sup

x
φ(x) = φ̄ <∞, (3.2)∫

Rd
φ(x)dx =: 〈φ〉 <∞,

∫
Rd
a(x)dx = 1,

and ∫
Rd
|x|la(x)dx =: ma

l <∞, for l = 1, . . . , d+ 1. (3.3)

The conditions in (3.2) are the same as in [4]. We impose them to be able to use the
results of this work here. Note that the assumed boubedness of φ excludes a hard-core
repulsion. The condition in (3.3) is the realization of item (ii) of (2.15). It was not used in
[4].

As mentioned in Introduction, we are going to construct the process as a solution of
a restricted initial value martingale problem. In this case, the domain of the operator
introduced in (1.2) is crucial, cf. [13, page 79]. Along with the set introduced in (2.37),
we define

F̂ = {F̂ θ1,...,θmτ : m ∈ N, θ1, . . . , θm ∈ Θ+
ψ , τ > 0}, (3.4)

where F̂ θ1,...,θmτ is as in (2.42).

Definition 3.1. By D(L) we denote the linear span of the set F̃ ∪ F̂ .

By (2.37) and Proposition 2.15 one concludes that D(L) ⊂ Cb(Γ∗). Let us show that
LF̂ θ1,...,θmτ ∈ Bb(Γ∗). For γ ∈ Γ∗, x ∈ γ, y ∈ Rd and a suitable F : Γ∗ → R, define, cf.
(1.2),

∇y,xF (γ) = F (γ \ x ∪ y)− F (γ).

By (2.42) we have
F̂ θ1,...,θmτ (γ) =

∑
x1∈γ

θ1(x1)F̂ θ2,...,θmτ (γ \ x1).

Then

∇y,xF̂ θ1,...,θmτ (γ) = [θ1(y)− θ1(x)]F̂ θ2,...,θmτ (γ \ x) +
∑

x1∈γ\x

θ1(x1)∇y,xF̂ θ2,...,θmτ (γ \ x1).

By iterating the latter we get

∇y,xF̂ θ1,...,θmτ (γ) =

m∑
j=1

[θj(y)− θj(x)]F̂ θ1,...,θj−1,θj+1,...,θm
τ (γ \ x) (3.5)

+

(
exp (−τψ(y))− exp (−τψ(x))

)
F̂ θ1,...,θmτ (γ \ x).
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For θ ∈ Θψ and a as in (3.2), we set

(a ∗ θ)(x) =

∫
Rd
a(x− y)θ(y)dy =

∫
Rd
θ(x− y)a(y)dy. (3.6)

Then a∗θ ∈ Cb(Rd), where the continuity follows by the dominated convergence theorem
and the latter equality in (3.6). Moreover, by (2.34) we have

(a ∗ θ)(x) ≤ c̄θψ(x)

∫
Rd

(1 + |x|d+1)a(x− y)ψ(y)dy (3.7)

≤ c̄θψ(x)

[
1 +

∫
Rd

(|x− y|+ |y|)d+1a(x− y)ψ(y)dy

]

= c̄θψ(x)

[
1 +

d+1∑
l=0

(
d+ 1

l

)∫
Rd
|x− y|d+1−l|y|lψ(y)a(x− y)dy

]

≤ c̄θψ(x)

[
1 +

d+1∑
l=0

(
d+ 1

l

)
ma
l

]
,

where we have used (3.2), (3.3) and the fact that |y|lψ(y) ≤ 1 holding for all y and
0 ≤ l ≤ d+ 1. Therefore,

θ1
j (x) := (a ∗ θj)(x) + θj(x) ≤ cac̄θjψ(x). (3.8)

Since θj ∈ Θ+
ψ , we then get by the latter that also θ1

j ∈ Θ
+
ψ , j = 1, . . . ,m. Here

ca := 2 +

d+1∑
l=0

(
d+ 1

l

)
ma
l . (3.9)

At the same time

| exp (−τψ(y))− exp (−τψ(x)) | ≤ τψ(y)ψ(x)||x|d+1 − |y|d+1|. (3.10)

Then proceeding as in (3.7) we get∫
Rd
a(x− y)| exp (−τψ(y))− exp (−τψ(x)) |dy ≤ τcaψ(x). (3.11)

Thereafter, by (3.5), (3.6), (3.8), and (1.2) we obtain

∣∣∣LF̂ θ1,...,θmτ (γ)
∣∣∣ =

∣∣∣∣∣∣
∑
x∈γ

∫
Rd
a(x− y) exp

− ∑
z∈γ\x

φ(z − y)

∇y,xF̂ θ1,...,θmτ (γ)dy

∣∣∣∣∣∣ (3.12)

≤
m∑
j=1

F̂
θ1,...,θj−1,θ

1
j ,θj+1,...,θm

τ (γ) + τca

 m∏
j=1

c̄θj

 F̂m+1
τ (γ).

where, cf. (2.42),

F̂mτ (γ) =
∑
x1∈γ

ψ(x1)
∑

x2∈γ\x1

ψ(x2) · · ·
∑

xm∈γ\{x1,...,xm−1}

ψ(xm)F̃ 0
τ (γ \ {x1, . . . , xm}).

(3.13)
Then the boundedness of LF̂ θ1,...,θmτ follows by Proposition 2.15.
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Now let us show that LF̃ θτ ∈ Bb(Γ∗) for all θ ∈ Θψ and τ > cθ. Similarly as in (3.5) we
get

∇y,xF̃ θτ (γ) =
[
e−τψ(y) − e−τψ(x)

]
F̃ θτ (γ \ x) +

[
θ(y)e−τψ(y) − θ(x)e−τψ(x)

]
F̃ θτ (γ \ x).

Then by (3.8), (3.9), (3.10) and (3.11) we arrive at∣∣∣LF̃ θτ (γ)
∣∣∣ ≤ eτ (1 + τ)caΨ(γ) exp (−τ0Ψ(γ))

∏
x∈γ

(1 + θ(x)) e−(τ−τ0)ψ(x),

where τ0 > 0 is such that τ − τ0 > cθ which is possible for each τ > cθ. Then the
boundedness in question follows similarly as in Proposition 2.15. The next statement
summarizes the properties of D(L).

Proposition 3.2. The set of functions introduced in Definition 3.1 has the following
properties:

(i) D(L) ⊂ Cb(Γ∗) and L : D(L)→ Bb(Γ∗).

(ii) The set Bb(Γ∗) is the bp-closure of D(L).

(iii) D(L) is separating. That is, if µ1, µ2 ∈ Pexp satisfy µ1(F ) = µ2(F ) for all F ∈ D(L),
then µ1 = µ2.

(iv) For each F ∈ F̃ , see (3.4), and µ ∈ Pexp, the measure Fµ/µ(F ) belongs to Pexp.

Proof. Claim (i) has been just proved. Claims (ii) and (iii) follow by Proposition 2.14
and the fact F̃ ⊂ D(L). It remains to check the validity of (2.8) for µF := Fµ/µ(F ). For
positive θ ∈ Ccs(R

d) and a bounded positive F , we have that

χµF (θ⊗n) =
1

µ(F )

∫
Γ∗

F (γ)

∑
x1∈γ

∑
x2∈γ\x1

· · ·
∫
γ\{x1....,xn−1}

θ(x1)θ(x2) · · · θ(xn)

µ(dγ)

≤ χµ(θ⊗n)

(
sup
γ
F (γ)/µ(F )

)
,

which completes the proof.

3.2 Formulating the result

As mentioned in Introduction, following [13, Chapter 5] we are going to obtain the
process by solving a restricted initial value martingale problem. Recall that DR+

(Γ∗)

stands for the space of all cadlag maps [0,+∞) =: R+ 3 t 7→ γt ∈ Γ∗, and the evaluation
maps $t, t ≥ 0, act as follows: DR+

(Γ∗) 3 γ 7→ $t(γ) = γt ∈ Γ∗. In a similar way, one
defines also the spaces D[s,+∞)(Γ∗), s > 0. For s, t ≥ 0, s < t, by F0

s,t we denote the
σ-field of subsets of DR+

(Γ∗) generated by the family {$u : u ∈ [s, t]}. Then we set

Fs,t =
⋂
ε>0

F0
s,t+ε, Fs,+∞ =

∨
n∈N

Fs,s+n. (3.14)

That is, Fs,+∞ is the smallest σ-field which contains all Fs,s+n. Given s ≥ 0 and µ ∈ Pexp,
in the definition below – which is an adaptation of the definition in [13, Section 5.1,
pages 78, 79]) – we deal with probability measures Ps,µ on (D[s,+∞)(Γ∗),Fs,+∞).

Definition 3.3. A family of probability measures {Ps,µ : s ≥ 0, µ ∈ Pexp} is said to be
a solution of the restricted initial value martingale problem for our model if, for all
s ≥ 0 and µ ∈ Pexp, the following holds: (a) Ps,µ ◦ $−1

s = µ; (b) Ps,µ ◦ $−1
t ∈ Pexp for
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all t > s; (c) for each F ∈ D(L) (Definition 3.1), t2 ≥ t1 ≥ s and any bounded function
G : D[s,+∞)(Γ)→ R which is Fs,t1 -measurable, the function

H(γ) :=

[
F ($t2(γ))− F ($t1(γ))−

∫ t2

t1

(LF )($u(γ))du

]
G(γ) (3.15)

is such that ∫
D[s,+∞)

H(γ)Ps,µ(dγ) = 0. (3.16)

The restricted initial value martingale problem is said to be well-posed if, for each s ≥ 0

and µ ∈ Pexp, there exists a unique Ps,µ satisfying all the conditions mentioned above.

Here by saying “for our model” along with the Kolmogorov operator L given in
(1.2) we mean also its domain D(L) (Definition 3.1) and the class Pexp defined by the
property (2.8). Note that H defined in (3.15) is Ps,µ-integrable, that follows by claim (i)
of Proposition 3.2. Note also that the functions G in (3.15) can be taken in the form

G(γ) = F1($s1(γ)) · · ·Fm($sm(γ)), (3.17)

with all possible choices m ∈ N, F1, . . . , Fm ∈ F̃ (see Proposition 2.14), and s ≤ s1 <

s2 < · · · < sm ≤ t1, see [15, eq. (3.4), page 174].

Definition 3.4. For a given s ≥ 0, a map, [s,+∞) 3 t 7→ µt ∈ P(Γ∗), is said to be
measurable if the maps [s,+∞) 3 t 7→ µt(A) ∈ R are measurable for all A ∈ B(Γ∗). Such
a map is said to be a solution of the Fokker-Planck equation for our model if, for each
F ∈ D(L) and any t2 > t1 ≥ s, the following holds

µt2(F ) = µt1(F ) +

∫ t2

t1

µu(LF )du. (3.18)

Remark 3.5. In view of the integral form of (3.18), its solutions are often called weak.
We do not do this as the precise meaning of this notion is clear from the definition
above. By taking G ≡ 1 in (3.15) one comes to the following conclusion. Let {Ps,µ : s ≥
0, µ ∈ Pexp} be a solution as in Definition 3.3. Then, for each s and µ ∈ Pexp, the map
[s,+∞) 3 t 7→ Ps,µ ◦$−1

t solves (3.18) for all t2 > t1 ≥ s.
Below, by D[s,+∞)(Γ̆∗), s ≥ 0, we mean the space of cadlag maps [s,+∞) 3 t 7→ γt ∈ Γ̆∗,

where the latter is the space of single configurations, see (2.30). Now we formulate our
principal result.

Theorem 3.6. For the model defined in (1.2) satisfying (3.2) and (3.3), the following is
true:

(a) The restricted initial value martingale problem is well-posed in the sense of Defini-
tion 3.3.

(b) The stochastic process X related to the family

(D[s,+∞)(Γ∗),Fs,+∞, {Fs,t : t ≥ s}, {Ps,µ : µ ∈ Pexp})s≥0

is Markov. This means that, for all t > s and B ∈ Ft,+∞, the following holds

Prob(X ∈ B) = Ps,µ(B|Fs,t) = Ps,µ(B|Ft), Ps,µ − almost surely.

Here Ft is the smallest σ-field of subsets of D[s,+∞) that contains all $−1
t (A),

A ∈ B(Γ).
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(c) The aforementioned process has the property

Prob
(
X ∈ DR+

(Γ̆∗)
)

= 1.

The proof of claim (a) of this statement is the main concern of the rest of the paper.
It will be done in the following two steps. First we prove that the restricted initial
value martingale problem as in Definition 3.3 has at most one solution. Thereafter, we
construct a solution by ‘superposing’ (cf. [32]) the collection of measures constructed in
[4].

3.3 Strategy of the proof and some comments

Our approach is essentially based on the Fokker-Planck equation (1.3), (3.18) for
which a solution, t→ µt ∈ Pexp, µ0 ∈ Pexp was constructed in [4]. In Sect. 6, we introduce
approximating models by modifying the jump kernel in such the way that allows one to
solve the Fokker-Planck equation directly by constructing stochastic semigroups in a
Banach space of signed measures, with the possibility to take Dirac measures δγ , γ ∈ Γ∗,
as the initial conditions. This allows in turn for introducing finite-dimensional marginals
of the presumed law of the processes corresponding to these approximating models
by means of the transition functions obtained in that way. Then we prove that these
marginals satisfy a Chentsov-like condition (see [15, Theorem 3.8.8, page 139]) – the
same for all approximating models. Here we employ the complete metric of Γ∗, see
(2.24). This yields the existence of cadlag versions of the approximating processes and
is used in Sect. 7 to prove that their distributions have accumulating points – possible
distributions of the process in question. Then we prove that such accumulation points
solve the martingale problem in the sense of Definition 3.3. To prove uniqueness we
again use the Fokker-Planck equation and the construction made in [4]. At this stage
– realized in Sect. 5 – we show that this equation has a unique solution, which implies
that the mentioned accumulation points have coinciding one-dimensional marginals. A
classical result (see [15, claim (a) of Theorem 4.4.2, page 184]) is that one would have
uniqueness if the one-dimensional marginals were equal for all initial µ ∈ P(Γ∗). Since
we have such an equality only for µ from a subset of P(Γ∗), we turn to the restricted
version of the martingale problem [13, Chapter 5]. A crucial element of this version is
Lemma 5.1 that states that a solution of the Fokker-Planck equation with µ0 ∈ Pexp is
also in Pexp, and its type satisfies κt ≤ κT for t ≤ T , where κT depends on T and κ0 only.
The proof of Lemma 5.1 is the most technical element of this part, based on a number
of combinatorial results (see also Appendix). By means of Lemma 5.1 we then prove
(Theorem 5.2) that (1.3) with µ0 ∈ Pexp has a unique solution coinciding with the map
t→ µt constructed in [4]. This finally yields the uniqueness of the solution.

4 The Evolution of States on Γ∗

As mentioned above, in the proof of Theorem 3.6 we essentially use the construction
of the family of measures {µt}t≥0 ⊂ Pexp performed in [4]. Notably, in this construction,
there was used the space of single configurations Γ̆∗, which for measures from Pexp

makes no difference, see Remark 2.11. Thus, we begin by describing this family in a way
adapted to the present context.

4.1 Spaces of functions on Γ0

By (2.19) it follows that each measurable F satisfying |F (γ)| ≤ C exp(βΨ(γ)) for some
positive β and C is µ-absolutely integrable for each µ ∈ Pexp. This obviously relates
to F = KG with G ∈ Bbs, see Remark 2.2. For a and φ as in (3.2) and G ∈ Bbs, let us
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consider

(L̂G)(η) =
∑
ξ⊂η

∑
x∈ξ

∫
Rd
a(x− y)e(τy; ξ)e(ty; η \ ξ) [G(ξ \ x ∪ y)−G(ξ)] dy, (4.1)

τy(x) := e−φ(x−y), ty(x) := τy(x)− 1, x, y ∈ Rd.

In (4.1), the sums are finite and the integral is convergent in view of the integrability of
the jump kernel a. It turns out that

LKG = KL̂G,

holding for all G ∈ Bbs, see [16, Corollary 4.3 and eq. (4.7)]. By (2.5) this yields

µ(LKG) = 〈〈kµ, L̂G〉〉, (4.2)

which by (2.9) points to the possibility to extend L̂ from Bbs to integrable functions. For
a given ϑ ∈ R, let Gϑ stand for the weighted L1-space equipped with the norm

|G|ϑ =

∫
Γ0

|G(η)| exp (ϑ|η|)λ(dη) (4.3)

= |G(∅)|+
∞∑
n=1

eϑn

n!

∫
(Rd)n

|G(n)(x1, . . . , xn)|dx1 · · · dxn.

In fact, we have a descending scale {Gϑ : ϑ ∈ R} such that

Gϑ′ ↪→ Gϑ, ϑ′ > ϑ, (4.4)

where by ↪→ we mean continuous embedding. For a given ϑ ∈ R and G ∈ Bbs, let us
estimate |L̂G|ϑ. By means of [16, Lemma 2.3], see also [4, Lemma 3.1], by (3.2) we get

|L̂G|ϑ ≤
∫

Γ0

eϑ|η|
(∑
ξ⊂η

∑
x∈η\ξ

∫
Rd
a(x− y) (|G(η \ ξ \ x ∪ y)|

+ |G(η \ ξ)|) e(|ty|; ξ)dy
)
λ(dη)

=

∫
Γ0

(∫
Rd
eϑ|η|

∑
x∈η

a(x− y) (|G(η \ x ∪ y)|+ |G(η)|)

×
(∫

Γ0

e(eϑ|ty|; ξ)λ(dξ)

)
dy

)
λ(dη)

≤ 2 exp
(
eϑ〈φ〉

) ∫
Γ0

eϑ|η||η||G(η)|λ(dη).

To estimate the last line in the latter formula we use the inequality xe−αx ≤ 1/eα, both
x, α positive, and the fact that Bbs ⊂ Gϑ′ for each ϑ′ > ϑ. Thereafter, we obtain

|L̂G|ϑ ≤
2

e(ϑ′ − ϑ)
exp

(
eϑ〈φ〉

)
|G|ϑ′ . (4.5)

Below by means of this estimate we extend L̂ to operators acting in the scale {Gϑ}ϑ∈R,
cf. (4.4).
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Along with Gϑ we introduce the following Banach spaces. For symmetric k(n) ∈
L∞((Rd)n), n ∈ N, let k be defined by k(n) as in (2.2), that includes also some constant
k(∅) = k(0). Such k constitute a real linear space and can be considered as essentially
bounded functions k : Γ0 → R. Note that the correlation functions kµ, cf. (2.9), are such
functions. Then for ϑ ∈ R, we define

‖k‖ϑ = sup
n≥0

(
‖k(n)‖L∞((Rd)n)e

−ϑn
)

= ess sup
η∈Γ0

(
|k(η)| exp (−ϑ|η|)

)
.

The linear space Kϑ equipped with this norm is the Banach space in question. Clearly, cf.
(4.4),

Kϑ ↪→ Kϑ′ , for ϑ < ϑ′. (4.6)

Note that Kϑ is the topological dual to Gϑ as the value of k on G is given by the formula

〈〈k,G〉〉 =

∫
Γ0

k(η)G(η)λ(dη).

Let us now define L∆ by the condition, cf. (4.2),

〈〈L∆kµ, G〉〉 = 〈〈kµ, L̂G〉〉. (4.7)

By (4.1) it is obtained in the following form, see [4, eqs. (2.21), (2.22)],

(L∆k)(η) =
∑
y∈η

∫
Rd
a(x− y)e(τy; η \ y ∪ x)(Wyk)(η \ y ∪ x)dx (4.8)

−
∑
x∈η

∫
Rd
a(x− y)e(τy; η)(Wyk)(η)dy,

where

(Wyk)(η) =

∫
Γ0

k(η ∪ ξ)e(ty; ξ)λ(dξ). (4.9)

Proceeding similarly as in obtaining (4.5), for all ϑ ∈ R and ϑ′ > ϑ, we get

‖L∆k‖ϑ′ ≤
2

e(ϑ′ − ϑ)
exp

(
eϑ〈φ〉

)
‖k‖ϑ, (4.10)

where we have taken into account that 〈a〉 = 1, see (3.2).

4.2 The evolution in spaces of functions on Γ0

By combining (4.2) with (4.7) we introduce the following versions of the Kolmogorov
equation (1.1)

d

dt
Gt = L̂Gt, Gt|t=0 = G0, (4.11)

d

dt
kt = L∆kt, kt|t=0 = k0, (4.12)

which we will solve in the scales {Gϑ : ϑ ∈ R} and {Kϑ : ϑ ∈ R}, respectively, see (4.4)
and (4.6).

Let us first consider (4.12). By (4.10) we see that L∆ maps each Kϑ in each Kϑ′ , cf.
(4.6), and the corresponding map is linear and bounded. Likewise, one can define the
linear maps (L∆)n : Kϑ → Kϑ′ , n ∈ N the norm of which can be estimated by means of
the inequality

‖(L∆)nk‖ϑ′ ≤
nn

(eT (ϑ′, ϑ))
n ‖k‖ϑ, (4.13)
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where, cf. [4, eq. (4.2)],

T (ϑ2, ϑ1) =
ϑ2 − ϑ1

2
exp

(
−〈φ〉eϑ2

)
, ϑ2 > ϑ1. (4.14)

It is known, see [4, eqs. (4.3), (4.4)] that

sup
ϑ′>ϑ

T (ϑ′, ϑ) =
δ(ϑ)

2
exp

(
− 1

δ(ϑ)

)
=: τ(ϑ), (4.15)

where δ(ϑ) is a unique solution of δeδ = e−ϑ/〈φ〉. The supremum in (4.15) is attained
at ϑ′ = ϑ+ δ(ϑ). Then the expression in (4.8), (4.9) can be used to define: (a) bounded
linear operators (L∆)nϑ′ϑ : Kϑ → Kϑ′ , n ∈ N the norm of which can be estimated by
means of (4.13); (b) unbounded linear operators L∆

ϑ′ with domains, cf. [4, eq. 3.19)],

DomL∆
ϑ′ = {k ∈ Kϑ′ : L∆k ∈ Kϑ′}..

Now we turn to (4.11). In a similar way, by means of (4.5) one defines: (a) bounded
linear operators (L̂)nϑϑ′ : Gϑ′ → Gϑ, n ∈ N, the norm of which satisfies

‖(L̂)nϑϑ′‖ = ‖(L∆)nϑ′ϑ‖, n ∈ N; (4.16)

(b) unbounded operators L̂ϑ with domains

DomL̂ϑ = {G ∈ Gϑ : L̂G ∈ Gϑ}..

It can be shown, see [4, Lemma 3.1], that, for each ϑ ∈ R and ϑ′ > ϑ, the following is
true

Kϑ ⊂ DomL∆
ϑ′ , Gϑ′ ⊂ DomL̂ϑ,

by which one readily obtains that, for all ϑ, ϑ′, ϑ′ > ϑ, the following holds

∀k ∈ Kϑ L∆
ϑ′ϑk = L∆

ϑ′k. (4.17)

Furthermore, up to the embedding (4.6) we have that

L∆
ϑ′ϑk = L∆

ϑ′′ϑk,

holding for all ϑ′′ ∈ (ϑ, ϑ′). By (4.13) the series

Qϑ′ϑ(t) = 1 +

∞∑
n=1

tn

n!
(L∆)nϑ′ϑ (4.18)

converges in the operator norm topology – uniformly on compact subsets of [0, T (ϑ′ϑ)) –
to a bounded linear operator

Qϑ′ϑ(t) : Kϑ → DomL∆
ϑ′ ⊂ Kϑ′ ,

the norm of which satisfies

‖Qϑ′ϑ(t)‖ ≤ T (ϑ′, ϑ)

T (ϑ′, ϑ)− t
. (4.19)

Moreover, the map [0, T (ϑ′, ϑ)) 3 t 7→ Qϑ′ϑ(t) is differentiable and the following holds

d

dt
Qϑ′ϑ(t) = L∆

ϑ′Qϑ′ϑ(t) = L∆
ϑ′ϑ′′Qϑ′′ϑ(t) = Qϑ′ϑ′′(t)L

∆
ϑ′′ϑ, (4.20)

with an arbitrary ϑ′′ ∈ (ϑ, ϑ′) provided t satisfies t < T (ϑ′′, ϑ) and t < T (ϑ′, ϑ′′) in the
latter two terms, respectively, cf. (4.19). By (4.20) one readily obtains that the Cauchy
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problem in (4.12) with k0 ∈ Kϑ has a unique classical solution in Kϑ′ , on the time interval
[0, T (ϑ′, ϑ)), cf. [4, Lemma 4.1]. It is

kt = Qϑ′ϑ(t)k0. (4.21)

In a similar way, one shows that the Cauchy problem in (4.11) has a unique classical
solution in Gϑ, on the time interval [0, T (ϑ′, ϑ)), given by the formula

Gt = Hϑϑ′(t)G0 =:

(
1 +

∞∑
n=1

tn

n!
(L̂)nϑϑ′

)
G0, G0 ∈ Gϑ′ . (4.22)

By construction these solutions of (4.12) and (4.11) satisfy

〈〈kt, G0〉〉 = 〈〈k0, Gt〉〉, t < T (ϑ′, ϑ). (4.23)

4.3 The evolution of states

A priori, the solution given in (4.21) need not be the correlation function for any
measure. Moreover, it may not even be positive, cf. (2.9). To check whether a given
k : Γ0 → R+ is the correlation function of a certain µ ∈ Pexp we introduce the following
set

B?bs = {G ∈ Bbs :
∑
ξ⊂η

G(ξ) ≥ 0, for all η ∈ Γ0}. (4.24)

Note that some of its members can take also negative values. By [21, Theorems 6.1 and
6.2 and Remark 6.3] one proves the following statement.

Proposition 4.1. Let a measurable function, k : Γ0 → R, have the following properties:

(a) 〈〈k,G〉〉 ≥ 0 for all G ∈ B?bs, see (4.24);

(b) k(∅) = 1;

(c) k(η) ≤ κ|η| for some κ > 0, cf. (2.9).

Then k is the correlation function for a unique µ ∈ Pexp.

Recall that the least κ as in item (c) above is the type of µ of which k is then the
correlation function. Set

Pϑexp = {µ ∈ Pexp : µ is of type ≤ eϑ}. (4.25)

Let K? be the set of all k : Γ0 → R that possess the properties listed in Proposition
4.1. In [4, Theorem 3.3], it was shown that kt as in (4.21) belongs to K? whenever k0 is
the correlation function of a certain µ ∈ Pexp. In the context of the present study, the
relevant results of [4] can be formulated as follows.

Proposition 4.2. Given ϑ0 ∈ R, let µ be an arbitrary element of Pϑ0
exp. For this ϑ0, set

ϑt = ϑ0 + t, t ≥ 0. Then there exists a unique map, [0,+∞) 3 t 7→ kt ∈ K?, such that
k0 = kµ and the following holds:

(a) for each t > 0,
0 ≤ kt(η) ≤ eϑt|η|, η ∈ Γ0,

by which kt ∈ Kϑt .
(b) For each T > 0 and t ∈ [0, T ), the map t 7→ kt ∈ Kϑt ⊂ DomL∆

ϑT
is continuous on

[0, T ) and continuously differentiable on (0, T ) in KϑT and the following holds:

d

dt
kt = L∆

ϑT kt. (4.26)
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5 The Uniqueness

In this section, we prove that the restricted initial value martingale problem has
at most one solution. To this end we use the properties of D(L) stated in Proposition
3.2. In view of Remark 3.5, see also Lemma 5.4 below, the proof of the uniqueness in
question amounts to proving that, for each µ ∈ Pexp, the Fokker-Planck equation (3.18)
has at most one solution µt ∈ Pexp satisfying µ0 = µ. The main tool for this is based
on controlling the type of µt by a method based on the use of the concrete form of the
elements of D(L), see Definition 3.1.

5.1 Solving the Fokker-Planck equation

We begin by pointing out that in Definition 3.4 we do not assume that µt ∈ Pexp for
t > 0. Recall that (KG)(γ) =

∑
ξbγ G(ξ), see (2.4).

Lemma 5.1. Let [0,+∞) 3 t 7→ µt ∈ P(Γ∗) be a solution of (3.18) with all F belonging
to the linear span of F̂ and a given µ0 ∈ Pϑ0

exp. Then, for each T > 0, there exists ϑT ∈ R
such that, for all t ∈ [0, T ], µt ∈ Pϑtexp with some ϑt < ϑT .

Note that here we assume that only the initial state µ0 belongs to Pexp. Also, we
assume that µt solves (3.18) with F belonging only to a subset of D(L). It turns out that
this is enough to solve it for all D(L), and even more. Set

F =

{
F ∈ Bb(Γ∗) : F = KG, G ∈

⋂
ϑ∈R

Gϑ

}
, (5.1)

where K is defined in (2.4) and G is supposed to be such that |G|ϑ is finite for all ϑ, see
(4.3). Let us show that D(L) ⊂ F . Since K is linear, this will follow from the fact that

F̃ ∪ F̂ ⊂ F . (5.2)

By (2.36) we have

F̃ θτ (γ) =
∏
x∈γ

(1 + θ(x))e−τψ(x) =
∑
η⊂γ

e(θτ ; η) =: (KG̃θτ )(γ), (5.3)

θτ (x) := θ(x)e−τψ(x) + ψτ (x), ψτ (x) = −1 + e−τψ(x).

Clearly, θτ ∈ L1(Rd) for each τ ≥ 0 and θ ∈ Θψ, cf. Definition 3.1. Then G̃θτ = e(θτ ; ·) ∈ Gϑ
for any ϑ ∈ R, which yields F̃ ⊂ F .

In the case of F given in (2.42), (2.43), we write

F̂ θ1,...,θmτ (γ) =
∑
ξ⊂γ

gm(ξ)
∏
x∈γ\ξ

(1 + ψτ (x)) (5.4)

=
∑
η⊂γ

∑
ξ⊂η

gm(ξ)e(ψτ ; η \ ξ)

 =:
∑
η⊂γ

Ĝθ1,...,θmτ (η),

where ψτ (x) is as in (5.3) and

gm(ξ) =


∑
σ∈Sm θ1(xσ(1)) · · · θm(xσ(m)), if ξ = {x1, . . . , xm};

0 otherwise.

Let us estimate Ĝθ1,...,θmτ with θ1, . . . , θm ∈ Θ+
ψ . For τ ∈ (0, 1], we have |ψτ (x)| ≤ ψ(x),

and hence ∣∣∣Ĝθ1,...,θmτ (η)
∣∣∣ ≤∑

ξ⊂η

gm(ξ)e(ψ; η \ ξ). (5.5)
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At the same time, for each η ∈ Γ0, it follows that

Ĝθ1,...,θmτ (η)→ gm(η), τ → 0+. (5.6)

By (5.5) let us show that Ĝθ1,...,θmτ belongs to Gϑ, ϑ ∈ R Indeed, by (4.3) we have

|Ĝθ1,...,θmτ |ϑ =

∫
Γ0

|Ĝθ1,...,θmτ (η)|eϑ|η|λ(dη) (5.7)

≤
∫

Γ0

∫
Γ0

eϑ|ξ|gm(ξ)eϑ|η|e(ψ; η)λ(dξ)λ(dη)

≤ emϑ〈θ1〉 · · · 〈θm〉 exp
(
eϑ〈ψ〉

)
=: δθ1,...,θmm (ϑ),

where 〈ψ〉, 〈θi〉, i = 1, . . . ,m are the corresponding L1-norms, cf. (2.16). This completes
the proof of (5.2).

Lemma 5.1 is proved below. Now assuming that its claim holds true, we prove the
next statement – one of the two basic tools of proving Theorem 3.6.

Theorem 5.2. For each µ0 ∈ Pexp, the solution of the Fokker-Planck equation in the
sense of Definition 3.4 exists and is unique.

Proof. We begin by showing that (3.18) has a solution. Take G = Ĝθ1,...,θmτ and let kt be
as in Proposition 4.2 with k0 being the correlation function of the initial state µ0. Since
kt is in K?, by Proposition 4.1 it determines a unique µt ∈ Pϑtexp, see (4.25), for which

µt(F ) = µt(KG) = 〈〈kt, G〉〉, t ≥ 0, (5.8)

holding for all F ∈ F̂ . By claim (a) of Proposition 4.2 and (5.1), (5.2) the integral in the
right-hand side of (5.8) is absolutely convergent for each t ≥ 0. Moreover, by claim (b) of
Proposition 4.2 we have that

kt2 − kt1 =

∫ t2

t1

L∆
ϑT kudu

holding for all t2 > t1 ≥ 0 and T > t2. We multiply both parts of the latter equality
by an arbitrary G ∈ ∩ϑ∈RGϑ – also corresponding to F ∈ F – and then integrate with
respect to λ. By claim (b) of Proposition 4.2 this integration and that over [t1, t2] can be
interchanged, that implies

µt2(F )− µt1(F ) =

∫ t2

t1

〈〈L∆
ϑT ku, G〉〉du =

∫ t2

t1

〈〈ku, L̂G〉〉du =

∫ t2

t1

µu(LF )du, (5.9)

where we have used (4.2), (4.7) and the fact that G ∈ ∩ϑ∈RGϑ. This yields (3.18). By (5.2)
we then get that µt corresponding to kt is a solution.

Assume now that there exists another solution, say {µ̃t}t≥0 ⊂ P(Γ∗), such that

µ̃0 = µ0. By Lemma 5.1 we have that µ̃t ∈ P ϑ̃texp and ϑ̃t ∈ (ϑ0, ϑ̃T ) for some ϑ̃T and all

t ≤ T . This means that the corresponding correlation functions, k̃t, t ≤ T belong to Kϑ̃t .
Then the vector qu = L∆

ϑ̃T
k̃u = L∆

ϑ̃T ϑ̃u
k̃u, see (4.17), lies in Kϑ̃T , and hence in Kϑ̃T+ε for

each ε > 0, see (4.6). Then, for a fixed ε, by (4.13) and (2.9) we have

‖qu‖ϑ̃T+ε ≤ C(T, ε)eϑ̃T , u ∈ [0, t], (5.10)
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with C(T, ε) = 1/eT (ϑ̃T + ε, ϑ̃T ), see (4.14). Let us prove that the following holds

∀G ∈
⋂
ϑ∈R

Gϑ 〈〈k̃t − k0, G〉〉 =

∫ t

0

〈〈qu, G〉〉du. (5.11)

A priori, the equality in (5.11) holds for only for G corresponding to F ∈ D(L), that
includes G = Ĝθ1,...,θmτ , see (5.4). For τ ∈ (0, 1], by (5.7) and (5.10) we then have∣∣∣〈〈k̃t − k0, Ĝ

θ1,...,θm
τ 〉〉

∣∣∣ ≤ 〈〈∣∣∣k̃t − k0

∣∣∣ , ∣∣∣Ĝθ1,...,θmτ

∣∣∣〉〉 ≤ 2eϑ̃T δθ1,...,θmm (ϑ̃T + ε),∣∣∣∣∫ t

0

〈〈qu, Ĝθ1,...,θmτ 〉〉du
∣∣∣∣ ≤ ∫ t

0

〈〈|qu| ,
∣∣∣Ĝθ1,...,θmτ

∣∣∣〉〉du ≤ tC(T, ε)eϑ̃T δθ1,...,θmm (ϑ̃T + ε).

Now we write (5.11) for G = Ĝθ1,...,θmτ and pass to the limit τ → 0+. By the dominated
convergence theorem and (5.6) we then obtain∫

(Rd)m

[
k̃

(m)
t (x1, . . . , xm)− k(m)

0 (x1, . . . , xm)
]
θ1(x1) · · · θm(xm)dx1 · · · dxm(5.12)

=

∫ t

0

(∫
(Rd)m

q(m)
u (x1, . . . , xm)θ1(x1) · · · θm(xm)dx1 · · · dxm

)
du,

that holds for all m ∈ N and θ1, . . . , θm ∈ Θ+
ψ , see (2.32). For a fixed m ∈ N, the set of

functions (x1, . . . , xm) 7→ θ1(x1) · · · θm(xm) with θ1 . . . , θm ∈ Θ+
ψ is closed with respect to

the pointwise multiplication and separates points of (Rd)m. Such functions vanish at
infinity and are everywhere positive. Then by the corresponding version of the Stone-
Weierstrass theorem [10] the linear span of this set is dense (in the supremum norm)
in the algebra C0((Rd)m) of all continuous functions that vanish at infinity. At the same
time, C0((Rd)m) ∩ L1((Rd)m) is dense in L1((Rd)m). For its subset Ccs((R

d)m) has this
property. This allows us to extend the equality in (5.12) to the following∫

(Rd)m

[
k̃

(m)
t (x1, . . . , xm)− k(m)

0 (x1, . . . , xm)
]
G(m)(x1, . . . , xm)dx1 · · · dxm

=

∫ t

0

(∫
(Rd)m

q(m)
u (x1, . . . , xm)G(m)(x1, . . . , xm)dx1 · · · dxm

)
du,

holding for all G(m) ∈ L1((Rd)m). Then the passage from this equality to that in (5.11)
follows by the fact that G belongs to each Gϑ, ϑ ∈ R.

By (4.7) the equality in (5.11) yields

〈〈k̃t, G〉〉 = 〈〈k0, G〉〉+

∫ t

0

〈〈k̃u, L̂ϑ̃tϑ0
G〉〉du, (5.13)

in which L̂ϑ̃tϑ0
G =: G1 ∈ ∩ϑ∈RGϑ. In view of (5.11), we can repeat (5.13) with G1 instead

of G, and repeat this procedure again by employing the same arguments. After repeating
n times we arrive at

〈〈k̃t, G〉〉 = 〈〈k0, G〉〉+ t〈〈k0, L̂ϑ̃tϑG〉〉+
t2

2
〈〈k0, (L̂ϑ̃tϑ)2G〉〉

+ · · ·+ tn−1

(n− 1)!
〈〈k0, (L̂ϑ̃tϑ)n−1G〉〉+

∫ t

0

∫ t1

0

· · ·
∫ tn−1

0

〈〈k̃tn , (L̂ϑ̃tϑ)nG〉〉dt1 · · · dtn.
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Assume now that ϑ̃T > ϑ0 + T , see Proposition 4.2, that is clearly possible by (4.6). Then
we write down the same formula – in the same spaces – for kt considered in (5.8), i.e.,
described in Proposition 4.2. This yields

〈〈k̃t − kt, G〉〉 =

∫ t

0

∫ t1

0

· · ·
∫ tn−1

0

〈〈k̃tn − ktn , (L̂ϑ̃tϑ)nG〉〉dt1 · · · dtn.

Now we take ϑ = ϑ̃t + δ(ϑ̃t), see (4.15). Then by (4.13), (4.16) and (4.15) we have from
the latter ∣∣∣〈〈k̃t − kt, G〉〉∣∣∣ ≤ nn

n!en

(
t

τ(ϑ̃t)

)n
|G|ϑ sup

u∈[0,t]

(
‖k̃u‖ϑ̃t + ‖ku‖ϑ̃t

)
. (5.14)

Note that here τ(ϑ̃t) ≥ τ(ϑ̃T ). Then for t < τ(ϑ̃T ), the right-hand side of (5.14) can be
made as small as one wants by taking big enough n. Since G ∈ Gϑ is arbitrary, this yields
k̃t = kt for all such t. The latter implies µ̃t = µt, see Proposition 4.2. The continuation
to bigger values of t is made by repeating the same procedure. The proof that these
continuations cover the whole R+ can be done similarly as in the proof of Theorem 3.3
[4].

Corollary 5.3. Let t 7→ µt satisfy the assumptions of Lemma 5.1. Then it solves (3.18)
with all F = KG with G ∈ ∩ϑ∈RGϑ, also for unbounded ones.

Proof. By Lemma 5.1 a solution µt is in PϑTexp for t ≤ T . Let kt be its correlation function,

which satisfies the equality in (5.11) with G = Ĝθ1,...,θmτ . As we have shown in the proof
of Theorem 5.2 it satisfies this equality for all G such that F = KG with G ∈ ∩ϑGϑ, see
(5.11). This yields the proof.

5.2 Further properties of the solutions

In this subsection, we prepare proving Lemma 5.1. Our ultimate goal here is to
estimate the integrals of the solutions of (3.18) taken with the functions

F θm(γ) =
∑
x1∈γ

θ(x1)
∑

x2∈γ\x1

θ(x2) · · ·
∑

xm∈γ\{x1,...,xm−1}

θ(xm), θ ∈ Θ+
ψ , (5.15)

which can be obtained from the functions defined in (2.42) by setting θ1 = · · · = θm = θ

and τ = 0. Note that F θm is unbounded, but integrable for each µ ∈ Pexp, as it follows
from the formula, see (2.7),

µ(F θm) =

∫
Rd
k(m)
µ (x1, . . . , xm)θ(x1) · · · θ(xm)dx1 · · · dxm. (5.16)

Then by estimating µt(F θm) we will prove the mentioned lemma.
To simplify notations by Φmτ we denote a particular case of the function defined in

(2.42), corresponding to the choice θ1 = · · · = θm = θ ∈ Θ+
ψ with c̄θ = 1, see (2.34).

Namely, for θ ∈ Θ+
ψ , we set, cf. also (5.15),

Φmτ (γ) =
∑
x1∈γ

θ(x1)
∑

x2∈γ\x1

θ(x2) · · ·
∑

xm∈γ\{x1,...,xm−1}

θ(xm)F̃ 0
τ (γ \ {x1, . . . , xm}), (5.17)

and consider such functions with τ ∈ (0, 1]. Note that the function defined in (3.13) is a
particular case of Φmτ (γ) corresponding to the choice θ = ψ. Then by (3.12) we obtain

|LΦmτ (γ)| ≤ mΦm,θ
1

τ (γ) + τcaF̂
m+1
τ (γ) =: Φmτ,1(γ). (5.18)
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Here θ1 = a ∗ θ + θ, see (3.8), and

Φm,θ
′

τ = F̂ θ
′,θ2,...,θm

τ , θ2 = · · · = θm = θ. (5.19)

Note that Φmτ,1 is a linear combination of the elements of F̂ , see (3.4). Hence, any solution
of (3.18) should satisfy it also with this function. Let us then estimate LΦmτ,1. Proceeding
as in (3.5) we obtain

∇y,xΦmτ,1(γ) = m[θ1(y)− θ1(x)]Φm−1
τ (γ \ x) +m(m− 1)[θ(y)− θ(x)]Φm−1,θ1

τ (γ \ x)

+m
[
e−τψ(y) − e−τψ(x)

]
Φm,θ

1

τ (γ \ x) + (m+ 1)τca[ψ(y)− ψ(x)]F̂mτ (γ \ x)

+τca

[
e−τψ(y) − e−τψ(x)

]
F̂m+1
τ (γ \ x).

Now to estimate LΦmτ,1 we perform the same calculations as in passing to the second
line in the right-hand side of (3.12), see (3.10), (3.11). In addition, the third term in
the right-hand side of the latter is estimated by employing θ(x) ≤ ψ(x), cf. (2.34), and
θ1(x) ≤ caψ(x), cf. (3.8). This yields

m
∣∣∣e−τψ(y) − e−τψ(x)

∣∣∣Φm,θ1τ (γ \ x) ≤ mτca|ψ(y)− ψ(x)|F̂mτ (γ \ x),

see also (3.13). Thereafter, we obtain∣∣LΦmτ,1(γ)
∣∣ ≤ mΦm,θ

2

τ (γ) +m(m− 1)Φm,θ
1,θ1

τ (γ) (5.20)

+ (2m+ 1)τc2aF̂
m+1
τ (γ) + τ2c2aF̂

m+2
τ (γ)

=: Φmτ,2(γ).

Here and below we denote θ0 = θ and

θk = a ∗ θk−1 + θk−1, k = 2, 3, . . . , (5.21)

Φm,θ
2

τ is obtained according to (5.19), and

Φm,θ
′,θ′′

τ = F̂ θ
′,θ′′,θ3,...,θm

τ , θ3 = · · · = θm = θ.

Note that by (3.8) we have θk(x) ≤ ckaψ(x) (recall that c̄θ = 1).
To proceed further we introduce the following notations. For m ∈ N and n ∈ N0, by

Cm,n we denote the set of all sequences c = {ck}k∈N0 ⊂ N0 such that the following holds:

c0 + c1 + · · ·+ ck + · · · = m, c1 + 2c2 + · · ·+ kck + · · · = n. (5.22)

Since all ck are nonnegative integers, for c ∈ Cm,n by (5.22) we have that cn+j = 0 for all
j ≥ 1, cn ≤ 1, and cj = 0 for all j = 1, 2, . . . , n−1 whenever cn = 1. For example, Cm,0 and
Cm,1 are singletons, consisting of c = (m, 0, 0 . . . ) and c = (m − 1, 1, 0 . . . ), respectively.
Cm,2 consists of c = (m − 1, 0, 1, 0, . . . , ) and c = (m − 2, 2, 0, . . . ). For c ∈ Cm,n, τ ∈ (0, 1]

and γ ∈ Γ∗, we set
Vτ (c; γ) = F̂ θ

q1 ,...,θqm
τ (γ), (5.23)

where c0 members of the family {θq1 , . . . , θqm} are equal to θ0 = θ, c1 of them are
equal to θ1, etc. In particular, Φm,θ

2

τ and Φm,θ
1,θ1

τ can be written as in (5.23) with
c = (m − 1, 0, 1, 0, . . . , ) and c = (m − 2, 2, 0, . . . ), respectively. In Appendix below, we
prove the following estimates

∀γ ∈ Γ∗
∣∣LΦmτ,n−1(γ)

∣∣ ≤ Φmτ,n(γ), n ∈ N, (5.24)
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holding with Φmτ,n given by the following formula

Φmτ,n(γ) =
∑

c∈Cm,n

Cm,n(c)Vτ (c; γ) + cna

m∑
k=1

τkwk(m,n)F̂m+k
τ (γ), (5.25)

Cm,n(c) =
m!n!

c0!c1! · · · ck! · · · (0!)c0(1!)c1 · · · (k!)ck · · ·
.

We also prove that ∑
c∈Cm,n

Cm,n(c) = mn. (5.26)

The coefficients in the second summand of the first line in (5.25) are subject to the
following recurrence relations

w1(m,n+ 1) = mn + (m+ 1)w1(m,n), (5.27)

wk(m,n+ 1) = wk−1(m,n) + (m+ k)wk(m,n), k = 2, . . . n,

wn+1(m,n+ 1) = wn(m,n) = 1,

that can be deduced in the same way as we obtained the estimate in (5.20). In the first
line of (5.27) we take into account also (5.26). The initial condition w1(m, 1) = 1 can
easily be derived from (5.18). Then iterating back to n = 1 in the first line of (5.27)
yields w1(m,n) = (m+ 1)n −mn. It turns out that the complete solution of (5.27) has the
following simple form

wk(m,n) = ∆kmn =
1

k!

k∑
s=0

(
k

s

)
(−1)k−s(m+ s)n, (5.28)

where ∆ is the forward difference operator – a standard combinatorial object. Note that
the right-hand side of (5.28) makes sense for all k ∈ N0: w0(m,n) = mn, wk(m,n) = 0

for all k > n.

In view of (5.23) and Proposition 2.15, all the terms of the linear combination in
the first line in (5.25) are continuous bounded functions of γ. Hence, the same is Φmτ,n.
However, its bound may depend on n, and our aim now is to control this dependence.
For ρ > 0, set

Υmτ,ρ(γ) =

+∞∑
n=0

ρn

n!
Φmτ,n(γ), τ ∈ (0, 1]. (5.29)

To get an upper bound for Υmτ,ρ we estimate each θq in the first line of (5.25) as θq ≤ cqaψ,
q ≥ 0, see (5.21), which by (5.23) and (5.22) yields

Vτ (c; γ) ≤ cq1+···+qm
a F̂mτ (γ) = cna F̂

m
τ (γ),

where we have taken into account that q1 + · · ·+ qm = c1 + 2c2 + · · ·+ kck + · · · = n. In
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view of (5.26), this leads to the following

Υmτ,ρ(γ) ≤
+∞∑
n=0

(caρ)n

n!

n∑
k=0

τkwk(m,n)F̂m+k
τ (γ) (5.30)

=

+∞∑
k=0

τk

(
+∞∑
n=k

(caρ)n

n!
wk(m,n)

)
F̂m+k
τ (γ)

=

+∞∑
k=0

τk

(
+∞∑
n=0

(caρ)n

n!
wk(m,n)

)
F̂m+k
τ (γ)

=

+∞∑
k=0

τk

k!

k∑
s=0

(
k

s

)
(−1)k−s

(
+∞∑
n=0

(caρ(m+ s))n

n!

)
F̂m+k
τ (γ)

= ecaρm
+∞∑
k=0

τk

k!
(ecaρ − 1)

k
F̂m+k
τ (γ).

Here we used the fact that ∆kmn = 0 for k > n, see (5.28). To proceed further we use
Proposition 2.15 and (3.13) and then obtain

F̂m+k
τ (γ) ≤ eτ(m+k)Ψm+k

0 (γ) exp (−τΨ0(γ)) ,

which in turn yields in the last line of (5.30) the following estimate

Υmτ,ρ(γ) ≤ em(caρ+τ)Ψm
0 (γ) exp

(
− τΨ0(γ) [1− eτ (ecaρ − 1)]

)
≤ em(caρ+τ)Ψm

0 (γ) exp (−τεΨ0(γ))

≤
( m

eτε

)m
(e+ 1− ε)m =: δm(τ),

holding for some fixed ε ∈ (0, 1) and all

ρ ≤ ρε :=
1

ca
[log(1 + e− ε)− 1] . (5.31)

By (5.29) this yields the estimate in question in the following form

Φmτ,n(γ) ≤ n!

ρnε
δm(τ), τ ∈ (0, 1]. (5.32)

5.3 Proof of Lemma 5.1

According to Definition 3.1 and (5.17), we have that Φmτ lies in the linear span of F̂
for each τ > 0 and m ∈ N. If {µt}t≥0 ⊂ P(Γ∗) solves (3.18), then

µt(Φ
m
τ ) = µ0(Φmτ ) +

∫ t

0

µu(LΦmτ )du ≤ µ0(Φmτ ) +

∫ t

0

µu(Φmτ,1)du, (5.33)

where we have used (5.18). Since Φmτ,1 is a linear combination of the elements of F̂ , we
can repeat (5.33) with this function and obtain

µt(Φ
m
τ,1) ≤ µ0(Φmτ,1) +

∫ t

0

µu(Φmτ,2)du,
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which then can be used in (5.33). In view of (5.24), we can repeat this procedure due
times and thereby get the following estimate

µt(Φ
m
τ ) ≤

n−1∑
k=0

tk

k!
µ0(Φmτ,k) +

∫ t

0

∫ t1

0

· · ·
∫ tn−1

0

µtn(Φmτ,n)dtndtn−1 · · · dt1 (5.34)

≤
n−1∑
k=0

tk

k!
µ0(Φmτ,k) +

(
t

ρε

)n
δm(τ),

where we have used (5.32) and the fact that µt is a probability measure. For t < ρε, the
last summand in the right-hand side of (5.34) vanishes as n→ +∞. Hence,

µt(Φ
m
τ ) ≤

+∞∑
n=0

tn

n!
µ0(Φmτ,n), t < ρε, τ ∈ (0, 1]. (5.35)

By (2.42) and (5.23) it follows that the element of F̂ in the first summand in the first line
in (5.25) satisfies

Vτ (c; γ) ≤ V0(c; γ) :=
∑
x1∈γ

θq1(x1)
∑

x2∈γ\x1

θq2(x2) · · ·
∑

xm∈γ\{x1,...,xm−1}

θqm(xm), θ ∈ Θ+
ψ .

V0(c; ·) is an unbounded function, which, however, is µ0-integrable. Let κ0 be the type of
µ0. As in Remark 2.5, we then have

µ0(Vτ (c; ·)) ≤ πκ0
(V0(c; ·)) = κm0 〈θq1〉 · · · 〈θqm〉 = 2n (κ0〈θ〉)m , (5.36)

where

〈θqj 〉 :=

∫
Rd
θqj (x)dx = 2qj

∫
Rd
θ(x)dx = 2qj 〈θ〉,

see (5.21) and (3.2). Here we have taken into account that q1 + · · ·+ qm = n. By (3.13)
we have

F̂m+k
τ (γ) ≤

∑
x1∈γ

ψ(x1)
∑

x2∈γ\x1

ψ(x2) · · ·
∑

xm+k∈γ\{x1,...,xm+k−1}

ψ(xm+k).

Then similarly as in (5.36) we obtain

µ0(F̂m+k
τ ) ≤ (κ0〈ψ〉)m+k

. (5.37)

We use (5.36) and (5.37) in (5.25) and then in (5.35) and arrive at the following estimate

µt(Φ
m
τ ) ≤

(
e2tκ0〈θ〉

)m
+ (κ0〈ψ〉)m ecatm

∞∑
k=1

τk

k!
(κ0〈ψ〉)k

(
ecat − 1

)k
≤

(
e2tκ0〈θ〉

)m
+ τ (κ0〈ψ〉)m+1

ecatm
(
ecat − 1

)
exp

(
κ0〈ψ〉

(
ecat − 1

))
,

where we have applied the same approach as in obtaining (5.30) and the fact that τ ≤ 1.
Since, for each γ ∈ Γ∗ and an arbitrary sequence τn → 0, {F̃ 0

τn(γ)}n∈N is a nondegreasing
sequence, by (5.17) and Beppo Levi’s monotone convergence theorem we then get from
the latter that, cf. (5.16),

lim
τ→0

µt(Φ
m
τ ) = µt(F

θ
m) = 〈k(m)

µt , θ
⊗m〉 (5.38)

:=

∫
Rd
k(m)
µt (x1, . . . , xm)θ(x1) · · · θ(xm)dx1 · · · dxm

≤
(
e2tκ0〈θ〉

)m
,
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holding for all m ∈ N and t < ρε, see (5.31). Since θ ∈ Θ+
ψ , we have 〈θ〉 = ‖θ‖L1(Rd), and

the latter estimate can be rewritten in the form, cf. (2.8),

∀m ∈ N 〈k(m)
µt , θ

⊗m〉 ≤ (2etκ0)m‖θ‖mL1(Rd), θ ∈ Θ+
ψ . (5.39)

The set of functions Θ+
ψ defined in (2.32) is closed with respect to the pointwise multipli-

cation and separates points of Rd. Such functions vanish at infinity and are everywhere
positive. Then by the aforementioned version of the Stone-Weierstrass theorem [10]
the linear span of this set is dense (in the supremum norm) in the algebra C0(Rd) of all
continuous functions that vanish at infinity. At the same time, C0(Rd) ∩ L1(Rd) is dense

in L1(Rd). Therefore, by (5.39) the maps θ 7→ 〈k(m)
µt , θ

⊗m〉, m ∈ N can be extended to
homogeneous continuous monomials on L1(Rd). This yields the proof of the considered
statement for t < ρε, see Remark 2.4. Since ρε is independent of κ0, the continuation to
all t > 0 can be made by the repetition of the same arguments.

5.4 Proof of the uniqueness

By employing Lemma 5.1 and Corollary 5.3, see also Remark 3.5, we prove the
following statement.

Lemma 5.4. Assume that two solutions {P (i)
s,µ : s ≥ 0, µ ∈ Pexp}, i = 1, 2, see Definition

3.3, satisfy P 1
s,µ ◦$−1

t = P 2
s,µ ◦$−1

t for all t ≥ s, s ≥ 0 and µ ∈ Pexp. Then P 1
s,µ = P 2

s,µ for
all s and µ.

Proof. By Kolmogorov’s extension theorem it is enough to prove that all finite-dimensional
marginals of both path measures coincide. In view of claim (i) of Proposition 2.14, to
this end we have to show that the following holds

P 1
s,µ (Ft1 · · ·Ftn) = P 2

s,µ (Ft1 · · ·Ftn) , (5.40)

where Fti(γ) = F̃ θiτi ($ti(γ)), i = 1, . . . , n, see (3.4), ought to be taken with all possible
θi ∈ Θψ, τi > cθi and ti satisfying s ≤ t1 ≤ · · · ≤ tn. Assume that (5.40) holds with a given
n and prove its validity for n+ 1. Since Fti(γ) > 0, see (2.36), we may set

C−1 = P 1
s,µ (Ft1 · · ·Ftn) ,

and then define two path measures on (D[tn,+∞),Ftn,+∞)

Qi(B) = CP is,µ (Ft1 · · ·Ftn1B) , i = 1, 2.

Since both P i satisfy (3.16), we have also∫
D[tn,+∞)

H(γ)Qi(dγ) = 0, i = 1, 2.

Hence, both maps [tn,+∞) 3 t 7→ Qi ◦$−1
t =: µit ∈ P(Γ∗), i = 1, 2 solve

µiu2
(F ) = µiu1

(F ) +

∫ u2

u1

µiv(LF )dv, F ∈ D(L),

for all u2 > u1 ≥ tn, see Remark 3.5. By the inductive assumption and claim (iv) of
Proposition 3.2 it follows that µ1

tn = µ2
tn =: µ ∈ Pexp. By Lemma 5.1 we then conclude

that µit ∈ Pexp, i = 1, 2 for all t > tn. That is, both Qi satisfy all the three conditions
of Definition 3.3 and thus belong to solutions of the restricted initial value martingale
problem. Hence, µ1

t = µ2
t by the assumption of the lemma. In particular,

µ1
tn+1

(F̃ θn+1
τn+1

) = µ2
tn+1

(F̃ θn+1
τn+1

),

which completes the proof.
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Theorem 5.5. Let {P (i)
s,µ : s ≥ 0, µ ∈ Pexp}, i = 1, 2 be two solution of the restricted

initial value martingale problem in the sense of Definition 3.3. Then P (1)
s,µ = P

(2)
s,µ for all

s ≥ 0 and µ ∈ Pexp.

Proof. By Remark 3.5 both P
(i)
s,µ ◦ $t, t ≥ s solve (3.18), which by Theorem 5.2 yields

P
(1)
s,µ ◦$−1

t = P
(2)
s,µ ◦$−1

t , holding for all t ≥ s and µ ∈ Pexp. Then the proof follows by
Lemma 5.4.

6 The Existence: Approximating Models

The aim of this and the subsequent sections is to prove the following statement which
is the second corner stone in the proof of Theorem 3.6.

Theorem 6.1. There exists a family of probability measures which solves the restricted
initial value martingale problem for our model in the sense of Definition 3.3.

The basic idea is to approximate the model by auxiliary models described by Lα,
α ∈ [0, 1] with L0 coinciding with L defined in (1.2). For α ∈ (0, 1], the solution {Pαs,µ :

s ≥ 0, µ ∈ Pexp} of the corresponding restricted initial value martingale problem for
Lα will be constructed in a direct way. Then the proof of Theorem 6.1 will be done
by showing the weak convergence Pαs,µ ⇒ Ps,µ as α → 0, and then by proving that
{Ps,µ : s ≥ 0, µ ∈ Pexp} is a solution in question. In the current section, we introduce the
auxiliary models and study their relations with the basic model. The construction of the
path measures Pαs,µ will be preformed in the subsequent section.

6.1 The approximating models

Recall that ψ was introduced in (2.17), see also (2.14). Along with these functions,
we shall use Ψ1(γ) = 1 + Ψ(γ) and

ψα(x) =
1

1 + α|x|d+1
, α ∈ [0, 1]. (6.1)

Set
aα(x, y) = a(x− y)ψα(x), x, y ∈ Rd. (6.2)

Note that a0(x, y) = a(x− y) and aα(x, y) 6= aα(y, x) for α ∈ (0, 1]. Now let Lα be defined
as in (1.2) with a replaced by aα. That is,

(LαF )(γ) =
∑
x∈γ

∫
Rd
ψα(x)a(x− y) exp

− ∑
z∈γ\x

φ(z − y)

 [F (γ \ x ∪ y)− F (γ)] dy.

(6.3)
Then keeping in mind (4.2) and (4.7) we define L∆,α by the following expression

µ(LαF θ) = 〈〈L∆,αkµ, e(θ; ·)〉〉, α ∈ [0, 1].

One observes that L∆,0 coincides with the operator introduced in (4.8). For α ∈ (0, 1],
L∆,α is then obtained by replacing in (4.8) a(x− y) by aα(x, y) ≤ a(x− y). Hence, L∆,α

clearly satisfies (4.13) and similar estimates. Then by repeating the construction realized
in subsection 4.2 we obtain the family of bounded operators {Qαϑ′ϑ(t) : t ∈ [0, T (ϑ′, ϑ))}
(resp. {Hα

ϑϑ′(t) : t ∈ [0, T (ϑ′, ϑ))}), ϑ′ > ϑ acting from Kϑ to Kϑ′ (resp. from Gϑ′ to Gϑ).
By employing these families we then set

kαt = Qαϑ′ϑ(t)k0, Gαt = Hα
ϑϑ′(t)G0, (6.4)

with k0 ∈ Kϑ and G0 ∈ Gϑ′ . Note that, for α = 0, these vectors coincide with those
introduced in (4.21) and (4.22), respectively, and thus they satisfy (4.23) for all α ∈ [0, 1].
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Moreover, as in Proposition 4.2, for each ϑ0 ∈ R and µ ∈ Pϑ0
exp, by (6.4) with k0 = kµ we

obtain a family, {µαt : t ≥ 0, µ0 = µ} ⊂ Pexp, µαt ∈ Pϑtexp such that

µαt (F θ) = 〈〈kαt , e(θ, ·)〉〉, θ ∈ L1(Rd). (6.5)

Next, by repeating the construction used in the proof of Theorem 5.2 one obtains that
the map t 7→ µαt is a unique solution of the equation

µαt2(F ) = µαt1(F ) +

∫ t2

t1

µαu(LαF )du, t2 > t1 ≥ 0,

holding for all F : Γ∗ → R which can be written as F = KG with G ∈ ∩ϑ∈RGϑ, see
Corollary 5.3. Here and below we set

D(Lα) = D(L), α ∈ (0, 1],

with D(L) as in Definition 3.1.

6.2 The weak convergence

Our aim now is to prove that the families {µαt : t ≥ 0, µ0 = µ} ⊂ Pexp, α ∈ [0, 1]

constructed above have the following property.

Lemma 6.2. For each t > 0, it follows that µαt ⇒ µt as α→ 0, where we mean the weak
convergence of measures on the Polish space Γ∗.

We begin by proving the convergence of the corresponding correlation functions.

Lemma 6.3. For each t > 0, one finds ϑ̃t > ϑt such that the following holds

∀G ∈ Gϑ̃t 〈〈kαt , G〉〉 → 〈〈kt, G〉〉, as α→ 0. (6.6)

Proof. We recall that kt satisfies (4.26) with L∆
ϑT

corresponding to α = 0. Note that the

domains of L∆,α
ϑ are the same for all α ∈ [0, 1].

Assume now that the convergence stated in (6.6) holds for a given t ≥ 0. Note that
k0 = kα0 = kµ0

; hence, this assumption is valid for at least t = 0. Let us prove that there
exists s0 > 0 – possibly dependent on t – such that this convergence holds for all t+ s,
s ≤ s0. Keeping in mind that Qα and kαt satisfy the corresponding analogs of (4.20) and
(4.26), respectively, we write

kt+s − kαt+s = Qϑ̄tϑt(s)kt −Q
α
ϑ̄tϑt

(s)kαt , (6.7)

where ϑ̄t = ϑt + δ(ϑt) and ϑt = ϑ0 + t. Note that the left-hand side of (6.7) is considered
as a vector in Kϑ̄t . Both Qϑ̄tϑt(s) and Qα

ϑ̄tϑt
(s) are defined only for s < τ(ϑt), see (4.15).

At the same time, for each ϑ′ > ϑ, Qϑ′ϑ(0) = Qαϑ′ϑ(0) = Iϑ′ϑ, where the latter is the
embedding operator, see (4.6). Keeping this and (4.20) in mind we rewrite (6.7) as
follows

kt+s − kαt+s = Qϑ̄tϑt(s)(kt − k
α
t )−

(∫ s

0

d

du
[Qϑ̄tϑ1

(s− u)Qαϑ1ϑt(u)]du

)
kαt (6.8)

= Qϑ̄tϑt(s)(kt − k
α
t ) +

∫ s

0

Qϑ̄tϑ2
(s− u)L∆

ϑ2ϑ1
Qαϑ1ϑt(u)kαt du

−
∫ s

0

Qϑ̄tϑ2
(s− u)L∆,α

ϑ2ϑ1
Qαϑ1ϑt(u)kαt du

= Qϑ̄tϑt(s)(kt − k
α
t ) +

∫ s

0

Qϑ̄tϑ2
(s− u)L̃∆,α

ϑ2ϑ1
kαt+udu,
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where L̃∆,α is given in (4.8) with a(x− y) replaced by ãα(x, y) = a(x− y)(1−ψα(x)). The
choice of s and ϑ1, ϑ2 should be made in such a way that the series as in (4.18) converge
for the corresponding operators. Set ϑ1 = ϑt + δ(ϑt)/2. We use this in (4.14) and obtain
that

T (ϑ̄t, ϑ1) =
τ(ϑt)

2
< T (ϑ1, ϑt). (6.9)

Then for some ε ∈ (0, 1), we set

s0 = ετ(ϑt)/2 = εT (ϑ̄t, ϑ1). (6.10)

Since the map ϑ 7→ T (ϑ̄t, ϑ) is continuous, one can find ϑ2 ∈ (ϑ1, ϑt) such that s0 <

T (ϑ̄t, ϑ2), cf. (6.10), which together with (6.9) yields that all the three Qϑ̄tϑ1
(s − u),

Qϑ̄tϑ2
(s− u) and Qαϑ1ϑt

(u) in (6.8) are defined for all s ≤ s0 and u ∈ [0, s]. Now we take
G ∈ Gϑ̄t and set Gs = Hϑ2ϑ̄t(s)G, s ≤ s0. Then Gs ∈ Gϑ2

⊂ Gϑt , which yields by (6.8) the
following

〈〈kt+s − kαt+s, G〉〉 = 〈〈kt − kαt , Gs〉〉+ Yα(s), (6.11)

Yα(s) :=

∫ s

0

〈〈L̃∆,α
ϑ2ϑ1

kαt+u, Gs−u〉〉du.

Thus, we have to prove that Yα(s)→ 0 as α→ 0. Since L∆,α consists of two terms, see

(4.8), it is convenient for us to write Yα(s) = Y
(1)
α (s) + Y

(2)
α (s), where

Y (1)
α (s) =

∫ s

0

∫
Γ0

(∑
y∈η

∫
Rd
ãα(x, y)e(τy; η \ y)(Wyk

α
t+u)(η \ y ∪ x)dx

)
(6.12)

×Gs−u(η)λ(dη)du

=

∫ s

0

∫
Γ0

(∫
(Rd)2

ãα(x, y)e(τy; η)(Wyk
α
t+u)(η ∪ x)Gs−u(η ∪ y)dxdy

)
λ(dη)du,

and

Y (2)
α (s) = −

∫ s

0

∫
Γ0

(∑
x∈η

∫
Rd
ãα(x, y)e(τy; η \ x)(Wyk

α
t+u)(η)dy

)
(6.13)

×Gs−u(η)λ(dη)du

= −
∫ s

0

∫
Γ0

(∫
(Rd)2

ãα(x, y)e(τy; η)(Wyk
α
t+u)(η ∪ x)Gs−u(η ∪ x)dxdy

)
λ(dη)du.

To estimate both terms we take into account that e(τy; η) ≤ 1 and

|(Wyk
α
t+u)(η ∪ x)| ≤ exp

(
ϑ1 + ϑ1|η|+ 〈φ〉eϑ1

)
,

where the latter estimate follows by the fact that kαt+u(η) ≤ exp(ϑt+u|η|) ≤ exp(ϑ1|η|),
see claim (a) of Proposition 4.2. By these estimates we obtain from (6.12) and (6.13) the
following ∣∣∣Y (i)

α (s)
∣∣∣ ≤ ∫

Rd
h(i)
α (y)g(i)

s (y)dy, i = 1, 2, (6.14)

where

h(1)
α (y) =

∫
Rd
ãα(x, y)dx =

∫
Rd

(1− ψ̄α(|x|))a(x− y)dx, (6.15)
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ψ̄α(r) := (1 + αrd+1)−1, cf. (6.1), and

g(1)
s (y) = c(ϑ1)

∫ s

0

∫
Γ0

|Gs−u(η ∪ y)| eϑ1|η|λ(dη)du,

c(ϑ1) := exp
(
ϑ1 + 〈φ〉eϑ1

)
.

Let us show that g(1)
s is integrable for all s ≤ s0. To this end we use the fact that

Gs−u ∈ Gϑ2
for all s ≤ s0 and u ≤ s. Then its norm can be estimated

|Gs−u|ϑ2
≤ T (ϑ̄t, ϑ2)

T (ϑ̄t, ϑ2)− s0
|G|ϑ̄t =: CG

which is finite by our choice of ϑ2 and s0. Then∫
Rd
g(1)
s (y)dy = c(ϑ1)

∫ s

0

∫
Γ0

∫
Rd
|Gs−u(η ∪ y)|eϑ1|η|dyλ(dη)du (6.16)

= c(ϑ1)e−ϑ1

∫ s

0

∫
Γ0

|Gs−u(η)||η|eϑ1|η|dyλ(dη)du

= c(ϑ1)e−ϑ1

∫ s

0

∫
Γ0

(
|η|e−|η|(ϑ2−ϑ1)

)
|Gs−u(η)|eϑ2|η|λ(dη)du

≤ c(ϑ1)s

e1+ϑ1(ϑ2 − ϑ1)
CG.

Now let us turn to (6.15). First of all, we note that h(1)
α (y) ≤ 1, see (3.2). The function

r 7→ 1− ψ̄α(r) is increasing. Then, for a certain r > 0, we have

h(1)
α (y) =

∫
Rd

(1− ψ̄α(|x+ y|))a(x)dx (6.17)

≤
∫
Br

(1− ψ̄α(r + |y|))a(x)dx+

∫
Bcr

a(x)dx

≤ (1− ψ̄α(r + |y|)) +
ma
d+1

rd+1
,

where the second term of the last line was obtained by Markov’s inequality and (3.3)
together with the estimate 1− ψ̄α(r) ≤ 1. Now we set in (6.17) r = α−1/(d+2) and obtain

h(1)
α (y) ≤ α1/(d+2)(1 + |y|)d+1

1 + α1/(d+2)(1 + |y|)d+1
+ma

d+1α
d+1
d+2 .

Hence, for each y, h(1)
α (y) → 0 as α → 0. Then by Lebesgue’s dominated convergence

theorem and (6.16) and (6.14) we conclude that Y (1)
α (s) → 0 as α → 0, holding for all

s ≤ s0.
Now we turn to (6.13) by which we get

h(2)(y) =

∫
Rd
ψ̃α(y)a(x− y)dx = ψ̃α(y) =: 1− ψα(y),

and g(2)
s (y) = g

(1)
s (y). Hence, also Y (2)

α (s)→ 0 as α→ 0, holding for all s ≤ s0, which by
(6.11) yields the proof of (6.6) for t+ s with s ≤ s0 whenever it holds for t. To complete
the proof let us consider the following sequences, cf. (6.10),

tl = tl−1 + s0l, t0 = 0, l ∈ N, (6.18)

s0l = ετ(ϑtl−1
)/2.
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Since kα0 = k0 = kµ, the proof made above yields the stated convergence for t ≤ supl tl =

liml tl. Thus, our aim is to show that tl → +∞ as l→ +∞. Assume that supl tl = t∗ <∞.
By the first line in (6.18) we have that tl = s01 + · · · s0l and hence s0l → 0 in this case.
Now we pass in the second line of (6.18) to the limit l→ +∞ (τ is continuous) and get
that t∗ should satisfy τ(ϑt∗) = τ(ϑ0 + t∗) = 0, which is impossible as τ(ϑ) > 0 for all
ϑ ∈ R. This completes the proof with ϑ̃t = ϑ̄t.

Proof of Lemma 6.2. By Lemma 6.3 and (2.7) it follows that µαt (F ) → µt(F ) as α → 0,
holding for all F ∈ F , see (5.1). Then the proof follows by the fact that F̃ ⊂ F , see (5.2),
and claim (ii) of Proposition 2.14.

Below we use the following fact, that can be considered as a complement to Lemma
6.2.

Lemma 6.4. Assume that a sequence {νn}n∈N ⊂ Pϑexp, ϑ ∈ R, cf. (4.25), satisfy νn ⇒ ν

as n → +∞ for some ν ∈ P(Γ∗). Then ν ∈ Pϑexp. Furthermore, for each G ∈ ∩ϑGϑ, it
follows that

〈〈kνn , G〉〉 → 〈〈kν , G〉〉, n→ +∞. (6.19)

Proof. By assumption, νn(F )→ ν(F ) for each F ∈ F̂ , see (3.4) and Proposition 2.15. By
(2.42), (5.17) and (5.16), for given m ∈ N, θ ∈ Θ+

ψ and τ ∈ (0, 1], we then get

ν(Φmτ ) ≤ sup
n∈N

νn(Φmτ ) ≤ emϑ‖θ‖m.

Then the proof of ν ∈ Pϑexp follows by the monotone convergence theorem and (2.8). The

validity of (6.19) for G such that KG ∈ F̂ follows by the fact just mentioned, i.e., just
because ν has a correlation function. The extension of (6.19) to all G ∈ ∩ϑGϑ is then
made by the same arguments as the proof of (5.11).

7 The Existence: Approximating Processes

In this section, we prove Theorem 6.1 by constructing path measures for the models
described by Lα, α ∈ (0., 1] introduced in the preceding section. This will be done in a
direct way by means of the corresponding Markov transition functions.

7.1 The Markov transition functions

The transition functions in question will be obtained in the form

pαt (γ, ·) = Sα(t)δγ , t ≥ 0, α ∈ (0, 1], (7.1)

where δγ is the Dirac measure with atom at γ ∈ Γ∗ and Sα = {Sα(t)}t≥0 is a stochastic
semigroup of linear operators, related to the Kolmogorov operator Lα. Hence, we begin
by constructing Sα.

7.1.1 Stochastic semigroups

A more detailed presentation of the notions and facts which we introduce here can be
found in [2, 3, 31].

Let E be an ordered real Banach space, and E+ be a generating cone of its positive
elements. Set E+,1 = {x ∈ E+ : ‖x‖E = 1} and assume that the norm is additive on E+,
i.e., ‖x+ y‖E = ‖x‖E + ‖y‖E whenever x, y ∈ E+. In such spaces, there exists a positive
linear functional, ϕE , such that

ϕE(x) = ‖x‖E , x ∈ E+. (7.2)
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A C0-semigroup, S = {S(t)}t≥0, of bounded linear operators on E is said to be stochastic
(resp. substochastic) if the following holds ‖S(t)x‖E = 1 (resp. ‖S(t)x‖E ≤ 1) for all t > 0

and x ∈ E+,1. Let D ⊂ E be a dense linear subspace, D+ = D ∩ E+ and (A,D), (B,D) be
linear operators in E . A paramount question of the theory of stochastic semigroups is
under which conditions the closure (resp. an extension) of (A+B,D) is the generator
of a stochastic semigroup. Classical works on this subject trace back to Feller, Kato,
Miyadera, etc, see [2, 31]. In the present work, we will use a result of [31], which we
present now in the form adapted to the context.

To proceed we need to further specify the properties of the space E .

Assumption 7.1. There exists a linear subspace, Ẽ ⊂ E , which has the following proper-
ties:

(i) Ẽ is dense in E in the norm ‖ · ‖E .
(ii) There exists a norm, ‖ · ‖Ẽ , on Ẽ that makes it a Banach space.

(iii) Ẽ+ := Ẽ ∩ E+ is a generating cone in Ẽ; ‖ · ‖Ẽ is additive on Ẽ+ and hence there

exists a linear functional, ϕẼ , on Ẽ , such that ‖x‖Ẽ = ϕẼ(x) whenever x ∈ Ẽ+, cf.
(7.2).

(iv) The cone Ẽ+ is dense in E+.

For D as above, set D̃ = {x ∈ D ∩ Ẽ : Ax ∈ Ẽ}. Then (A, D̃) is the trace of A in Ẽ . The
next statement is an adaptation of [31, Theorem 2.7].

Proposition 7.2 (Thieme-Voigt). Assume that:

(i) −A : D+ → E+ and B : D+ → E+;

(ii) (A,D) is the generator of a substochastic semigroup, S = {S(t)}t≥0, on E such that
S(t) : Ẽ → Ẽ for all t ≥ 0 and the restrictions S(t)|Ẽ constitute a C0-semigroup on Ẽ
generated by (A, D̃);

(iii) B : D̃ → Ẽ and ϕE ((A+B)x) = 0, for x ∈ D+;

(iv) there exist c > 0 and ε > 0 such that

ϕẼ ((A+B)x) ≤ cϕẼ(x)− ε‖Ax‖E , for x ∈ D̃ ∩ E+.

Then the closure of (A + B,D) in E is the generator of a stochastic semigroup, SE =

{SE(t)}t≥0, on E which leaves Ẽ invariant. The restrictions SẼ(t) := SE(t)|Ẽ , t ≥ 0

constitute a C0-semigroup, SẼ , on Ẽ generated by the trace of the generator of SE in Ẽ .

Remark 7.3. Without assuming item (iv) above one can only guarantee that an extension
of (A+B,D) is the generator of a substochastic semigroup on E , which corresponds to a
dishonesty of the evolution described by this semigroup. More on this item can be found
in [2].

Now we turn to constructing the semigroups Sα.

7.1.2 The Banach spaces of measures

LetM be the linear space of finite signed measures on (Γ,B(Γ)), see [12, Chapter 4].
That is, µ ∈ M is a σ-additive map µ : B(Γ) → R which takes only finite values. By
M+ we denote the set of all such µ that take only nonnegative values. Then the Jordan
decomposition of µ is the unique representation µ = µ+ − µ− with µ± ∈M+. Thus,M+

is a generating cone. Set |µ| = µ+ + µ−. Then

‖µ‖ := |µ|(Γ) (7.3)
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is a norm, that is clearly additive onM+. By [12, Proposition 4.1.8, page 119] with this
normM is a Banach space. Let Ψ1 be the function defined in (2.17). For n ∈ N, letMn

be the subset ofM consisting of all those µ for which Ψn
1µ are finite signed measures.

Recall that Ψ1 = 1 + Ψ, see (2.14). We equipMn with the norm

‖µ‖n =

∫
Γ

Ψn
1 (γ)|µ|(dγ) =: ϕn(|µ|). (7.4)

By the same [12, Proposition 4.1.8, page 119] with this norm Mn is a Banach space.
Now for β > 0, letMβ be the subset ofM the elements of which remain finite measures
being multiplied by exp(βΨ(γ)). We equip it with the norm

‖µ‖β =

∫
Γ

exp(βΨ(γ))|µ|(dγ) =: ϕβ(|µ|).

Then also (Mβ , ‖ · ‖β) is a Banach space. By (2.20) and (2.21) it follows that

∀µ ∈M1 |µ|(Γ∗) = |µ|(Γ).

That is, for each µ ∈M1, it follows that |µ|(Γc∗) = 0. Define

M∗ = {µ ∈M : |µ|(Γc∗) = 0}.

Thus,M1 ⊂M∗. Obviously, also allMn andMβ have the same property. For a subset,
M′ ⊂M, letM′ denote its closure in ‖ · ‖ defined in (7.3).

Lemma 7.4. For each n ∈ N and β > 0, it follows that

Mn =Mβ =M∗. (7.5)

Proof. Obviously, for each n ∈ N and β > 0, the following holdsMβ ⊂ Mn. Then it is
enough to prove the validity of (7.5) forMβ. Let us prove the inclusionMβ ⊂M∗. For
a given µ ∈ Mβ, let {µn}n∈N ⊂ Mβ be a sequence such that ‖µ − µn‖ → 0. Fix n and
let then Γ = P ∪N be the Hahn decomposition for µ − µn, i.e., µ(A) ≥ µn(A) for each
A ⊂ P, and µ(A) ≤ µn(A) for each A ⊂ N. Then

‖µ− µn‖ = (µ− µn)(P) + (µn − µ)(N) ≥ (µ− µn)(P ∩ Γc∗) + (µn − µ)(N ∩ Γc∗)

= µ(P ∩ Γc∗)− µ(N ∩ Γc∗) = µ+(Γc∗) + µ−(Γc∗) = |µ|(Γc∗),

where we have taken into account that |µn|(Γc∗) = 0. Then the assumed convergence
µn → µ yields that µ ∈M∗. To prove the opposite inclusion we take an arbitrary µ ∈M∗
and write its Jordan decomposition µ = µ+ − µ−. For a given n ∈ N, let In be the
indicator of the set Γ∗,n defined in (2.20). Then both µ±n := Inµ

± are inMβ . At the same
time, by (2.20) the sequence of function Jn(γ) := 1− In(γ) converges to zero pointwise
on Γ∗. Since µ ∈M∗, we have

‖µ± − µ±n ‖ =

∫
Γ

Jn(γ)µ±(dγ) =

∫
Γ∗

Jn(γ)µ±(dγ)→ 0, as n→ +∞. (7.6)

By the triangle inequality we then obtain that ‖µ − µn‖ → 0, where µn := µ+
n − µ−n ∈

Mβ .

By the very definition of the spacesMn,Mβ andM∗, we conclude that they have
generating cones of positive elements consisting of those µ that take nonnegative values
only.
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Corollary 7.5. The set M∗ equipped with the norm ‖ · ‖ defined in (7.3) is a Banach
space. Let M+

∗ be its cone of positive elements. Then for each n ∈ N and β > 0, it
follows that

M+
n =M+

β =M+
∗ ,

where we mean the closure in the norm ofM∗.

Proof. The first part of the statement follows directly by (7.5). The second part is
obtained by the construction used in (7.6).

Let M+,1
∗ be the subset of M∗ consisting of probability measures, i.e., for which

‖µ‖ = µ(Γ) = µ(Γ∗) = 1. Then by (2.21) it follows that

Pexp ⊂M+,1
1 ⊂M+,1

∗ .

By (2.19), for each β > 0, we also have

Pexp ⊂M+,1
β :=Mβ ∩M+,1

∗ ⊂Mn ∩M+,1
∗ , for all n ∈ N.

7.1.3 The stochastic semigroup

For a given α ∈ (0, 1], set

Φα(γ) =
∑
x∈γ

∫
Rd
aα(x, y) exp

− ∑
z∈γ\x

φ(y − z)

 dy, γ ∈ Γ∗. (7.7)

Since ψ(x) < ψα(x) ≤ ψ(x)/α, see (2.17), for all α ∈ (0, 1] we have

Ψ(γ) < Φα(γ) ≤ Ψ(γ)/α, (7.8)

and hence Φα(γ) <∞ for γ ∈ Γ∗. Now let Lα be the corresponding Kolmogorov operator
(6.3). Our aim is to define its ‘predual’, L†,α, acting according to the rule

µ(LαF ) = (L†,αµ)(F ), (7.9)

for appropriate µ ∈ P(Γ∗) and F : Γ∗ → R, and then to use it to define the corresponding
operators acting in the spaces of measures just introduced. Obviously, we can restrict
ourselves to the elements ofM∗. By (6.3) and (6.2) we thus obtain it in the form

L†,α = A+B (7.10)

where A is the multiplication operator by the function −Φα defined in (7.7). In view of
(7.8) the domain of A is to be

D = {µ ∈M∗ : Φαµ ∈M∗} =M1. (7.11)

To define B we introduce the following measure kernel

Ωγα(A) =
∑
x∈γ

∫
Rd
aα(x, y) exp

− ∑
z∈γ\x

φ(y − z)

1A(γ \ x ∪ y)dy, (7.12)

with γ ∈ Γ∗ and A ∈ B(Γ∗). By (7.7) we then have

Ωγα(Γ∗) = Φα(γ). (7.13)

EJP 26 (2021), paper 72.
Page 40/53

https://www.imstat.org/ejp

https://doi.org/10.1214/21-EJP631
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


A Markov process for a particle system

Next, define

(Bµ)(A) =

∫
Γ∗

Ωγα(A)µ(dγ). (7.14)

Note that
B :M+

1 →M+
∗ . (7.15)

Moreover, for µ ∈M+
1 , by (7.13) and (7.14) we have

‖Bµ‖ = (Bµ)(Γ∗) =

∫
Γ∗

Φα(γ)µ(dγ) = −(Aµ)(Γ∗). (7.16)

Hence, we can takeM1 as the domain of B and then define L†,α by (7.10) with domain
D =M1, see (7.11).

In the sequel, we will use one more property of B. By (7.12), (7.14) and (7.4) we get

ϕn(Bµ) =

∫
Γ∗

Ψn
1 (γ)(Bµ)(dγ) (7.17)

=

∫
Γ∗

∑
x∈γ

∫
Rd
aα(x, y) exp

− ∑
z∈γ\x

φ(y − z)

Ψn
1 (γ \ x ∪ y)dy

µ(dγ).

By (2.17) it follows that

Ψn
1 (γ \ x ∪ y) = (Ψ1(γ) + ψ(y)− ψ(x))

n ≤ 2nΨn
1 (γ). (7.18)

We apply this and (7.8) in (7.17) and obtain

∀µ ∈M+
n+1 ‖Bµ‖n = ϕn(Bµ) ≤ (2n/α)‖µ‖n+1.

This yields the following extension of (7.15)

B :M+
n+1 →M+

n , (7.19)

holding for all n ∈ N. Since ‖Aµ‖n ≤ α−1‖µ‖n+1, by (7.19) we also get

∀n ∈ N0 L†,α :Mn+1 →Mn,

that can be used to define the powers of L†,α

(L†,α)m :Mn+m →Mn, n ∈ N0, m ∈ N. (7.20)

Here – and in the sequel in similar expressions –M0 (corresponding toMn with n = 0) is
understood asM∗ Let us now define a bounded linear operator L†,αβ′β :Mβ →Mβ′ , β′ < β,

the action of which is the same as that of the unbounded operator L†,α = A+B defined
in (7.10) and (7.14). For a given µ ∈ M∗, let µ = µ+ − µ− be its Jordan decomposition.
Then

L†,αµ =
(
Bµ+ −Aµ−

)
−
(
Bµ− −Aµ+

)
=: µ+

1 − µ
−
1 , µ±1 ∈M+

∗ .

This yields that

‖L†,αµ‖β′ ≤ ‖µ+
1 ‖β′ + ‖µ−1 ‖β′ = ‖Bµ+‖β′ + ‖Bµ−‖β′ + ‖Aµ+‖β′ + ‖Aµ−‖β′ , (7.21)

holding for all µ ∈ Mβ. Here we have used the additivity of the norms on the positive
cone as well as the positivity of B and −A. By (7.8) and the following evident inequality
xe−κx ≤ 1/eκ holding for all positive x and κ, we obtain

Φα(γ) exp (β′Ψ0(γ)) ≤ 1

αe(β − β′)
exp (βΨ(γ)) . (7.22)
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By (7.22) for µ ∈M+
β , we then get

‖Aµ‖β′ ≤
‖µ‖β

αe(β − β′)
. (7.23)

Next, similarly as in (7.17) it follows that∫
Γ∗

exp (β′Ψ(γ)) (Bµ)(dγ)

=

∫
Γ∗

(∑
x∈γ

∫
Rd
aα(x, y) exp

− ∑
z∈γ\x

φ(y − z)


× exp (β′Ψ(γ)) exp (β′[ψ(y)− ψ(x)]) dy

)
µ(dγ)

≤ eβ
∫

Γ∗

Φα(γ) exp (β′Ψ(γ))µ(dγ) ≤ eβ‖µ‖β
αe(β − β′)

.

We combine this estimate with (7.23) and (7.21) to obtain

‖L†,αβ′β‖ ≤
eβ + 1

αe(β − β′)
.

In a similar way, for each n ∈ N, we also obtain, cf. (4.13),

‖(L†,α)nβ′β‖ ≤
(

n

eTα(β, β′)

)n
, Tα(β, β′) :=

α(β − β′)
eβ + 1

. (7.24)

By (7.20), for each n ∈ N and µ ∈ Mβ, we have that (L†,α)nµ ∈ Mβ′ , β′ < β, and the
following holds

(L†,α)nβ′βµ = (L†,α)nµ. (7.25)

Lemma 7.6. For each α ∈ (0, 1], the closure of (L†,α,M1) inM∗ is the generator of a
stochastic semigroup, Sα = {Sα(t)}t≥0, in M∗ such that Sα(t) : Mn → Mn for each
n ∈ N. The restrictions Sα(t)|Mn

constitute a C0-semigroup onMn. Moreover, for each
β > 0 and β′ ∈ (0, β), Sα(t) :M+

β →M
+
β′ for t < Tα(β, β′), see (7.24).

Proof. The construction of the semigroup in question will be made, in particular, by
showing that all the conditions of Proposition 7.2 are met. We thus begin by checking
whether each of the spaces Mn and Mβ enjoys the properties listed in Assumption
7.1. By Lemma 7.4 the density assumed in (i) is guaranteed. Each of these spaces is a
Banach space with the corresponding norm, that was already mentioned in the course
of their introduction. The properties assumed in (iii) are evident, whereas (iv) follows
by Corollary 7.5. Thus, we can start checking the validity of the conditions imposed in
Proposition 7.2. Recall that both A and B are (densely) defined on the domain D =M1,
see (7.11) and Lemma 7.4, and A is the multiplication operator by the function (−Φα).
Hence, condition (i) of Proposition 7.2 is satisfied. Moreover, A generates the semigroup
S consisting of the following operators

(S(t)µ)(dγ) = exp (−tΦα(γ))µ(dγ). (7.26)

Then

‖S(t)µ‖ ≤ ‖µ‖, (7.27)
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which obviously holds for all µ ∈M∗. To check whether S is strongly continuous inM∗,
for a given µ ∈ M∗ and ε > 0, we have to find δ > 0 such that ‖µ − S(t)µ‖ < ε for all
t < δ. SinceM∗ is the ‖ · ‖-closure ofM1 (by Lemma 7.4), for the chosen µ, one finds
µ′ ∈M1 such that ‖µ− µ′‖ < ε/3. Then by (7.26) and (7.27) we get

‖µ− S(t)µ‖ ≤ ‖µ− µ′‖+ ‖S(t)(µ− µ′)‖+ ‖µ′ − S(t)µ′‖ (7.28)

≤ t‖Aµ′‖+ 2ε/3 ≤ (t/α)‖µ′‖1 + 2ε/3,

which completes the proof for M∗. Clearly, S(t) : M+
n → M+

n , and the domain of the
trace of A inMn is D̃n =Mn+1. Then the proof that S(t)|Mn is strongly continuous in
Mn can be performed similarly as in (7.28). Thus, condition (ii) of Proposition 7.2 is
met. In view of (7.19) to complete the proof of (iii) we have to show ϕ((A + B)µ) = 0

whenever µ ∈M+
1 , which is obviously the case by (7.16). Then it remains to show that,

for a fixed n ∈ N,∫
Γ∗

Ψn
1 (γ)(L†,αµ)(dγ) ≤ c

∫
Γ∗

Ψn
1 (γ)µ(dγ)− ε

∫
Γ∗

Φα(γ)µ(dγ), (7.29)

holding for each µ ∈M+
n+1 and some positive c and ε, possibly dependent on n. In view

of the following estimate, cf. (7.8),

αΦα(γ) ≤ 1 + n
∑
x∈γ

ψ(x) ≤ Ψn
1 (γ), n ∈ N, γ ∈ Γ∗,

it is enough to show (7.29) with ε = 0 and sufficiently big c. By (7.9) this amounts to
showing

LαΨn
1 (γ) ≤ cΨn

1 (γ), γ ∈ Γ∗. (7.30)

By (7.18) it follows that

|Ψn
1 (γ \ x ∪ y)−Ψn

1 (γ)| ≤ 2n|ψ(y)− ψ(x)|Ψn−1
1 (γ). (7.31)

Assume that |x| > |y|. By (2.17) we have

|ψ(y)− ψ(x)| =
(
|x|d+1 − |y|d+1

)
ψ(x)ψ(y) (7.32)

≤
[
(|x− y|+ |y|)d+1 − |y|d+1

]
ψ(x)ψ(y)

=

d+1∑
l=1

(
d+ 1

l

)
|x− y|l|y|d+1−lψ(x)ψ(y)

≤ ψ(x)

d+1∑
l=1

(
d+ 1

l

)
|x− y|l

:= ψ(x)v(|x− y|).

For |y| > |x|, in a similar way we get

|ψ(y)− ψ(x)| ≤
d+1∑
l=1

(
d+ 1

l

)
|x− y|l|x|d+1−lψ(x)ψ(y) (7.33)

≤
d+1∑
l=1

(
d+ 1

l

)
|x− y|l|y|d+1−lψ(x)ψ(y)

≤ ψ(x)

d+1∑
l=1

(
d+ 1

l

)
|x− y|l = ψ(x)v(|x− y|).
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Now we apply (7.31), (7.32) and (7.33) to obtain

LHS(7.30) ≤ 2n
∑
x∈γ

∫
Rd
ψα(x)ψ(x)a(x− y)v(|x− y|)Ψn−1

1 (γ)dy

≤ 2nΨn−1
1 (γ)

(∑
x∈γ

ψ(x)

)∫
Rd
a(y)v(|y|)dy

≤
(

2n
∫
Rd
a(y)v(|y|)dy

)
Ψn

1 (γ),

that by (3.3) proves (7.30). Thus, all the conditions of Proposition 7.2 are met, which
proves the part of the lemma related to the stochastic semigroup Sα acting inM∗ and
its restrictions toMn, n ∈ N. To prove the second part of the lemma we use the estimate
in (7.24) and define bounded operators Sαβ′β(t) :Mβ →Mβ′ , t < Tα(β, β′) by the series

Sαβ′β(t) = Iβ′β +

∞∑
n=1

tn

n!
(L†,α)nβ′β ,

where Iβ′β is the embedding operator. By the latter formula and (7.25) we conclude that

∀µ ∈Mβ Sα(t)µ = Sαβ′β(t)µ, t < Tα(β, β′). (7.34)

By (7.24) Sαβ′β(t) :Mβ →Mβ′ is a bounded operator, the norm of which satisfies

‖Sαβ′β(t)‖ ≤ Tα(β, β′)

Tα(β, β′)− t
.

The positivity of Sαβ′β(t) follows by (7.34) and the positivity of Sα(t). This completes the
proof.

In view of (7.1), we conclude that Lemma 7.6 establishes the existence of the transi-
tion function corresponding to Lα, with the properties arising from the corresponding
properties of the semigroup. Note that δγ ∈ M∗ (and hence in allMn andMβ) if and
only if γ ∈ Γ∗, that will be assumed below. It is straightforward that pαt (γ, ·) satisfies the
corresponding standard conditions and thus determines finite-dimensional distributions
of a Markov process, see [15, pages 156, 157]. Our next step is to show that it has cadlag
versions.

7.2 Constructing path measures

The construction of the families of path measures Pα which solve the martingale
problem in the sense of Definition 3.3 can be done by defining their finite dimensional
marginals with the help of the transition function (7.1). In this case, however, the one
dimensional marginals

Πα
t = Sα(t)µ =

∫
Γ∗

pαt (γ, ·)µ(dγ), (7.35)

need not be in Pexp, even for µ ∈ Pexp. The only fact guaranteed by Lemma 7.6 is that
Πα
t ∈Mn, for all n ∈ N, and that Πα

t ∈Mβ with t belonging to a bounded interval. This
obstacle is removed by the following statement.

Lemma 7.7. For a given µ ∈ Pexp, let {µαt : µ0 = µ, t ≥ 0} ⊂ Pexp be the family of
measures defined by their correlation functions kαt according to (6.5). For the same µ,
let Πα

t , t ≥ 0 be as in (7.35). Then Πα
t = µαt for all t > 0 and α ∈ (0, 1].
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Proof. Exactly as in Theorem 5.2 one proves that the Fokker-Planck equation (3.18) with
L replaced by Lα has a unique solution, which is µαt . At the same time, by construction
Πα
t also solves this equation.

Now we can start constructing the path measures in question. To this end we use
Chentsov’s theorem in the following version, see [15, Theorems 8.6 – 8.8, pages 137–139].
Recall that the complete metric υ∗ of Γ∗ was introduced in (2.24). For α ∈ (0, 1], γ ∈ Γ∗
and u, v ≥ 0, set

wαu (γ) =

∫
Γ∗

υ∗(γ, γ
′)pαu(γ, dγ′), (7.36)

Wα
u,v(γ) =

∫
Γ∗

υ∗(γ, γ
′)wαu (γ′)pαv (γ, dγ′).

Thereafter, for t3 ≥ t2 ≥ t1 ≥ 0 (such sets are called triples), let us consider

Wα(t1, t2, t3) =

∫
Γ∗

Wα
t3−t2,t2−t1(γ′)Πα

t1(dγ′) =

∫
Γ∗

Wα
t3−t2,t2−t1(γ′)µαt1(dγ′), (7.37)

where µ, µαt and Πα
t are as in (7.35).

Proposition 7.8. (Chentsov) Assume that there exists Cα > 0 and δ > 0 such that, for
each triple t1, t2, t3, the following holds

Wα(t1, t2, t3) ≤ Cα|t3 − t1|2, t3 − t1 < δ. (7.38)

Then the following is true:

(i) The transition function (7.1) and µ ∈ Pexp determine a probability measure Pα on
DR+

(Γ∗).
(ii) If the estimate in (7.38) holds uniformly in α, i.e., with some C > 0 independent

of α ∈ (0, 1], and if the family {Πα
t : α ∈ (0, 1]} ⊂ P(Γ∗) is tight for each t > 0, then

the family {Pα : α ∈ (0, 1]} of measures as in (i) is also tight, and hence possesses
accumulation point in the weak topology.

Note that the tightness of the family {Πα
t : α ∈ (0, 1]} follows by Lemmas 7.7 and 6.2.

Lemma 7.9. For each µ ∈ Pexp, the estimate in (7.38) holds true for all α ∈ (0, 1] with
one and the same C > 0.

Proof. By (7.1) and standard semigroup formulas, e.g., [15, page 9], we have

pαu(γ, ·) = δγ +

∫ u

0

L†,αpαs (γ, ·)ds, (7.39)

since δγ ∈ D =M1. Then by this formula and (7.36) we obtain

wαu (γ) = wα0 (γ) +

∫ u

0

(∫
Γ∗

υ∗(γ, γ
′)(L†,αpαs (γ, dγ′)

)
ds (7.40)

=

∫ u

0

(∫
Γ∗

(Lαυ∗(γ, γ
′)pαs (γ, dγ′)

)
ds,

where we have taken into account that wα0 (γ) = υ∗(γ, γ) = 0 as υ∗ is a metric. We apply
now Lα to υ∗(γ, ·) – which is a bounded continuous function of γ′, and obtain

Jγ(γ′) := (Lαυ∗)(γ, γ
′)

=
∑
x∈γ′

∫
Rd
aα(x, y) exp

− ∑
z∈γ′\x

φ(y − z)

 [υ∗(γ, γ
′ \ x ∪ y)− υ∗(γ, γ′)] dy.
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By the triangle inequality for υ∗ we then get from the latter

|Jγ(γ′)| ≤
∑
x∈γ′

∫
Rd
aα(x, y)υ∗(γ

′ \ x ∪ y, γ′)dy. (7.41)

In view of (2.24), to estimate υ∗(γ′\x∪y, γ′) we consider |θ(y)−θ(x)| with θ(x) = g(x)ψ(x),
g ∈ CLb (Rd), ‖g‖BL ≤ 1, for which we obtain, cf. (3.7),

|θ(y)− θ(x)| = ψ(x)ψ(y)

∣∣∣∣ g(y)

ψ(x)
− g(x)

ψ(y)

∣∣∣∣ (7.42)

= ψ(x)ψ(y)

∣∣∣∣g(y)− g(x)

ψ(y)
+ g(y)

[
1

ψ(x)
− 1

ψ(y)

]∣∣∣∣
≤ ψ(x)|x− y|+ ψ(x)ψ(y)

∣∣|x|d+1 − |x|d+1
∣∣

≤ ψ(x)

[
|x− y|+

d+1∑
l=1

(
d+ 1

l

)
|x− y|l

]
.

Now we use this in (7.41) and arrive at

|Jγ(γ′)| ≤ CaΨ(γ′), Ca := ma
1 +

d+1∑
l=1

(
d+ 1

l

)
ma
l . (7.43)

Then we use (7.43) in (7.40) and obtain

wαu (γ) ≤ Ca
∫ u

0

χαs (γ)ds, χαs (γ) :=

∫
Γ∗

Ψ(γ′)pαs (γ, dγ′). (7.44)

Note that χα0 (γ) = Ψ(γ). Similarly as in (7.39) we write

χαs (γ) = Ψ(γ) +

∫ s

0

(∫
Γ∗

(LαΨ)(γ′)pαv (γ, dγ′)

)
dv (7.45)

Like in (7.30) one gets

(LαΨ)(γ) ≤ |(LαΨ)(γ)| ≤ 2caΨ(γ),

where ca is as in (3.9). We use this in (7.45), take also into account the definition of χαs
in (7.44) and obtain

χas(γ) ≤ Ψ(γ) + 2ca

∫ s

0

χav(γ)dv,

which by the Grönwall inequality and (7.44) yields the following estimate

wαu (γ) ≤ Caue2cauΨ(γ).

We employ this in the second line of (7.36) and obtain

Wα
u,v(γ) ≤ Caue2cauqαv (γ), qαv (γ) :=

∫
Γ∗

Ψ(γ′)υ∗(γ, γ
′)pαv (γ, dγ′). (7.46)

Note that qα0 (γ) = 0 as υ∗ is a metric. Similarly as in (7.40) we then get

qαv (γ) =

∫ v

0

(∫
Γ∗

(LαΨυ∗(γ, ·)) (γ′)pαs (γ, dγ′)

)
ds.
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Thus, we have to estimate

|(LαΨυ∗(γ, ·)) (γ′)| ≤
∑
x∈γ′

∫
Rd
a(x− y)

∣∣∣∣Ψ(γ′ \ x ∪ y)υ∗(γ, γ
′ \ x ∪ y) (7.47)

− Ψ(γ′)υ∗(γ, γ
′)

∣∣∣∣dy ≤∑
x∈γ′

∫
Rd
a(x− y)|ψ(y)− ψ(x)|dy

+ Ψ(γ′)
∑
x∈γ′

∫
Rd
a(x− y)υ∗(γ

′, γ′ \ x ∪ y)dy

≤ caΨ(γ′) + CaΨ2(γ′),

where we used the same estimate as in as in (7.42). Now we use (7.47) in (7.46) and
then plug this into (7.37). In doing so, we will deal with∫

Γ∗

pαs (γ, dγ′)Πα
t1(dγ) = Πα

t1+s(dγ
′) = µαt1+s(dγ

′),

that follows by the Chapman-Kolmogorov property of the transition function (7.1), see
[15, page 156], and then by Lemma 7.7. Thereafter, we obtain

Wα(t1, t1 + v, t1 + u+ v) ≤ Caue2cau

∫ v

0

(
caµ

α
t1+s(Ψ) + Caµ

α
t1+s(Ψ

2)
)
ds. (7.48)

We recall that µ ∈ Pϑ0
exp and thus the correlation functions of µαt satisfy the estimate in

claim (a) of Proposition 4.2 with ϑt = ϑ0 + t. Then by (2.18) we get

µαt (Ψ) ≤ 〈ψ〉eϑ0+t, µαt (Ψ2) ≤ 〈ψ〉eϑ0+t + 〈ψ〉2e2ϑ0+2t.

We use this in (7.48) and obtain

Wα(t1, t1 + v, t1 + u+ v) ≤ C(u+ v)2,

where, for a fixed δ > 0, the independent of α constant can be calculated explicitly for
u+ v < δ. This yields (7.38) with C independent of α, and hence completes the whole
proof.

7.3 Proof of Theorem 6.1

For each α ∈ (0, 1], s ≥ 0 and µ ∈ Pexp, by Proposition 7.8 the measure Pαs,µ on
D[s,+∞)(Γ∗) is defined by its finite dimensional marginals constructed with the use of
the transition function (7.1). Namely, for s ≤ t1 < t2 < · · · < tm and A1, . . . ,Am ∈ B(Γ∗),
we have, cf. [15, eq. (1.10), page 157],

Pαs,µ ((1A1
◦$t1) · · · (1Am ◦$tm)) =

∫
Γm+1
∗

1Am(γm)pαtm−tm−1
(γm−1, dγm) (7.49)

×1Am−1
(γm−1)pαtm−1−tm−2

(γm−2, dγm−1) · · ·1A1
(γ1)pαt1−s(γ0, dγ1)µ(dγ0).

In particular, for t ≥ s, this yields

Pαs,µ ◦$−1
t = Sα(t− s)µ. (7.50)

Then the validity of conditions (a) and (b) of Definition 3.3 follow by (7.50) and Lemma
7.7. Now we turn to proving the validity of (c). Let G be as in (3.17) with a given
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m ∈ N and s ≤ s1 < s2 < · · · < sm < t2. For a given F ∈ D(L) and u ∈ [sm, t2], we set
Fu = F ◦$u, Ku = (LF ) ◦$u and Kαu = (LαF ) ◦$u. Next, we define

χαs1(dγ) = C1F1(γ)µαs1(dγ) = C1F1(γ)

∫
Γ∗

pαs1−s(γ0, dγ)µ(dγ0), C−1
1 :=

∫
Γ∗

F1(γ)µαs1(dγ).

By (7.35) and Lemma 7.7, and then by claim (iv) of Proposition 3.2, we have that
χαs1 ∈ P

ϑ1
exp with ϑ1 dependent on s1 − s and the type of µ ∈ Pexp, and independent of

α since the norms of L∆,α can be estimated uniformly in α ∈ [0, 1]. Then we define
recursively

χαsl(dγ) = ClFl(γ)

∫
Γ∗

pαsl−sl−1
(γ0, dγ)χαsl−1

(dγ0), l = 2, . . . ,m,

and obtain χαsm ∈ P
ϑm
exp with ϑm independent of α. Thereafter, by (7.49) we conclude that

Pαs,µ(FuG) = CPαsm,χsm (Fu) = CPαsm,χsm (F ◦$u), u ≥ sm, (7.51)

where C is a normalizing constant, i.e. C = Pαs,µ(G). Then Pαs,µ(H) = 0 follows by the fact
that the map u 7→ Pαsm,χsm ◦$

−1
u solves the Fokker-Planck equation (3.18) with Lα, see

(7.50). This proves (c), and hence the family {Pαs,µ : s ≥ 0, µ ∈ Pexp} is a unique solution
of the corresponding restricted martingale problem, see Theorem 5.5.

By Lemma 7.9 and claim (ii) of Proposition 7.8, for each s and µ, the family {Pαs,µ :

α ∈ (0, 1]} is relatively weakly compact, and each of its accumulation points has the
same one dimensional marginals, that coincide with the measures µt, see Lemmas 6.2
and 7.7. Let us show that these accumulation points solve the restricted initial value
martingale problem for L. By Lemmas 6.2 and 7.7 one concludes that conditions (a)
and (b) of Definition 3.3 are met, and we thus turn to proving (3.16). Given sequence
{αn}n∈N ⊂ (0, 1], αn → 0 and s ≥ 0, µ ∈ Pexp, let Pαns,µ ⇒ Ps,µ. Let also G in (3.15) be as

in (3.17) with a given m, s1, . . . , sm and Fj ∈ F̃ , j = 1, . . . ,m. Set Cn = Pαns,µ(G). Then the
measures νn,u ∈ P(Γ∗) defined by

νn,u(A) = C−1
n Pαns,µ(G · (1A ◦$u)) = Pαnsmχsm ($−1

u (A)), u ∈ [sm, t2], A ∈ B(Γ∗).

are in Pϑexp with ϑ independent of n and u ∈ [sm, t2] (see (7.51)). We also let

νu(A) = C−1Ps,µ(G · (1A ◦$u)), u ∈ [sm, t2], A ∈ B(Γ∗),

with C = Ps,µ(G). Then νn,u ⇒ νu for all u ∈ [sm, t2]. By Lemma 6.4 this yields νu ∈ Pϑexp,
and hence the corresponding correlation functions satisfy kαnu , ku ∈ Kϑ for all u ∈ [sm, t2]

and n ∈ N. To prove Ps,µ(H) = 0 we rewrite it, cf. (3.15),

Ps,µ(Ft2G)− Ps,µ(Ft1G)−
∫ t2

t1

Ps,µ(KuG)du = 0. (7.52)

For u ∈ [sm, t2] and n ∈ N, we then set

an(u) = Ps,µ(FuG)− Pαns,µ(FuG),

bn(u) = Ps,µ(KuG)− Pαns,µ(KuG),

cn(u) = Pαns,µ((Ku − Kαnu )G).

Since Pαns,µ(H) = 0, it follows that

LHS(7.52) = [an(t2)− an(t1)]−
∫ t2

t1

bn(u)du−
∫ t2

t1

cn(u)du =: I(1)
n + I(2)

n + I(3)
n . (7.53)
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By the assumed weak convergence of Pαns,µ one readily gets an(u) → 0, which yields

I
(1)
n → 0 as n→ +∞. At the same time,

bn(u) = C−1
n [νu(LF )− νn,u(LF )] + (C−1 − C−1

n )νu(LF ). (7.54)

Since Cn → C > 0, to prove bn(u) → 0 as n → +∞ by (7.54) it is enough to show that
νu(LF ) − νn,u(LF ) → 0 for F ∈ D(L). To this end we recall that G = Gm−1(Fm ◦$sm),
see (3.17). Set

ν̃n,u(A) = C̃−1
n Pαns,µ(Gm−1(1A ◦$u)), u ∈ [sm−1, sm],

ν̃u(A) = C̃−1Ps,µ(Gm−1(1A ◦$u)).

As above, we have that ν̃n,u, ν̃u ∈ P ϑ̃exp for all n and u as above. Clearly, we may assume

that ϑ > ϑ̃, and hence their correlation functions, k̃u and k̃αnu , lie in the corresponding
Kϑ̃. As in (6.7) we then can write

ku − kαnu = Qϑϑ̃(u− sm)k̃sm −Q
αn
ϑϑ̃

(u− sm)k̃αnsm . (7.55)

For m = 1, k̃u and k̃αnu are the correlation functions of µu and µαnu , and hence one may
apply Lemma 6.3, which yields

µu(LF )− µαnu (LF ) = 〈〈k̃u − k̃αnu , L̂G̃〉〉 = 〈〈k̃u − k̃αnu , G〉〉 → 0, n→ +∞,

where G̃ ∈ ∩ϑGϑ is such that F = KG̃, see (5.1) and (5.2). Therefore, we may inductively
assume in (7.55) that

〈〈k̃sm − k̃αnsm , L̂G̃〉〉 → 0,

and obtain

νu(LF )− νn,u(LF ) = 〈〈ku − kαnu , L̂G̃〉〉 → 0,

by repeating the steps made in the proof of Lemma 6.3. This yields bn(u)→ 0. As already
mentioned above, both terms of bn(u) are bounded uniformly in n and u, that yields in

(7.53) I(2)
n → 0.

Let us now turn to I(3)
n . As above, we have here

|cn(u)| =
∣∣∣〈〈kαnu , L̂nG〉〉

∣∣∣ ≤ eϑ|L̂nG|ϑ,
where G ∈ ∩ϑGϑ is such that F = KG, see (5.1) and (5.2), and L̂n is obtained by replacing
a(x− y) in (4.1) by

an(x, y) = a(x− y)(1− ψαn)(x) = αn
a(x− y)|x|d+1

1 + αn|x|d+1
≤ αna(x− y)|x|d+1 =: αnâ(x, y).

Proceeding as in obtaining (4.5) we then get, see (3.3),

|L̂nG|ϑ ≤
2αnm

a
d+1

e(ϑ′ − ϑ)
exp

(
eϑ〈φ〉

)
|G|ϑ′ .

Here ϑ′ can be an arbitrary number since G ∈ ∩ϑ′Gϑ′ , see (5.2). This yields I(3)
n → 0 as

n → +∞ (and hence αn → 0), which by (7.53) implies (7.52). Therefore, the proof of
Theorem 6.1 is completed.
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7.4 Proof of Theorem 3.6

Claim (a) follows by Theorem 6.1 (existence) and Theorem 5.2 (uniqueness). The
validity of (b) is then a standard fact, cf. [13, Theorem 5.1.2, claim (iv), page 80]. To
prove (c), we proceed as follows. By construction, the law of X(t) is µt ∈ Pexp; hence,
X(t) ∈ Γ̆∗ with probability one, see Lemma 2.10. Let {Dk}k∈N and {Γ∗,k}k∈N be the
collections of balls and sets, respectively, used in the proof of Lemma 2.7, see (2.27). As
we show there, each Γ∗,k is an open subset of Γ∗, and Γ̆∗ = ∩kΓ∗,k. For H as in (2.31)
and k ∈ N, we set Hk(γ) = H(γk) = H(γ ∩Dk). Then Hk(γ) <∞ for γ ∈ Γ∗,k. For N ∈ N
and s ≥ 0, let us consider the following stopping time

T kN = inf{t ≥ s : Hk(X(t)) > N},

cf. [15, page 180], and then set T kN ∧ t = min{T kN ; t} and Z(t) = limN→+∞X(T kN ∧ t),
which exists as T kN ≤ T kN+1. Let Φmτ ∈ D(L) be the same as in (5.33). Then

Φmτ (X(t))−
∫ t

s

(LΦmτ )(X(u))du

is a right-continuous martingale. Let µ̃t be the law of Z(t) and T k = limN→+∞ T kN .
Similarly as in [15, page 180], for each t > s by the optional sampling theorem, we can
write

E
[
Φmτ (X(T kN ∧ t))

]
= E [Φmτ (X(s))] + E

[∫ TkN∧t

s

(LΦmτ )(X(u))du

]
,

which after passing to the limit N → +∞ yields

µ̃t(Φ
m
τ ) = µ(Φmτ ) + E

[∫ Tk∧t

s

(LΦmτ )(X(u))du

]

≤ µ(Φmτ ) + E

[∫ Tk∧t

s

|(LΦmτ )(X(u))| du

]

≤ µ(Φmτ ) + E

[∫ t

s

|(LΦmτ )(X(u))| du
]
≤ µ(Φmτ ) +

∫ t

s

µu(Φmτ,1)du,

where µu = Ps,µ ◦$−1
u is the law of X(u). Note that in the last line we used (5.24). By

this estimate and (5.35) (with µ0 = µ) we then get the following

µ̃t(Φ
m
τ ) ≤

+∞∑
n=0

(t− s)n

n!
µ(Φmτ,n).

Now we proceed as in (5.38) and arrive at

lim
τ→0

µ̃t(Φ
m
τ ) ≤ (κe2(t−s))m‖θ‖mL1(X),

holding for all m ∈ N and t− s < ρε. Here κ is the type of µ. This yields that µ̃t ∈ Pexp

for such t, and hence Z(t) ∈ Γ̆∗ almost surely, implying T k > t. Now we fix v < s + ρε,
repeat this procedure with the martingale

Φmτ (X(t+ v))−
∫ t+v

s+v

(LΦmτ )(X(u))du

and eventually conclude that T k > t for all t, and hence almost all sample paths of X
remain in D[s,+∞)(Γ∗,k), holding for every k. Since Γ̆∗ = ∩kΓ∗,k, this yields that these

paths remain in D[s,+∞)(Γ̆∗), cf. [15, Proof of Proposition 3.10, page 180, 181], which
complete the proof.
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Appendix. Supplementary Material

Here we prove (5.24), (5.25) and (5.26). For n = 2, (5.24) is just (5.20) with Φmτ,2 given
by (5.25) with w1(m, 2) = (m + 1)2 −m2 = 2m + 1, w2(m, 2) = 1, see (5.28) and (5.27).
Assume then that Φmτ,n is as in (5.25). By (5.23), similarly as in (3.12), we get

|LVτ (c; γ)| ≤
m∑
j=1

F̂m,θ
q1 ,...,θqj−1 ,θqj+1,θqj+1 ,...θqm

τ (γ)) + τcn+1
a F̂m+1

τ (γ).

Here we have taken into account that c̄θ = 1, and also θq(x) ≤ cqaψ(x), see (3.6) and (3.7).
In a similar way, by (3.13) we obtain∣∣∣LF̂mτ (γ)

∣∣∣ ≤ mcaF̂mτ (γ) + τcaF̂
m+1
τ (γ).

Now we use both this estimates in (5.25) and obtain

∣∣LΦmτ,n(γ)
∣∣ ≤ ∑

c∈Cm,n

Cm,n(c)

(
c0Vτ (c0 − 1, c1 + 1, c2, . . . , ck, . . . ; γ) (7.56)

+ c1Vτ (c0, c1 − 1, c2 + 1, . . . , ck, . . . ; γ) + · · ·+

+ cnVτ (c0, c1, . . . , cn − 1, cn+1 + 1, . . . ; γ)

)

+ τcn+1
a mnF̂m+1

τ (γ) + cn+1
a

( n∑
k=1

τk(m+ k)wk(m,n)F̂m+k
τ (γ)

+

n+1∑
k=2

τk(m+ k)wk−1(m,n)F̂m+k
τ (γ)

)
.

If one takes into account the recurrence formulas in (5.27), the latter two lines of the
right-hand side of (7.56) convert into the second term of (5.25) written for Φmτ,n+1. Thus,
it remains to prove that the first three lines of (7.56) yield the first term of (5.25) written
for Φmτ,n+1. Note that therein the summands corresponding to cj = 0 vanish automatically
since we multiply them by zero in this case. Assuming that a given cj 6= 0 we can write
the corresponding summand in (7.56), denoted Sn+1

j , as follows, see the second line in
(5.25),

Sn+1
j =

m!n!(j + 1)!(cj+1 + 1)

c0! · · · (cj − 1)!(cj+1 + 1)! · · · (0!)c0 · · · (j!)cj−1j!((j + 1)!)cj+1+1 · · ·
(7.57)

× Vτ (c0, c1, . . . , cj − 1, cj+1 + 1, · · · ; γ)

=
j + 1

n+ 1
c′j+1Cm,n+1(c′)Vτ (c′; γ), c′ ∈ Cm,n+1,

where c′ = (c0, . . . , cj − 1, cj+1 + 1, . . . ). To get convinced that c′ is indeed in Cm,n+1 one
computes the corresponding sums, cf. (5.22), that yields c0 + · · · + cj − 1 + cj+1 + 1 +

· · · = c0 + · · · + cj + cj+1 + · · · = m, and c1 + · · · + j(cj − 1) + (j + 1)(cj+1 + 1) + · · · =

c1 + · · ·+ jcj + (j + 1)cj+1 + · · · − j + j + 1 = n+ 1. Then we rewrite each summand in
the first three lines of (7.56) as in (7.57) and observe that the corresponding c′ runs over
the whole Cm,n+1 when c runs through Cm,n. Then these three lines, denoted Sn+1, take
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the following form

Sn+1 =
∑

c′∈Cm,n+1

(
1

n+ 1

n+1∑
j=1

jc′j

)
Cm,n+1(c′)Vτ (c′; γ) (7.58)

=
∑

c′∈Cm,n+1

Cm,n+1(c′)Vτ (c′; γ),

where we have taken into account that
∑
j jcj = n+ 1, see (5.22). This completes the

proof of (5.24) and (5.25). It then remains to prove (5.26). For n = 1, Cm,1 is a singleton
consisting of c = (m− 1, 1, 0, . . . ), which yields∑

c∈Cm,1

Cm,1(c) =
m!

(m− 1)!1!
= m.

Now we set in the second line of (7.58) Vτ (c′; γ) ≡ 1 and calculate Sn+1 with this Vτ ,
which is equal to the first three lines of (7.56). That is,∑

c′∈Cm,n+1

Cm,n+1(c′) =
∑

c∈Cm,n

Cm,n(c)

(
c0 + c1 + · · ·+ cn

)
= m

∑
c∈Cm,n

Cm,n(c),

where we once again have used the first equality in (5.22). Now (5.26) is obtained from
the latter by the induction in n.
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