
The Annals of Applied Statistics
2021, Vol. 15, No. 3, 1081–1083
https://doi.org/10.1214/21-AOAS1500
© Institute of Mathematical Statistics, 2021

EDITORIAL:
STATISTICAL SIGNIFICANCE, P -VALUES,

AND REPLICABILITY

BY KAREN KAFADAR

Editor-in-Chief, 2019–2021

kk3ab@virginia.edu

The debate about the value of hypothesis testing, and the over-reliance on p-values as
a cornerstone of statistical methodology, has persisted for well over a century. Many re-
searchers, including statisticians, have commented on the frequent use and abuse of p-values.
The American Statistical Association (ASA) published an issue of The American Statistician
in March 2019 devoted entirely to this topic. The message in many of these articles is sen-
sible: the “0.05 threshold” for p-values is often arbitrary, and the notion of “p < 0.05” as
“statistically significant” may not be appropriate for many situations. Some have interpreted
the articles in that issue, and the many that followed, as statisticians abandoning hypothe-
sis tests entirely (Nature Editorial, 20 March 2019). Others have incorrectly assumed that
the articles represented official ASA policy (Scientific American: Denworth ((2019), p. 64);
Nature: Amrhein, Greenland and McShane (2019); Significance: Tarran ((2019), p. 14)).

As ASA President in 2019, I convened a Task Force to prepare a statement to clarify the
role of hypothesis tests, p-values, and their relation to replicability. The Statement from that
Task Force appears as the next article following this Editorial. The Task Force was intended
to span a wide range of expertise, experience, and philosophy, and remarkable unanimity was
achieved. All Task Force members are listed as authors of the Statement, as all participated
in writing it and approved it for publication. The Task Force Statement is important: as with
almost all methods, in statistics and elsewhere, concepts of hypothesis tests, p-values, and
replicability can be misunderstood and misused, but they remain central to scientific infer-
ence.

Results of hypothesis tests are routinely reported in scientific studies. For example, Beigel
et al. (2020) reported in their abstract the results of their “double-blind, randomized, placebo-
controlled trial of intravenous remdesivir” in 1,062 adults hospitalized with Covid-19 and
evidence of lower respiratory tract infection: “Those who received remdesivir had a median
recovery time of 10 days (95% confidence interval [CI], 9 to 11), as compared with 15 days
(95% CI, 13 to 18) among those who received placebo (rate ratio for recovery, 1.29; 95%
CI, 1.12 to 1.49; P < 0.001, by a log-rank test).” P -values are also commonly calculated in
large-scale genome-wide association studies (e.g., Storey and Tibshirani (2003)).

Courts of law also rely heavily on statistical methods in assessing the admissibility of sci-
entific evidence (Kaye and Freedman (2011)). Rule 702, Testimony by Expert Witnesses, of
the Federal Rules of Evidence (Legal Information Institute) was amended in 2000 to take
into consideration several factors when assessing the reliability of scientific expert testimony,
including “whether the technique or theory has been subject to peer review and publication”
and “the known or potential rate of error of the technique or theory when applied.” Statistical
tests are often critical components in peer-reviewed articles, and judges look for them in mak-
ing decisions about the admissibility of scientific expert testimony. The Reference Manual for
Scientific Evidence (Federal Judicial Center (2011)) devotes four of its thirteen chapters to
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statistical concepts (Statistics, Multiple Regression, Survey Research, Epidemiology), which
are frequently cited in judicial decisions. In Matrixx Initiatives v Siracusano (2011), Justice
Sotomayor wrote (footnote 6):

“A study that is statistically significant has results that are unlikely to be the result of random
error. . . .” Federal Judicial Center, Reference Manual on Scientific Evidence 354 (2d ed. 2000). To
test for significance, a researcher develops a “null hypothesis” e.g., the assertion that there is no re-
lationship between Zicam use and anosmia. See id., at 122. The researcher then calculates the prob-
ability of obtaining the observed data (or more extreme data) if the null hypothesis is true (called the
p-value). Ibid. Small p-values are evidence that the null hypothesis is incorrect. See ibid. Finally,
the researcher compares the p-value to a preselected value called the significance level. Id., at 123.
If the p-value is below the preselected value, the difference is deemed “significant.” Id., at 124.

The quotation in Justice Sotomayor’s opinion comes from the chapter on statistical meth-
ods in the Reference Manual on Scientific Evidence (Kaye and Freedman). That chapter cites
several court cases that refer to hypothesis tests, p-values, and “statistical significance” (as
well as confidence intervals, random versus biased samples, etc.; cf. Section 4B, pp. 249–
253). In one such case [Giles v Wyeth, Inc., 500 F. Supp. 2d 1048, 1056 (S.D. Ill. 2007)], the
Court refers to several statistical concepts, including confidence intervals, replicability, and
“cherry-picking”:

“[Plaintiff] also relies on cherry-picked data from the FDA’s 2006 study on antidepressant-induced
suicide. The FDA based its analysis on data collected from 372 RCTs involving nearly 100,000
individuals. . . . Despite the study’s overall conclusion, [Plaintiff] grasps onto a subset of data that
facially suggests that antidepressants cause suicidality in adults in the 45–54 age group. . . . The odds
ratio for antidepressants versus a placebo for [a specific] age group was 2.29, with a 95% confidence
interval between 0.73–7.14, and a p-value 0.15. While [Plaintiff] admits that a p-value of 0.15 is
three times higher than what scientists generally consider statistically significant—that is, a p-value
of 0.05 or lower—she maintains that this ‘represents 85% certainty, which meets any conceivable
concept of preponderance of the evidence.’ (Doc. 103 at 16).”

(The Court proceeds in its decision to appropriately criticize Plaintiff’s claim that “a p-value
of 0.15. . . ‘represents 85% certainty’.”) Numerous court cases discuss results of studies in
terms of p-values from hypothesis tests, “significance,” confidence intervals, and replicability
(Kaye and Freedman (2011)); the Task Force addresses these concepts in its Statement. While
not immune from misuse or confusion, these notions (like many in science), when applied
and interpreted properly, remain useful and valid, for guiding both scientists and consumers
of science (such as courts of law) towards insightful inferences from data.

Not all statistical methods are appropriate for all instances, yet they are critical for answer-
ing the question: “How firm should evidence be, to take a result seriously?” Sir David Cox
wrote in 1986 (p. 121), “Something like a significance test is needed for the essential task
of checking and criticizing models and formulating improved ones, a key aspect of success-
ful applied work.” More recently, Cox (2020) wrote, “The mathematical clarity of Neyman’s
work is, of course, appealing, but it may be argued that its overformalization continues to
lead to misunderstanding, unproductive discussion and rigidity concerning, in particular, the
role of significance tests.” (See also Reid and Cox ((2014), Section 4).) The “unproductive
discussion” has been unfortunate, leading some to view tests as wrong rather than as valid
and often informative. Even Sir Ronald Fisher himself, the purported source of the “0.05”
threshold, may not have been so rigid: “Sir Ronald’s firm knowledge was not one extremely
significant result, but rather the ability to repeatedly get results significant at 5%” (Tukey
(1969), p. 85). Indeed, Fisher (1935) himself wrote in his classic The Design of Experiments:

“In order to assert that a natural phenomenon is experimentally demonstrable we need, not an iso-
lated record, but a reliable method of procedure. In relation to the test of significance, we may say
that a phenomenon is experimentally demonstrable when we know how to conduct an experiment
which will rarely fail to give us a statistically significant result.”
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Research in statistics advances when new problems and new data types inspire the devel-
opment of new methods. A misuse of a tool ought not to lead to complete elimination of the
tool from the toolbox, but rather to the development of better ways of communicating when it
should, and should not, be used. While better approaches to explaining the concepts continue
to be explored, new methods related to inference and replicability also should continue to be
proposed and considered by the community. With the increasing availability of data and the
temptation to explore thousands (or more) of possible connections and associations, some
structure in the problem formulation and scientific communication is needed. The Statement
of the Task Force reinforces the critical role of statistical methods to ensure a degree of sci-
entific integrity. I hope that the principles outlined in the Statement will aid researchers in all
areas of science, that they will be followed and cited often, and that the Statement will inspire
more research into other approaches to conducting sound statistical inference.

Acknowledgements. My thanks to the Task Force members for their time and efforts, to
Linda J. Young and Xuming He for chairing the Task Force, and to them and Nancy Reid and
Barry Graubard for their comments on an earlier version of this Editorial.
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