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We thank the Editors for this opportunity and the dis-
cussants for their insightful comments. The discussions
added much depth and breadth to this work. In the fol-
lowing, we address the comments by each discussant.

1. KRISTIN LINN

1.1 Potential Violation to the Conditional
Independence Assumption

The conditional independence assumption in display
(10) of the main manuscript says that the time-varying
covariate is conditionally independent of the random ef-
fects given all the observed history prior to the covariate
(i.e., all the previous outcomes, previous treatment assign-
ments and previous covariates). Linn commented that the
conditional independence assumption may require further
justification for our data example, HeartSteps. In partic-
ular, she noted that latent factors, such as levels of de-
pression and anxiety, can be associated with endogenous
time-varying covariates such as location, and these latent
factors can be part of the random effects. We would like
to clarify that this possible association does not necessar-
ily violate the conditional independence assumption; a vi-
olation would be such association after conditioning on
the observed history. For our data example, it is possible
that even after conditioning on the observed history, the
current location of the user may still be correlated with
the latent factors. Because this assumption is not testable
without additional modeling assumptions, it is critical to
carefully scrutinize the assumption both through scientific
knowledge and through sensitivity analyses. Under addi-
tional modeling assumptions, it is possible to test for this
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assumption, and another discussant, Cho et al., provided
a potential solution to test empirically the conditional in-
dependence assumption (see Section 3 of this rejoinder).

Linn also pointed out that the latent factors, such as lev-
els of depression and anxiety, can change over time and
be impacted by prior treatments. For such settings, latent
variable models such as partially observed Markov deci-
sion processes may prove useful (e.g., Ross et al., 2011).

1.2 Choice Between Marginal Effect and Conditional
Effect

Linn commented that a marginal effect estimate may be
preferred over a conditional effect, due to reasons includ-
ing the interest on population-level intervention and ethi-
cal and privacy concerns. We agree that there are settings
where the marginal effect is of primary interest, such as
in the primary analysis of an MRT. For these settings, we
recommend use methods for estimating marginal causal
effect for MRT (Boruvka et al., 2018, Qian et al., 2019).
There are, however, settings where the person-specific ef-
fect is of interest. For example, in exploratory analyses
behavioral scientists may want to understand how individ-
uals respond to the treatment differently in addition to that
explained by the difference in their observed covariates.
Such analyses has the potential to aid the development of
individualized mobile health interventions (Nahum-Shani
et al., 2018).

1.3 Two Practical Suggestions

We wish to echo two other comments by Linn, as they
have very important practical implications.

One of our main contributions is to show that under
the conditional independence assumption, standard linear
mixed model (LMM) software can be used to estimate
the conditional effect even if there are endogenous covari-
ates. As a cautionary note, Linn commented that “[e]ase
of implementation also opens the door for quick appli-
cation of the proposed estimation approach by nonstatis-
ticians or time-deprived statisticians who may not take
time to fully consider whether the critical assumptions
seem reasonable.” We reiterate the two caveats when ap-
plying standard LMM software with endogenous covari-
ates: (i) When the conditional independence assumption
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is believed to hold, the resulting estimated treatment effect
can only be interpreted conditional on the random effects,
not marginally, unless there is no interaction between the
random effects and the treatment indicator. (ii) The condi-
tional independence assumption needs to be checked the-
oretically or through sensitivity analyses; otherwise, the
treatment effect estimated via standard LMM can be bi-
ased.

Linn also brought up that the tech industry is leveraging
mobile health data to attract users and improve engage-
ment. We believe there will be great benefits if industry
and academia work together on developing mobile health
interventions to promote healthy behavior.

2. ERICA MOODIE AND DAVID STEPHENS

2.1 Use of Directed Acyclic Graphs

Moodie and Stephens (MS hereafter) provided a rather
nice illustration of endogeneity and how one can assess
confounding using directed acyclic graphs (DAGs). In
fact, using their approach it is easy to see that the con-
ditional independence assumption in display (10) in the
main manuscript is not required for identifiability of the
conditional on the random effects parameter, β . The main
manuscript focuses on whether the estimator of β ob-
tained by standard LMM software is consistent. The as-
sumption in display (10) provides a sufficient condition
for this.

2.2 A Time-Varying Confounder Need Not Be a
Mediator

We agree with MS’s point that a time-varying con-
founder need not be a mediator. Indeed, the literature we
reviewed in Section 2.3 was not just for situations with
feedback loops (where a time-varying confounder is also
a mediator); rather, it was about correctly accounting for
time-varying confounders (regardless of whether they are
also mediators).

3. HUNYONG CHO ET AL.

3.1 Efficiency of the Partial Likelihood Approach

In establishing the feasibility of standard linear mixed
models software to estimate the conditional effect, we
used a likelihood factorization argument (see equations
(11) through (13) of the main manuscript), and we
claimed that in our setting any inference based on the full
likelihood can be equivalently based on the partial likeli-
hood. Cho et al. pointed out that when covariates are en-
dogenous, the term dropped from the full likelihood when
forming the partial likelihood, p(Xit | Hit−1,Ait−1, Yit ),
may in fact contain additional information about the pa-
rameter of interest. Thus, efficiency loss may occur due to
not using the full likelihood.

We agree that if there is additional structural informa-
tion that implies that p(Xit | Hit−1,Ait−1, Yit ) contains
additional information about the parameter of interest,
then one should take advantage of this information. In
fact, as discussed in Section 6 of the main manuscript,
other authors have taken a different approach than ours
by jointly modeling the time-varying covariates and time-
varying outcomes when dealing with LMMs with endoge-
nous covariates (albeit in settings different than MRTs);
see, for example, Miglioretti and Heagerty (2004), Roy
et al. (2006), Sitlani et al. (2012), Shardell and Fer-
rucci (2018). Another way to view this problem is that
using the partial likelihood without modeling p(Xit |
Hit−1,Ait−1, Yit ) versus using the full likelihood with
additional models on p(Xit | Hit−1,Ait−1, Yit ) can be
viewed as a bias-variance trade-off. It would be very inter-
esting to operationalize this bias-variance trade-off so as
to help data analysts in these settings decide if it is worth-
while to attempt to utilize prior knowledge about the vari-
ables in Xit .

3.2 An Empirical Test for the Conditional
Independence Assumption

Cho et al. proposed sensitivity analyses to the condi-
tional independence assumption via hypothesis tests of
the independence between the covariates, Xit , and the
predicted random effects, b̂i , conditional on the history
information observed prior to Xit . To address the loss of
power due to the curse of dimensionality from both the
high dimensional Hit for fixed t and the multiple testing
at different t’s, they proposed to (i) construct a summary
vector of the history, sd(Hit ), that ideally captures the role
of Hit in the conditional independence assumption, and
(ii) reduce the multiplicity in testing by only focusing on
a subset of all the time points. This is an interesting area
for further research given the desire by applied data ana-
lysts to use existing software.

3.3 A Coherent Marginal Effect Estimator

The treatment effect estimator proposed in the main
manuscript is conditional on the random effects. As also
pointed out by Linn in her discussion, Cho et al. men-
tioned the interest of estimating marginal effects. Al-
though there are existing methods to estimate marginal
causal effects for MRTs (Boruvka et al., 2018, Qian et al.,
2019), these directly model the marginal effect, and as a
result it is difficult to make their marginal models coherent
with the conditional model considered in this manuscript.
To construct a coherent marginal effect estimator, Cho et
al. proposed a least squares estimator for E(bi | Hit ), a
key term in the marginal model implied by the conditional
model.

Two settings in which a marginal effect estimate might
be of interest are in primary analysis, and in hypothesis
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generating analyses that are exploratory in nature. For the
former, we prefer methods that rely on few assumptions,
such as those in Boruvka et al. (2018), Qian et al. (2019).
For the latter, methods such as the one proposed by Cho et
al. are quite attractive, particularly as additional assump-
tions can be used to increase efficiency of the estimators.

3.4 An Extension to LMMs with Kernels

Cho et al. discussed an extension to incorporate radial
basis kernels in order to accommodate possible violation
to the linearity assumption of LMM, where they formu-
lated the extension as a Bayesian LMM. We believe this
is a useful extension to consider as there is much prac-
tical need of modeling the mean function with flexible
functional forms. Pearce and Wand (2009) discussed the
explicit connection between the generalized linear mixed
models (GLMMs) and the kernel machines based on re-
producing kernel Hilbert space (RKHS) theory, and they
provided a principled way for constructing kernel-based
extension to general mean curves. Other authors has also
discussed the connection between random effects mod-
els and kernel methods (such as Gaussian process regres-
sion) or spline-based methods; see, for example, Speed
(1991), Verbyla et al. (1999), Wand (2003), Pearce and
Wand (2006). Below we discuss the connection between
LMM and Gaussian process in a simplified setting and
point out directions for further generalization of the pro-
posal by Cho et al.

Consider the Bayesian version of the standard LMM
with exogenous covariates presented in equation (1) of
the manuscript, with prior β ∼ N(0,�β). Following no-
tation in Section 2.1 of the manuscript, this implies that
marginally we have

Yi | Xi,σε,G,�β

∼ N
(
0,Xi�βXT

i + ZiGZT
i + σ 2

ε ITi

)
,

(1)

where ITi
is a Ti × Ti identity matrix with Ti denoting

the total number of decision points for individual i. Now
consider a typical Gaussian process regression setup (e.g.,
Rasmussen and Williams, 2006). Suppose

Yit+1 | Xit , h, σε ∼ N
(
h(Xit ), σ

2
ε

)
,

h ∼ GP(0, k),

where GP(0, k) denotes a Gaussian process with mean
function 0 and covariance function k. Let Ki be a
Ti × Ti matrix with (j1, j2)th entry k(Xij1,Xij2); Ki is
known as the Gram matrix. Then by equation (2.30) of
Rasmussen and Williams (2006), we have Yi | Xi,σε, k ∼
N(0,Ki + σ 2

ε ITi
). Therefore, if we choose the kernel to

be k(Xij1,Xij2) = Xij1�βXT
ij2

+ Zij1GZT
ij2

, then

Yi | Xi,σε, k ∼ N
(
0,Xi�βXT

i + ZiGZT
i + σ 2

ε ITi

)
,

coinciding with the likelihood of the Bayesian LMM in
(1). Therefore, to generalize the Bayesian LMM, one can
replace Xij1�βXT

ij2
in the definition of k(Xij1,Xij2) by

other kernel functions.
The above is a very simple example for the purpose

of demonstrating the connection between Bayesian LMM
and Gaussian process regression. The proposed model of
Cho et al. is an extension to the LMM with endogenous
covariates in equation (7) of the manuscript. Other such
extensions can be formulated by substituting the Gaus-
sian kernel used by Cho et al., Kit (w;Z∗, γ ), with other
kernel functions such as the Matérn kernel. There has also
been work in the literature that combines LMM with ker-
nel methods with application to genetics (Liu, Lin and
Ghosh, 2007) and to online reinforcement learning in mo-
bile health studies (Tomkins et al., 2020).

Cho et al. proposed to tune hyperparameters via cross-
validation. Another common approach to determine the
value of hyperparameters in kernel methods is marginal
maximum likelihood estimation (also known as empir-
ical Bayes) (e.g., Rasmussen and Williams, 2006, Sec-
tion 5). It has been suggested by some authors that cross-
validation-based approach can be more robust against
model misspecification (Wahba, 1990).

Importantly, Cho et al. discussed three implications of
the conditional independence assumption for their ker-
nel mixed models in the presence of endogenous time-
varying covariates, based on the likelihood factorization
argument in Section 3 of the manuscript. Namely, that the
kernel mixed models can be fit using existing software,
that the estimates will maximize full data likelihood of
the training set given fixed hyperparameters, and that the
hyperparameters can be chosen to maximize the full data
likelihood of the test set. These observations can facili-
tate a potentially wide application of kernel-based mixed
models to mobile health and other domains with endoge-
nous covariates.
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