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#### Abstract

We study the asymptotic behavior of the least squares estimators when the model is possibly misspecified. We consider the setting where we wish to estimate an unknown function $f_{*}:(0,1)^{d} \rightarrow \mathbb{R}$ from observations $(X, Y),\left(X_{1}, Y_{1}\right), \cdots,\left(X_{n}, Y_{n}\right)$; our estimator $\hat{g}_{n}$ is the minimizer of $\sum_{i=1}^{n}\left(Y_{i}-g\left(X_{i}\right)\right)^{2} / n$ over $g \in \mathcal{G}$ for some set of functions $\mathcal{G}$. We provide sufficient conditions on the metric entropy of $\mathcal{G}$, under which $\hat{g}_{n}$ converges to $g_{*}$ as $n \rightarrow \infty$, where $g_{*}$ is the minimizer of $\left\|g-f_{*}\right\| \triangleq \mathbb{E}\left(g(X)-f_{*}(X)\right)^{2}$ over $g \in \mathcal{G}$. As corollaries of our theorem, we establish $\left\|\hat{g}_{n}-g_{*}\right\| \rightarrow 0$ as $n \rightarrow \infty$ when $\mathcal{G}$ is the set of monotone functions or the set of convex functions. We also make a connection between the convergence rate of $\left\|\hat{g}_{n}-g_{*}\right\|$ and the metric entropy of $\mathcal{G}$. As special cases of our finding, we compute the convergence rate of $\left\|\hat{g}_{n}-g_{*}\right\|^{2}$ when $\mathcal{G}$ is the set of bounded monotone functions or the set of bounded convex functions.
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## 1. Introduction

Given independent and identically distributed (iid) observations $(X, Y),\left(X_{1}, Y_{1}\right)$, $\cdots,\left(X_{n}, Y_{n}\right)$, we consider the least squares estimator $\hat{g}_{n}$, which is the solution to the following problem:

$$
\begin{equation*}
\operatorname{minimize} \varphi_{n}(f) \triangleq \frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-f\left(X_{i}\right)\right)^{2} \quad \text { subject to } f \in \mathcal{G} \tag{1.1}
\end{equation*}
$$

for a set $\mathcal{G}$ of functions, where

$$
Y_{i}=f_{*}\left(X_{i}\right)+\varepsilon_{i}, \quad 1 \leq i \leq n
$$

for some unknown regression function $f_{*}:(0,1)^{d} \rightarrow \mathbb{R}$ satisfying $\mathbb{E} f_{*}(X)^{2}<\infty$, and $\left(\left(X_{i}, \varepsilon_{i}\right): 1 \leq i \leq n\right)$ is a sequence of $(0,1)^{d} \times \mathbb{R}$-valued random vectors satisfying $\mathbb{E}\left(\varepsilon_{1} \mid X_{1}\right)=0$ and $\mathbb{E}\left(\varepsilon_{1}^{2} \mid X_{1}\right)=\sigma^{2}<\infty$. It should be emphasized that $f_{*}$ does not need to belong to $\mathcal{G}$, so it is possible that the model is misspecified. When $\mathcal{G}$ is the set of monotone functions, i.e.,

$$
\begin{aligned}
& \mathcal{G}=\mathcal{G}_{m} \triangleq\left\{g:(0,1)^{d} \rightarrow \mathbb{R}: \mathbb{E} g(X)^{2}<\infty\right. \text { and } \\
& \left.\qquad g\left(x_{1}, \cdots, x_{d}\right) \leq g\left(y_{1}, \cdots, y_{d}\right) \text { if } x_{j} \leq y_{j} \text { for } 1 \leq j \leq d\right\}
\end{aligned}
$$

the estimator $\hat{g}_{n}$ is known as the isotonic regression estimator. When $\mathcal{G}$ is the set of convex functions, i.e.,

$$
\mathcal{G}=\mathcal{G}_{c} \triangleq\left\{g:(0,1)^{d} \rightarrow \mathbb{R}: \mathbb{E} g(X)^{2}<\infty \text { and } g \text { is convex }\right\}
$$

the estimator $\hat{g}_{n}$ is known as the convex regression estimator.
When studying the behavior of $\hat{g}_{n}$ as $n \rightarrow \infty$, the first question one needs to answer is, "What is the limit point of $\left(\hat{g}_{n}: n \geq 1\right)$ ?" To answer this question, we consider the space

$$
L^{2}=\left\{f:(0,1)^{d} \rightarrow \mathbb{R}: \mathbb{E} f(X)^{2}<\infty\right\}
$$

We restrict our attention to the functions $f$ satisfying $\mathbb{E} f(X)^{2}<\infty$ since we expect $\varphi_{n}(f)$ to converge to $\mathbb{E}(Y-f(X))^{2}$ as $n \rightarrow \infty$. One such condition guaranteeing this is $\mathbb{E} f(X)^{2}<\infty$ together with $\mathbb{E}\left(Y^{2}\right)<\infty$; see pages 198-199 of [53] for details. $L^{2}$ turns out to be a semi-Hilbert space equipped with the semi-inner product

$$
\left(f_{1}, f_{2}\right)=\mathbb{E}\left(f_{1}(X) f_{2}(X)\right)
$$

and the associated seminorm

$$
\|f\|=\sqrt{(f, f)}
$$

for $f, f_{1}, f_{2} \in L^{2}$. A semi-Hilbert space is a generalization of a Hilbert space where the inner product is required only to be a semi-inner product. A semiinner product $\langle\cdot, \cdot\rangle$ is a generalization of an inner product where $\langle f, f\rangle=0$ does
not necessarily imply $f=0$. The fact that $L^{2}$ is a semi-Hilbert space plays an important role in the following discussion since it ensures the existence of a solution to (1.2).

Empirical $L^{2}$ seminorms $\|\cdot\|_{n}$ and $\|\cdot\|_{n, \delta}$ can be defined by

$$
\|f\|_{n}=\left\{\frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right)^{2}\right\}^{1 / 2}, \quad\|f\|_{n, \delta}=\left\{\frac{1}{n} \sum_{i=1}^{n} f\left(X_{i}\right)^{2} I\left(X_{i} \in[\delta, 1-\delta]^{d}\right)\right\}^{1 / 2}
$$

for $f \in L^{2}$ and $\delta>0$.
A natural candidate for the limit point of $\left(\hat{g}_{n}: n \geq 1\right)$ in $L^{2}$ is the projection $g_{*}$ of $f_{*}$ onto $\mathcal{G}$, which is the solution to the following problem:

$$
\begin{equation*}
\text { minimize }\left\|g-f_{*}\right\|^{2} \quad \text { subject to } g \in \mathcal{G} \tag{1.2}
\end{equation*}
$$

Since $L^{2}$ is a semi-Hilbert space, under the assumption that $\mathcal{G}$ is a closed convex subset of $L^{2}$, a solution to (1.2) exists by the projection theorem and we will denote the set of solutions to (1.2) by $\mathcal{G}_{*}$. Of course, when $f_{*} \in \mathcal{G}$, we have $f_{*} \in$ $\mathcal{G}_{*}$. In Theorem 3.1 of this paper, we will provide a set of sufficient conditions under which $\left\|\hat{g}_{n}-g_{*}\right\| \rightarrow 0$ as $n \rightarrow \infty$, thereby justifying $g_{*} \in \mathcal{G}_{*}$ as a limit point of ( $\hat{g}_{n}: n \geq 1$ ) in $L^{2}$.

When the model is well-specified, i.e., $f_{*} \in \mathcal{G}$, it is well-known that the metric entropy of $\mathcal{G}$ gives certain information about the consistency or convergence rate. (For definitions, see Section 2.) For example, in her unique work, [70] proved $\left\|\hat{g}_{n}-g_{*}\right\| \rightarrow 0$ under the conditions $f_{*} \in \mathcal{G}, \mathbb{E} \sup \left\{g(X)^{2}: g \in \mathcal{G}\right\}<\infty$, and the $\epsilon$-metric entropy of $\mathcal{G}$ in the $\|\cdot\|_{n}$ norm being $o_{p}(n)$. Furthermore, the metric entropy of $\mathcal{G}$ in the $\|\cdot\|$ or $\|\cdot\|_{n}$ norm provides explicit convergence rates for $\left\|\hat{g}_{n}-g_{*}\right\|$; see, for example, Theorem 4.1 of [71], Theorem 1 of [10], and Theorem 3.4.1 of [74].

However, when the model is misspecified, little is known about the relationship between the metric entropy of $\mathcal{G}$ and the behavior of ( $\hat{g}_{n}: n \geq 1$ ). The main objective of this paper is to establish a framework under which the metric entropy explains how ( $\hat{g}_{n}: n \geq 1$ ) behaves. The main contributions of this paper can be summarized as follows.

1. Our main theorem (Theorem 3.1) states that if the $\epsilon$-metric entropy (without bracketing) of $\mathcal{G}$ in the $\|\cdot\|$ and $\|\cdot\|_{n, \delta}$ norm is finite almost surely (a.s.) for any $\epsilon>0$, then

$$
\begin{equation*}
\left\|\hat{g}_{n}-g_{*}\right\| \rightarrow 0 \tag{1.3}
\end{equation*}
$$

as $n \rightarrow \infty$ under the assumption that $\mathcal{G}$ is a closed convex subset of $L^{2}$. As corollaries of our theorem, we establish (1.3) when $\mathcal{G}=\mathcal{G}_{m}$ or $\mathcal{G}=\mathcal{G}_{c}$. So far, the results of type (1.3) have not been established when the model is misspecified; thus, (1.3) is one of the new contributions of this paper when $f_{*} \notin \mathcal{G}$. When the model is well-specified, the results of type (1.3) have been established by [70] under conditions such as the uniform boundedness of $g \in \mathcal{G}$ and the growth of the metric entropy of $\mathcal{G}$ in the $\|\cdot\|_{n}$ norm being of order $o_{p}(n)$. Our result can be viewed as an extension of some of the results in [70].
2. Our next finding on the rates of convergence (Theorem 4.1) states that when $\mathcal{G}$ is a closed convex subset of $L^{2}$, the $\epsilon$-metric entropy with bracketing provides explicit convergence rates on $\left\|\hat{g}_{n}-g_{*}\right\|^{2}$. As corollaries of our finding, we obtain $\left\|\hat{g}_{n}-g_{*}\right\|^{2}=\mathcal{O}_{p}\left(a_{n}\right)$, where

$$
a_{n}= \begin{cases}n^{-2 / 3}, & \text { if } d=1  \tag{1.4}\\ n^{-1 / 2}(\log n)^{2}, & \text { if } d=2 \\ n^{-\frac{1}{2(d-1)}}, & \text { if } d>2\end{cases}
$$

when

$$
\mathcal{G}=\mathcal{G}_{m, B} \triangleq\left\{g \in \mathcal{G}_{m}:|g(x)| \leq B \text { for } x \in(0,1)^{d}\right\}
$$

for some constant $B$.
We also obtain $\left\|\hat{g}_{n}-g_{*}\right\|^{2}=\mathcal{O}_{p}\left(b_{n}\right)$, where

$$
b_{n}= \begin{cases}n^{-\frac{4}{4+d}}, & \text { if } d<4  \tag{1.5}\\ (\log n) n^{-1 / 2}, & \text { if } d=4 \\ n^{-2 / d}, & \text { if } d>4\end{cases}
$$

when

$$
\mathcal{G}=\mathcal{G}_{c, B} \triangleq\left\{g \in \mathcal{G}_{c}:|g(x)| \leq B \text { for } x \in(0,1)^{d}\right\}
$$

for some constant $B$. We are not aware of any existing results in the literature on the rates of convergence when $d \geq 2$ and $f_{*} \notin \mathcal{G}$. Thus, the above results when $d \geq 2$ will shed light on the study of ( $\hat{g}_{n}: n \geq 1$ ) in the presence of model misspecification.
3. One of the implications of identifying the limit point of ( $\hat{g}_{n}: n \geq 1$ ) is that we are able to analyze the Type I error of a hypothesis test whose null and alternative hypotheses are given by

$$
\begin{align*}
& H_{0}: f_{*} \notin \mathcal{G}  \tag{1.6}\\
& H_{a}: f_{*} \in \mathcal{G} .
\end{align*}
$$

We will consider one of the popular test procedures, in which we observe $\left(\left(X_{i}, Y_{i j}\right): 1 \leq i \leq n, 1 \leq j \leq m\right)$, where $Y_{i j}=f_{*}\left(X_{i}\right)+\varepsilon_{i j}$. We then compute the test statistic as

$$
\begin{equation*}
\frac{m}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2} \tag{1.7}
\end{equation*}
$$

where $\tilde{Y}_{i}=\sum_{j=1}^{m} Y_{i j} / m$, and $\tilde{g}_{n}$ is the solution to (1.1) with the $Y_{i}$ 's replaced by the $\tilde{Y}_{i}$ 's. The finite sample behavior of this test statistic is well-known under the normality assumption on the $\varepsilon_{i}$ 's. The finite sample distribution of the test statistic is known as the chi-bar squared distribution; see, for example, (3.3) on page 51 of [68] and Section 2.1 of [66]. However, not much is known about the behavior of the test statistic when $n$ and $m$ are large. In this paper, we consider a very simple test procedure, which is based on the test statistic in (1.7), and we prove that its Type I error converges to 0 as $n \rightarrow \infty$ for $m$ sufficiently large.

Shape constrained estimators have received considerable interest in the context of isotonic and convex regression estimators;

1. when $f_{*} \in \mathcal{G}$ and $d=1$, some theoretical works on consistency and convergence rates can be found in [12], [6], [75], [59], [21], [71, 72], [58], [77], [26, 27], [14], [16], and [8] for isotonic regression, and [46], [44], [59], [35], [37], [9], [16], [15], and [8] for convex regression,
2. when $f_{*} \in \mathcal{G}$ and $d \geq 2$, consistency and convergence rates are studied by [43], [55], [17], [62], [10], and [41] for isotonic regression, and by [65] and [40] for convex regression,
3. when $f_{*} \notin \mathcal{G}$ and $d=1$, some interesting results can be found in [16] and [8] for isotonic regression and in [37] and [8] for convex regression, and
4. when $f_{*} \notin \mathcal{G}$ and $d \geq 2$, we could not find any theoretical results concerning consistency or convergence rates. To the best of our knowledge, this paper is the first to establish consistency and compute the convergence rates when $f_{*} \notin \mathcal{G}$ and $d \geq 2$.

It should be noticed that our results are consistent with existing results when $f_{*} \in \mathcal{G}$ or $d=1$. For example, let us consider the case where $\mathcal{G}=\mathcal{G}_{m, B}$. When $f_{*} \in \mathcal{G}_{m, B}$ and $d=1$, the convergence rate in (1.4) agrees with the previous result given by [58] and [77]. When $f_{*} \notin \mathcal{G}_{m, B}$ and $d=1$, the convergence rate in (1.4) is a slight improvement of the previous result established by [16], who computed the rate of $n^{-2 / 3}$ up to a logarithmic multiplicative factor in $n$; see Theorem 6.1 of [16]. When $f_{*} \in \mathcal{G}_{m, B}$ and $d=2$, the convergence rate in (1.4) is a slight improvement of the previous result established by [17], who computed the rate of $n^{-1 / 2}(\log n)^{4}$; see Theorem 2.1 of [17]. When $f_{*} \in \mathcal{G}_{m, B}$ and $d \geq 3$, the convergence rate in (1.4) is slower than the previous result established by [41], who computed the rate of $n^{-1 / d}(\log n)^{4}$; see Theorem 1 of [41]. Next, let us consider the case where $\mathcal{G}=\mathcal{G}_{c, B}$. When $f_{*} \in \mathcal{G}_{c, B}$ and $d=1$, the convergence rate in (1.5) agrees with the previous results obtained by [35], [15], and [40]. When $f_{*} \notin \mathcal{G}_{c, B}$ and $d=1$, the convergence rate in (1.5) is a slight improvement of the result obtained by [37], who achieved the convergence rate of $n^{-4 / 5}(\log n)^{5 / 4}$. When $f_{*} \in \mathcal{G}_{c, B}$ and $d \geq 2$, the convergence rate in (1.5) agrees with the previous result obtained by [40]; see Theorem 3.6 of [40].

Related works can be found in [6], [28], [63], [29], [50], [52], [42], [51], and [69] for computational algorithms used to compute isotonic or convex regression estimators; in [34], [61], [39], [60], [22], [2], [67], [49], [64], [19], [20], [13], [24], [3], [23], [25], and [48] for the density estimation under shape restriction; in [1], [45], [56], [57], and [18] for additive models; and in [7], [68], [76], [38], [32], [4], [66], and [5] for hypothesis tests to detect monotonicity and convexity.

This paper is organized as follows. In Section 2, we introduce some notations and definitions. Section 3 presents Theorem 3.1, our main theorem on consistency, and proves (1.3) for the cases of $\mathcal{G}=\mathcal{G}_{m}$ and $\mathcal{G}=\mathcal{G}_{c}$ as corollaries. In Section 4, we describe Theorem 4.1, our main finding on the convergence rate, and obtain (1.4) and (1.5) for the cases of $\mathcal{G}=\mathcal{G}_{m, B}$ and $\mathcal{G}=\mathcal{G}_{c, B}$ as corollaries. Section 5 considers a test procedure for testing $f_{*} \in \mathcal{G}$, analyzes its Type 1 error, and examine its numerical behavior.

## 2. Notation and Definitions

For $x \in \mathbb{R}^{d}$, we write its $j$ th component as $x_{j}$. Thus, $x=\left(x_{1}, \cdots, x_{d}\right)$ and its norm is given by $|x|=\left\{\sum_{j=1}^{n} x_{j}^{2}\right\}^{1 / 2}$. The transpose of $x$ is denoted by $x^{T}$. For $a, b \in \mathbb{R}^{d}$, we write $a \leq b$ if $a_{i} \leq b_{j}$ for $1 \leq j \leq d$. For $a, b \in \mathbb{R}^{d}$, the hyperrectangle $[a, b]$ is the set $\left\{x \in \mathbb{R}^{d}: a \leq x \leq b\right\}$. For $x \in \mathbb{R},\lceil x\rceil$ is the smallest integer that is greater than or equal to $x$. $[x]^{+}$equals $x$ if $x \geq 0$, and 0 otherwise. $[x]^{-}$equals $-x$ if $x \leq 0$, and 0 otherwise. For $x, y \in \mathbb{R}, x \wedge y=x$ if $x \leq y$ and $y$ otherwise. For sequences of real numbers $\left(\alpha_{n}: n \geq 1\right)$ and $\left(\beta_{n}: n \geq 1\right)$, we write $\alpha_{n} \lesssim \beta_{n}$ if $\alpha_{n} \leq C \beta_{n}$ for some constant $C$ and all $n \geq 1$. For a sequence of random variables $\left(Z_{n}: n \geq 1\right)$ and a sequence of positive real numbers $\left(\alpha_{n}: n \geq 1\right)$, we say $Z_{n}=\mathcal{O}_{p}\left(\alpha_{n}\right)$ as $n \rightarrow \infty$ if, for any $\epsilon>0$, there exist constants $C$ and $N$ such that $\mathbb{P}\left(\left|Z_{n} / \alpha_{n}\right|>C\right)<\epsilon$ for $n \geq N$. We also say $Z_{n}=o_{p}\left(\alpha_{n}\right)$ as $n \rightarrow \infty$ if $Z_{n} / \alpha_{n}$ converges to zero in probability as $n \rightarrow \infty$.

## Covering and Bracketing Numbers

Let $d$ be a pseudo-metric on a set $\mathcal{A}$ of functions. A set $\mathcal{B} \subset \mathcal{A}$ is called an $\epsilon$-net for $(\mathcal{A}, d)$ if for each $f \in \mathcal{A}$, there exists $h \in \mathcal{B}$ such that $d(f, h) \leq \epsilon$. For $\epsilon>0$, the covering number $N(\epsilon, \mathcal{A}, d)$ is defined as the minimal number of elements in an $\epsilon$-net for $(\mathcal{A}, d)$. In other words,

$$
\begin{aligned}
& N(\epsilon, \mathcal{A}, d) \triangleq \inf \left\{J: \text { There exist } h_{1}, \cdots, h_{J} \in \mathcal{A}\right. \\
& \text { such that } \left.\left\{h_{1}, \cdots, h_{J}\right\} \text { is an } \epsilon \text {-net for }(\mathcal{A}, d)\right\} .
\end{aligned}
$$

We set $N(\epsilon, \mathcal{A}, d)=\infty$ if no $\epsilon$-net exists. The $\epsilon$-metric entropy for $(\mathcal{A}, d)$ is $\log (1+N(\epsilon, \mathcal{A}, d))$.

Given $l, u \in \mathcal{A}$, the bracket $[l, u]$ is the set of functions $f$ satisfying $l \leq f \leq u$. An $\epsilon$-bracket is a bracket $[l, u]$ satisfying $d(l, u) \leq \epsilon$. For $\epsilon>0$, the bracketing number $N_{[]}(\epsilon, \mathcal{A}, d)$ is the minimum number of $\epsilon$-brackets needed to cover $\mathcal{A}$. In other words,

$$
\begin{aligned}
& N_{[]}(\epsilon, \mathcal{A}, d) \triangleq \inf \left\{J: \text { There exist } l_{1}, \cdots, l_{J}, u_{1}, \cdots, u_{J} \in \mathcal{A}\right. \\
& \text { such that } \left.d\left(l_{j}, u_{j}\right) \leq \epsilon \text { for } 1 \leq j \leq J \text { and } \mathcal{A} \subset \bigcup_{j=1}^{J}\left[l_{j}, u_{j}\right]\right\} .
\end{aligned}
$$

The $\epsilon$-metric entropy with bracketing for $(\mathcal{A}, d)$ is $\log \left(1+N_{[]}(\epsilon, \mathcal{A}, d)\right)$.

## Metrics

Let $\mathcal{A}$ be a set of functions defined on $(0,1)^{d}$. We define a metric $d_{2}$ on $\mathcal{A}$ as follows:

$$
d_{1}\left(f_{1}, f_{2}\right)=\int_{(0,1)^{d}}\left|f_{1}(x)-f_{2}(x)\right| d x
$$

$$
d_{2}\left(f_{1}, f_{2}\right)=\left\{\int_{(0,1)^{d}}\left(f_{1}(x)-f_{2}(x)\right)^{2} d x\right\}^{1 / 2}
$$

For $\delta>0$, let $A(\delta)$ be a set of functions defined on $[\delta, 1-\delta]^{d}$. We define a pseudo-metric $d_{n}^{\delta}$ and metrics $d_{2}^{\delta}$ and $d_{\infty}^{\delta}$ on $\mathcal{A}(\delta)$ as follows:

$$
\begin{aligned}
& d_{n}^{\delta}\left(f_{1}, f_{2}\right)=\left\{\frac{1}{n} \sum_{i=1}^{n}\left(f_{1}\left(X_{i}\right)-f_{2}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in[\delta, 1-\delta]^{d}\right)\right\}^{1 / 2} \\
& d_{2}^{\delta}\left(f_{1}, f_{2}\right)=\left\{\int_{[\delta, 1-\delta]^{d}}\left(f_{1}(x)-f_{2}(x)\right)^{2} d x\right\}^{1 / 2} \\
& d_{\infty}^{\delta}\left(f_{1}, f_{2}\right)=\sup _{x \in[\delta, 1-\delta]^{d}}\left|f_{1}(x)-f_{2}(x)\right|
\end{aligned}
$$

It should be noted that $N\left(\epsilon, \mathcal{A}(\delta), d_{n}^{\delta}\right)$ depends on $X_{1}, \cdots, X_{n}$, so it is a random variable.

## 3. Main Theorem on Consistency

In this section, we precisely describe our main theorem on consistency, Theorem 3.1. Let us consider the following problem:

$$
\begin{equation*}
\operatorname{minimize} \varphi_{n}(f) \triangleq \frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-f\left(X_{i}\right)\right)^{2} \quad \text { subject to } f \in \mathcal{G} \tag{3.1}
\end{equation*}
$$

In general, there may not exist a solution to (3.1). However, in some specific cases such as the case of $\mathcal{G}=\mathcal{G}_{m}$ or $\mathcal{G}=\mathcal{G}_{c}$, a solution to (3.1) exists. We will first develop a general theory under the assumption that there exists a solution to (3.1). We will then consider the cases of $\mathcal{G}=\mathcal{G}_{m}$ and $\mathcal{G}=\mathcal{G}_{c}$, and establish corollaries.

In order to analyze the behavior of the solution to (3.1), we need the following assumptions:
A1. $(X, Y),\left(X_{1}, Y_{1}\right),\left(X_{2}, Y_{2}\right), \cdots$ is a sequence of iid $(0,1)^{d} \times \mathbb{R}$-valued random vectors satisfying

$$
Y=f_{*}(X)+\varepsilon \text { and } Y_{i}=f_{*}\left(X_{i}\right)+\varepsilon_{i} \text { for } i \geq 1
$$

A2. $X, X_{1}, X_{2}, \cdots$ have a common positive density function $\tau:(0,1)^{d} \rightarrow \mathbb{R}$.
A3. There exists a positive constant $\tau_{*}$ such that $\tau(x) \leq \tau_{*}$ for $x \in(0,1)^{d}$.
A4. (i) $\mathbb{E}(\varepsilon \mid X)=\mathbb{E}\left(\varepsilon_{i} \mid X_{i}\right)=0$ and (ii) $\mathbb{E}\left(\varepsilon^{2} \mid X\right)=\mathbb{E}\left(\varepsilon_{i}^{2} \mid X_{i}^{2}\right)=\sigma^{2}<\infty$ for $i \geq 1$.
A5. $\mathbb{E} f_{*}(X)^{2}<\infty$.
Under A1-A5, several properties are satisfied when $\mathcal{G}=\mathcal{G}_{m}$ or $\mathcal{G}=\mathcal{G}_{c}$. One of such properties is presented next.

P1. $\mathcal{G}$ is a closed convex subset of $L^{2}$.
With A5 and P1 in force, the projection theorem guarantees the existence of a solution to the following problem:

$$
\begin{equation*}
\text { minimize }\left\|f-f_{*}\right\| \quad \text { subject to } f \in \mathcal{G} \tag{3.2}
\end{equation*}
$$

A solution $g_{*}$ to (3.2) exists and is unique up to a set of measure zero under A2. Furthermore, $g_{*}$ is characterized by the following relationship:

$$
\begin{equation*}
\left(f_{*}-g_{*}, g-g_{*}\right) \leq 0 \tag{3.3}
\end{equation*}
$$

for $g \in \mathcal{G}$; see, for example, Theorem 1 on page 69 of [54]. We will denote the set of the solutions to (3.2) by $\mathcal{G}_{*}$.

We next present other properties that are satisfied when $\mathcal{G}=\mathcal{G}_{m}$ or $\mathcal{G}=\mathcal{G}_{c}$. In P3, we focus on a subset of $\mathcal{G}$, to which the solution to (3.1) belongs for $n$ sufficiently large. P3 states that when one restricts the functions in such a subset on $[\delta, 1-\delta]$ for $\delta>0$, there exist $\epsilon$-nets for such restricted functions in the $d_{2}^{\delta}$ and $d_{n}^{\delta}$ pseudo-metrics, respectively, and the $\epsilon$-net in the $d_{n}^{\delta}$ metric is independent of $n$ for $n$ sufficiently large. P4 states that for any $\delta>0, g_{*}$ and the solution to (3.1) are uniformly Lipschitz over $[\delta, 1-\delta]$ and for $n$ sufficiently large.
P2. For $n \geq 1$, there exists a solution $\hat{g}_{n}$ to (3.1). We will denote the set of the solutions to (3.1) by $\hat{\mathcal{G}}_{n}$.
P3. For each $\delta>0$, there exists a subset $\mathcal{H}(\delta) \subset \mathcal{G}$ such that

$$
\begin{equation*}
\mathbb{P}\left(\hat{\mathcal{G}}_{n} \subset \mathcal{H}(\delta) \text { for all but finitely many } n\right)=1 \tag{3.4}
\end{equation*}
$$

Let $\tilde{\mathcal{H}}(\delta)$ be the set of functions in $\mathcal{H}(\delta)$ restricted to $[\delta, 1-\delta]^{d}$, i.e.,

$$
\begin{aligned}
& \tilde{\mathcal{H}}(\delta) \triangleq\left\{\tilde{h}:[\delta, 1-\delta]^{d} \rightarrow \mathbb{R}: \text { There exists } h \in \mathcal{H}(\delta)\right. \text { such that } \\
& \left.\qquad \tilde{h}(x)=h(x) \text { for } x \in[\delta, 1-\delta]^{d}\right\} .
\end{aligned}
$$

(i) For any $\epsilon>0$ and $\delta>0, N\left(\epsilon, \tilde{\mathcal{H}}(\delta), d_{2}^{\delta}\right)<\infty$.
(ii) For any $\epsilon>0$ and $\delta>0$, there exist a constant $r \triangleq r(\epsilon, \delta)$ and $\left\{h_{1}, \cdots, h_{r}\right\} \subset \tilde{\mathcal{H}}(\delta)$ such that

$$
\begin{equation*}
\mathbb{P}\left(\limsup _{n \rightarrow \infty} \sup _{g \in \tilde{\mathcal{H}}(\delta)} \min _{1 \leq j \leq r} d_{n}^{\delta}\left(g, h_{j}\right) \leq \epsilon\right)=1 \tag{3.5}
\end{equation*}
$$

P4. For any $\delta>0$, there exists a constant $\beta(\delta)$ such that

$$
\begin{array}{r}
\mathbb{P}\left(\sup _{g_{*} \in \mathcal{G}_{*}, x, y \in[\delta, 1-\delta]^{d}, x \neq y}\left|g_{*}(x)-g_{*}(y)\right| /|x-y| \leq \beta(\delta)\right. \text { and } \\
\sup _{\hat{g}_{n} \in \hat{\mathcal{G}}_{n}, x, y \in[\delta, 1-\delta]^{d}, x \neq y}\left|\hat{g}_{n}(x)-\hat{g}_{n}(y)\right| /|x-y| \leq \beta(\delta)
\end{array}
$$

for all but finitely many $n)=1$.

Remark 3.1. The requirement described in P3(ii) is satisfied if, for any $\delta$, we have $N\left(\epsilon, \tilde{\mathcal{H}}(\delta), d_{n}^{\delta}\right)<\infty$ a.s. for $n$ sufficiently large and there exists an $\epsilon$-net for $\left(\tilde{\mathcal{H}}(\delta), d_{n}^{\delta}\right)$ that does not depend on $n$ for $n$ sufficiently large.

Remark 3.2. The requirement described in P3(ii) is satisfied if, for any $\delta$, we have $N\left(\epsilon, \tilde{\mathcal{H}}(\delta), d_{\infty}^{\delta}\right)<\infty$ a.s. for $n$ sufficiently large.

We are ready to present our main result regarding consistency, whose proof is provided in Appendix A.

Theorem 3.1. Assume A1-A5 and P1-P3. Then, for any $g_{*} \in \mathcal{G}_{*}$ and $\hat{g}_{n} \in \hat{\mathcal{G}}_{n}$,

$$
\begin{align*}
& \frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} \rightarrow 0 \text { a.s. as } n \rightarrow \infty \text { and }  \tag{3.6}\\
& \left\|\hat{g}_{n}-g_{*}\right\| \rightarrow 0 \text { as } n \rightarrow \infty \tag{3.7}
\end{align*}
$$

If, in addition, $P 4$ holds, then for any $\delta>0, g_{*} \in \mathcal{G}_{*}$, and $\hat{g}_{n} \in \hat{\mathcal{G}}_{n}$

$$
\begin{equation*}
\sup _{x \in[\delta, 1-\delta] d}\left|\hat{g}_{n}(x)-g_{*}(x)\right| \rightarrow 0 \tag{3.8}
\end{equation*}
$$

a.s. as $n \rightarrow \infty$.

Corollary 3.1. Let $\mathcal{G}=\mathcal{G}_{m} \triangleq\left\{g \in L^{2}: g\left(x_{1}, \cdots, x_{d}\right) \leq g\left(y_{1}, \cdots, y_{d}\right)\right.$ if $x_{j} \leq$ $y_{j}$ for $\left.1 \leq j \leq d\right\}$. Under A1-A5, P1-P3 are satisfied, and (3.6) and (3.7) hold. If, in addition, $d=1$ and $f_{*}$ is continuous, then the solution to (3.2) exists uniquely and (3.8) holds.

Corollary 3.2. Let $\mathcal{G}=\mathcal{G}_{c} \triangleq\left\{g \in L^{2}: g\right.$ is convex. $\}$. Under A1-A5, P1-P4 are satisfied, the solution to (3.2) exists uniquely, and (3.6), (3.7), and (3.8) hold.

Remark 3.3. Results similar to (3.7) have been established by [8], [16], and [37]. Also, an analysis of type (3.8) exists when the model is well-specified; see, for example, [62] for the case of isotonic regression and [65] and [53] for the case of convex regression. However, when the model is misspecified, the only work in the form of (3.8) is done by [53], who established (3.8) when $\mathcal{G}$ is the set of convex functions bounded by some known function $k_{*} \in L^{2}$. In Corollary 3.2, we are able to drop the requirement that $|g| \leq k_{*}$ for $g \in \mathcal{G}$.

Corollary 3.3. $\operatorname{Let} \mathcal{G}=\mathcal{G}_{m, B} \triangleq\left\{g \in \mathcal{G}_{m}:|g(x)| \leq B\right.$ for $\left.x \in(0,1)^{d}\right\}$ for some constant $B>0$. Under A1-A5, P1-P3 are satisfied, and (3.6) and (3.7) hold. If, in addition, $d=1$ and $f_{*}$ is continuous, then the solution to (3.2) exists uniquely and (3.8) holds.

Corollary 3.4. Let $\mathcal{G}=\mathcal{G}_{c, B} \triangleq\left\{g \in \mathcal{G}_{c}:|g(x)| \leq B\right.$ for $\left.x, y \in(0,1)^{d}\right\}$ for some constant $B>0$. Under A1-A5, P1-P4 are satisfied, the solution to (3.2) exists uniquely, and (3.6), (3.7), and (3.8) hold.

The proofs of Corollaries 3.1-3.4 are given in Appendix A.

In P 3 , we focus on the set of functions $g \in \mathcal{G}$ restricted on $[\delta, 1-\delta]^{d}$, and impose some conditions on the $\epsilon$-metric entropy of such a set. We consider the functions restricted on $[\delta, 1-\delta]^{d}$ because whether $\hat{g}_{n} \in \hat{\mathcal{G}}_{n}$ is stochastically bounded near the boundary of $(0,1)^{d}$ is not fully answered. For isotonic regression with Gaussian errors, this boundary issue is tackled in [41]. [41] establishes convergence rates in the setting of isotonic regression without assuming any uniform bound on functions $g \in \mathcal{G}$. However, whether or not the convex regression estimator without a uniform bound has stochastically bounded behavior near the boundary of $(0,1)^{d}$ is still an open question.

We close this section by introducing a set of conditions that can greatly simplify the problem. To establish consistency, we use the following inequality

$$
\begin{align*}
\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} & \leq \frac{2}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \\
& =\frac{2}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \\
& +\frac{2}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \tag{3.9}
\end{align*}
$$

as in [73]. In the presence of the following Glivenko-Cantelli type conditions, (3.6) and (3.7) can be easily established.

P5. (i)

$$
\sup _{g \in \mathcal{G}}\left|\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) g\left(X_{i}\right)-\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right) g(X)\right| \rightarrow 0
$$

a.s. as $n \rightarrow \infty$.
(ii)

$$
\sup _{g \in \mathcal{G}}\left|\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i} g\left(X_{i}\right)-\mathbb{E}(\varepsilon g(X))\right| \rightarrow 0 \text { a.s. as } n \rightarrow \infty
$$

P6.

$$
\sup _{g \in \mathcal{G}}\left|\frac{1}{n} \sum_{i=1}^{n}\left(g\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}-\mathbb{E}\left(g(X)-g_{*}(X)\right)^{2}\right| \rightarrow 0 \text { a.s. as } n \rightarrow \infty .
$$

The following theorem establishes (3.6) and (3.7) under P5 and P6.
Theorem 3.2. Assume A1, A4, A5, P1, P2, and P5. Then, for any $g_{*} \in \mathcal{G}_{*}$ and $\hat{g}_{n} \in \hat{\mathcal{G}}_{n}$, (3.6) holds. If, in addition, P6 is satisfied, then (3.7) holds.
Proof of Theorem 3.2. Combine (3.3), (3.9), and the strong law of large numbers.

One of the important implications of Theorem 3.2 is that, in the presence of A1-A5 and P1-P2, P3 in Theorem 3.1 can be replaced by the following conditions on the bracketing number and the uniform boundedness of $f_{*}, g \in \mathcal{G}$, and $\varepsilon$ :

P7.
(i) $N_{[]}\left(\epsilon, \mathcal{G}, d_{1}\right)<\infty$ for every $\epsilon>0$.
(ii) There exists $M_{*} \geq 0$ such that

$$
\begin{aligned}
& \left|f_{*}(x)\right| \leq M_{*} \text { for all } x \in(0,1)^{d} \\
& |g(x)| \leq M_{*} \text { for all } x \in(0,1)^{d} \text { and } g \in \mathcal{G} \\
& |\varepsilon| \leq M_{*} \text { a.s. }
\end{aligned}
$$

To see why P7 can replace P 5 and P 6 , let $\left.\mathcal{F}=\left\{\left(f_{*}-g_{*}\right) g: g \in \mathcal{G}\right)\right\}$. For any $g_{1}, g_{2} \in \mathcal{G}$, we have

$$
\begin{array}{r}
d_{1}\left(\left(f_{*}-g_{*}\right) g_{1},\left(f_{*}-g_{*}\right) g_{2}\right)=\int_{(0,1)^{d}}\left|f_{*}(x)-g_{*}(x) \| g_{1}(x)-g_{2}(x)\right| d x \\
\leq 2 M_{*} d_{1}\left(g_{1}, g_{2}\right) \tag{3.10}
\end{array}
$$

Hence, P7(i) and (3.10) imply $N_{[]}\left(\epsilon, \mathcal{F}, d_{1}\right)<\infty$ for every $\epsilon>0$, and Theorem 2.4.1 on page 122 of [74] establishes P5(i). Similar arguments can be applied to establish P5(ii) and P6.

The above arguments prove the following theorem.
Theorem 3.3. Assume A1-A5 and P1-P2. Furthermore, assume P7. Then, for any $g_{*} \in \mathcal{G}_{*}$ and $\hat{g}_{n} \in \hat{\mathcal{G}}_{n}$, (3.6) and (3.7) hold.

The following corollaries establish consistency of $\hat{g}_{n}$ for the case when $\mathcal{G}=$ $\mathcal{G}_{m, B}$ and $\mathcal{G}=\mathcal{G}_{c, B}$ under P7.
Corollary 3.5. Let $\mathcal{G}=\mathcal{G}_{m, B}$ be defined as in Corollary 3.3. Assume A1A5. Furthermore, assume that $f_{*}$ is uniformly bounded and $\varepsilon$ is bounded, i.e., there exist constants $M_{1}$ and $M_{2}$ such that $\left|f_{*}(x)\right| \leq M_{1}$ for all $x \in(0,1)^{d}$ and $|\varepsilon| \leq M_{2}$ a.s. Then, P1, P2, and P7 are satisfied, and hence, (3.6) and (3.7) hold for any $g_{*} \in \mathcal{G}_{*}$ and $\hat{g}_{n} \in \hat{\mathcal{G}}_{n}$.

Proof of Corollary 3.5. P1 and P2 can be established using the arguments similar to those in Steps 1 and 2 in the Proof of Corollary 3.1. P7(i) is established by Theorem 1.1 of [30]. Theorem 3.3 then implies the desired conclusions.
Corollary 3.6. Let $\mathcal{G}=\mathcal{G}_{c, B}$ be defined as in Corollary 3.4. Assume A1-A5. Furthermore, assume that $f_{*}$ is uniformly bounded and $\varepsilon$ is bounded, i.e., there exist constants $M_{1}$ and $M_{2}$ such that $\left|f_{*}(x)\right| \leq M_{1}$ for all $x \in(0,1)^{d}$ and $|\varepsilon| \leq M_{2}$ a.s. Then, P1, P2, and P7 are satisfied, and hence, (3.6) and (3.7) hold for any $g_{*} \in \mathcal{G}_{*}$ and $\hat{g}_{n} \in \hat{\mathcal{G}}_{n}$.
Proof of Corollary 3.6. P1 and P2 can be established using the arguments similar to those in Steps 1 and 2 in the Proof of Corollary 3.2. P7(i) is established by Theorem 1.1(ii) on page 567 of [31]. Theorem 3.3 then implies the desired conclusions.

## 4. Convergence Rates

By identifying the limit point of $\left(\hat{g}_{n}: n \geq 1\right)$ as $g_{*}$, we are now able to obtain the rate at which $\mathbb{E}\left(\hat{g}_{n}(X)-g_{*}(X)\right)^{2}$ converges to 0 . We start by rewriting

$$
\begin{aligned}
Y & =f_{*}(X)+\varepsilon \\
& =g_{*}(X)+\left(f_{*}(X)-g_{*}(X)+\varepsilon\right)
\end{aligned}
$$

and treating $f_{*}(X)-g_{*}(X)+\varepsilon$ as an error term around $g_{*}$. The problem is now converted into the question of how to find an unknown function $g_{*}$ (rather than $f_{*}$ ) when the observations come with errors in the form $f_{*}(X)-g_{*}(X)+\varepsilon$, whose mean is not zero. Our estimator $\hat{g}_{n}$ minimizes

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g\left(X_{i}\right)\right)^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)+\varepsilon_{i}\right)+\left(g_{*}\left(X_{i}\right)-g\left(X_{i}\right)\right)\right)^{2} \\
& \quad=\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)+\varepsilon_{i}\right)^{2} \\
& \quad-\frac{2}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)+\varepsilon_{i}\right)\left(g\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)+\frac{1}{n} \sum_{i=1}^{n}\left(g\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}
\end{aligned}
$$

over $g \in \mathcal{G}$, so it maximizes
$\mathbb{M}_{n}(g) \triangleq \frac{2}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)+\varepsilon_{i}\right)\left(g\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)-\frac{1}{n} \sum_{i=1}^{n}\left(g\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}$
over $g \in \mathcal{G}$. Many existing theories on the convergence rates of least squares estimators do not require mean zero errors. Instead, they require $\mathbb{E M}_{n}(g)$ $\mathbb{E M}_{n}\left(g_{*}\right)$ to have a negative drift. In our case, this is satisfied because

$$
\begin{align*}
& \mathbb{E M}_{n}(g)-\mathbb{E M}_{n}\left(g_{*}\right) \\
& \quad=2 \mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(g(X)-g_{*}(X)\right)-\mathbb{E}\left(g(X)-g_{*}(X)\right)^{2} \\
& \quad \leq-\mathbb{E}\left(g(X)-g_{*}(X)\right)^{2} \tag{4.1}
\end{align*}
$$

due to the fact that $\mathcal{G}$ is a closed convex subset of $L^{2}$, and hence, (3.3) is satisfied. (4.1) enables us to utilize existing theories on the convergence rates without having mean zero errors around $g_{*}$.

We start with some additional assumptions.
A6. $f_{*}$ is uniformly bounded, i.e., there exists a constant $A_{*}$ such that $\left|f_{*}(x)\right| \leq$ $A_{*}$ for $x \in(0,1)^{d}$.
A7. The functions in $\mathcal{G}$ are uniformly bounded, i.e., there exists a constant $B_{*}$ such that $|g(x)| \leq B_{*}$ for $x \in(0,1)^{d}$ and $g \in \mathcal{G}$.
A8. The $\varepsilon_{i}$ 's satisfy $\mathbb{E}\left(\varepsilon_{i} \mid X_{i}\right)=0$ for $i \geq 1$ and they are subexponential, i.e., there exist constants $\gamma$ and $\Gamma$ satisfying $\mathbb{E} \exp (\Gamma|\varepsilon|) \leq \gamma$.

The following theorem is our main tool for computing convergence rates and is a modification of Theorem 3.4.1 of [74].
Theorem 4.1. Assume $A 1-A 3, A 6-A 8$, and P1-P2. For each $n \geq 1$, define $\phi_{n}:(0, \infty) \rightarrow[0, \infty] b y$

$$
\phi_{n}(t)=\tilde{J}_{[]}\left(t, \mathcal{G}, d_{2}\right)\left(1+\tilde{J}_{[]}\left(t, \mathcal{G}, d_{2}\right) /\left(t^{2} \sqrt{n}\right)\right)
$$

for $t \geq 0$, where

$$
\tilde{J}_{[]}\left(t, \mathcal{G}, d_{2}\right) \triangleq \int_{\left(t^{2} / 64\right) \wedge(t / 24)}^{t} \sqrt{1+\log N_{[]}\left(u, \mathcal{G}, d_{2}\right)} d u
$$

Suppose $\delta \mapsto \phi_{n}(\delta) / \delta^{\alpha}$ is decreasing on $(0, \infty)$, for some $\alpha<2$. Let $r_{n}$ satisfy $r_{n}^{2} \phi_{n}\left(1 / r_{n}\right) \lesssim \sqrt{n}$ for every $n$. Then

$$
\left\|\hat{g}_{n}-g_{*}\right\|^{2}=\mathcal{O}_{p}\left(1 / r_{n}^{2}\right)
$$

as $n \rightarrow \infty$.
The proof of Theorem 4.1 is deferred to Appendix A. As corollaries of Theorem 4.1, we obtain the convergence rates when $\mathcal{G}=\mathcal{G}_{m, B}$ and $\mathcal{G}=\mathcal{G}_{c, B}$, respectively. The proofs of Corollaries 4.1 and 4.2 are provided in Appendix A.

Corollary 4.1. Let $\mathcal{G}=\mathcal{G}_{m, B}$ be defined as in Corollary 3.3. Under A1-A7,

$$
\left\|\hat{g}_{n}-g_{*}\right\|^{2}=\mathcal{O}_{p}\left(a_{n}\right) \quad \text { as } n \rightarrow \infty
$$

where

$$
a_{n}= \begin{cases}n^{-2 / 3}, & \text { if } d=1  \tag{4.2}\\ n^{-1 / 2}(\log n)^{2}, & \text { if } d=2 \\ n^{-\frac{1}{2(d-1)}}, & \text { if } d>2\end{cases}
$$

Remark 4.1 (Comparison with Existing Works When $d=1$ ). When the model is well-specified, i.e., $f_{*} \in \mathcal{G}$, the convergence rate obtained in Corollary 4.1 when $d=1$ agrees with the previous result given by [58] and [77], who established the rate of $n^{-2 / 3}$ for the univariate isotonic regression estimators; see Theorem 2.2 of [77]. On the other hand, when the model is misspecified, i.e., $f_{*} \notin \mathcal{G}$, the convergence rate obtained in Corollary 4.1 when $d=1$ is a slight improvement of the previous result established by [16], who computed the rate of $n^{-2 / 3}$ up to a logarithmic multiplicative factor in n; see Theorem 6.1 of [16].

Remark 4.2 (Comparison with Existing Works When $d=2$ ). When the model is well-specified, i.e., $f_{*} \in \mathcal{G}$, then the convergence rate obtained in Corollary 4.1 when $d=2$ is a slight improvement of the previous result established by [17], who computed the rate of $n^{-1 / 2}(\log n)^{4}$; see Theorem 2.1 of [17]. When the model is misspecified and $d=2$, we could not find any existing theoretical work on the convergence rates.

Remark 4.3 (Comparison with Existing Works When $d \geq 3$ ). When the model is well-specified, i.e., $f_{*} \in \mathcal{G}$, then the convergence rate obtained in Corollary 4.1 when $d \geq 3$ is slower than the previous result established by [41], who computed the rate of $n^{-1 / d}(\log n)^{4}$; see Theorem 1 of [41]. Corollary 4.1 computes suboptimal rates compared with those obtained in [41] since the entropy integral, defined by $\int_{0}^{t} \sqrt{1+\log N_{[]}\left(u, \mathcal{G}, d_{2}\right)}$ du for $t>0$, is divergent when $d \geq 3$. When the model is misspecified and $d \geq 3$, we could not find any existing theoretical work on the convergence rates.
Corollary 4.2. Let $\mathcal{G}=\mathcal{G}_{c, B}$ be defined as in Corollary 3.4. Under A1-A7,

$$
\left\|\hat{g}_{n}-g_{*}\right\|^{2}=\mathcal{O}_{p}\left(b_{n}\right) \quad \text { as } n \rightarrow \infty
$$

where

$$
b_{n}= \begin{cases}n^{-\frac{4}{4+d}}, & \text { if } d<4  \tag{4.3}\\ (\log n) n^{-1 / 2}, & \text { if } d=4 \\ n^{-2 / d}, & \text { if } d>4\end{cases}
$$

Remark 4.4 (Comparison with Existing Works When $d=1$ ). When the model is well-specified, the convergence rate obtained in Corollary 4.2 when $d=1$ agrees with the previous results obtained by [35], [15], and [40]. On the other hand, when the model is misspecified, the rate in Corollary 4.2 when $d=1$ is a slight improvement of the result obtained by [37], who achieved the convergence rate of $n^{-4 / 5}(\log n)^{5 / 4}$; see Theorem 6.1 of [37].

Remark 4.5 (Comparison with Existing Works When $d \geq 2$ ). When the model is well-specified, the convergence rate obtained in Corollary 4.2 when $d \geq 2$ agrees with the previous result obtained by [40]; see Theorem 3.6 of [40]. When the model is misspecified and $d \geq 2$, we could not find any existing theoretical work on the convergence rates.

## 5. A Test for Misspecification

The case of model misspecification is of particular interest to practitioners because even though $\hat{g}_{n}$ is a nice estimator of $f_{*}$ when $f_{*} \in \mathcal{G}$, it is typically not known a priori whether the function $f_{*}$ truly belongs to $\mathcal{G}$ or not. Thus, a modeler must conduct a hypothesis test in order to be confident about $f_{*} \in \mathcal{G}$ before he or she suggests $\hat{g}_{n}$ as an estimator of $f_{*}$. In this section, we introduce a test procedure for detecting whether $f_{*}$ belongs to $\mathcal{G}$ or not. We consider the following null and alternative hypotheses:

$$
\begin{aligned}
& H_{0}: f_{*} \notin \mathcal{G} \\
& H_{a}: f_{*} \in \mathcal{G} .
\end{aligned}
$$

In our test procedure, we assume that $f_{*}$ can be observed multiple times at any given design points ( $\left.X_{i}: 1 \leq i \leq n\right)$, and hence, the observed data can be expressed as $\left(\left(X_{i}, Y_{i j}\right): 1 \leq i \leq n, 1 \leq j \leq m\right)$, where

$$
Y_{i j}=f_{*}\left(X_{i}\right)+\varepsilon_{i j}
$$

In Section 5.1, we precisely describe the test procedure under consideration. In Proposition 5.1, we establish that the Type I error of the test procedure converges to 0 as $n \rightarrow \infty$ for $m$ sufficiently large. Section 5.2 is devoted to extensive simulation studies, which demonstrate that the test procedure successfully detects the non-monotonicity or non-convexity of test functions as $n \rightarrow \infty$.

### 5.1. Test Procedure under Consideration

The key idea of the test procedure is to observe that $\tilde{Y}_{i}=\sum_{j=1}^{m} Y_{i j} / m$ converges to $f_{*}\left(X_{i}\right)$ as $m \rightarrow \infty$ for each $i \in\{1, \cdots, n\}$ and fixed $n$. We define $\tilde{g}_{n}$ by the solution to (3.1) with the $Y_{i}$ 's replaced by the $\tilde{Y}_{i}$ 's. Let $n$ be fixed and $m \rightarrow \infty$. In such a situation, we can expect $\tilde{Y}_{i}$ to converge to $f_{*}\left(X_{i}\right)$ for $1 \leq i \leq n$. We also expect $\tilde{g}_{n}\left(X_{i}\right)$ to converge to $g_{*}\left(X_{i}\right)$ for $1 \leq i \leq n$. Therefore, if $f_{*} \in \mathcal{G}$, we expect $\sum_{i=1}^{n}\left(\tilde{Y}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2} / n$ to converge to 0 , whereas if $f_{*} \notin \mathcal{G}$, we expect $\sum_{i=1}^{n}\left(\tilde{Y}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2} / n$ to converge to $\sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} / n$, which is a positive number. Inspired by this observation, we consider the following test statistic:

$$
\begin{equation*}
\mathrm{TS}=\frac{m}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2} \tag{5.1}
\end{equation*}
$$

To understand the limiting behavior of the test statistic, we will use the following heuristic arguments. Let us fix $n$ and assume that $f_{*} \in \mathcal{G}$. Since $\tilde{g}_{n}$ minimizes $\sum_{i=1}^{n}\left(Y_{i}-f_{*}\left(X_{i}\right)\right)^{2}$ over $f \in \mathcal{G}$, it follows that

$$
\frac{1}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2} \leq \frac{1}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{i}-f_{*}\left(X_{i}\right)\right)^{2}
$$

or equivalently,

$$
\begin{equation*}
\mathrm{TS}=\frac{m}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2} \leq \frac{m}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{i}-f_{*}\left(X_{i}\right)\right)^{2} \tag{5.2}
\end{equation*}
$$

Using the fact that $\tilde{Y}_{i}=\sum_{j=1}^{m}\left(f_{*}\left(X_{i}\right)+\varepsilon_{i j}\right) / m$ for $1 \leq i \leq n,(5.2)$ can be rewritten as

$$
\begin{equation*}
\mathrm{TS} \leq \frac{m}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{i}-f_{*}\left(X_{i}\right)\right)^{2}=\frac{m}{n} \sum_{i=1}^{n}\left(\sum_{j=1}^{m} \varepsilon_{i j} / m\right)^{2} \tag{5.3}
\end{equation*}
$$

For each $i \in\{1, \cdots, n\}$, the weak law of large numbers ensures

$$
\begin{equation*}
\frac{1}{\sqrt{m}} \sum_{j=1}^{m} \varepsilon_{i j} \Rightarrow N\left(0, \sigma^{2}\right) \tag{5.4}
\end{equation*}
$$

as $m \rightarrow \infty$, where $N\left(0, \sigma^{2}\right)$ is the normal random variable with a mean of 0 and a variance of $\sigma^{2}$. By the continuous mapping theorem together with (5.3) and
(5.4), we obtain

$$
\mathrm{TS} \leq \frac{m}{n} \sum_{i=1}^{n}\left(\sum_{j=1}^{m} \varepsilon_{i j} / m\right)^{2} \Rightarrow \frac{1}{n}\left(N_{1}\left(0, \sigma^{2}\right)+\cdots+N_{n}\left(0, \sigma^{2}\right)\right) \stackrel{D}{=}\left(\sigma^{2} / n\right) \chi_{n}^{2}
$$

where the $N_{i}\left(0, \sigma^{2}\right)$ 's are independent normal random variables with a mean of 0 and a variance of $\sigma^{2}, \Rightarrow$ denotes convergence in distribution, and $A \xlongequal{D} B$ means that $A$ and $B$ have the same distribution.

On the other hand, let us fix $n$ and assume that $f_{*} \notin \mathcal{G}$. Then, $\sum_{i=1}^{n}\left(\tilde{Y}_{i}-\right.$ $\left.\tilde{g}_{n}\left(X_{i}\right)\right)^{2} / n$ is expected to converge to $\sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} / n$ as $m \rightarrow \infty$, which is a positive number. Hence, $\mathrm{TS}=(\mathrm{m} / n) \sum_{i=1}^{n}\left(\tilde{Y}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2}$ is expected to go to infinity as $m \rightarrow \infty$.

From the above arguments, it is intuitively acceptable to conclude that $f_{*} \in \mathcal{G}$ with a confidence level of at least $1-\gamma$ if the test statistic is less than the $100(1-\gamma)$-th percentile of $\left(\sigma^{2} / n\right) \chi_{n}^{2}$.

For a test procedure to be meaningful, it should fail to reject $H_{0}$ when $f_{*} \notin \mathcal{G}$. As our next proposition suggests, our test procedure has the desired property. Proposition 5.1 states that the Type I error of the test procedure converges to 0 as $n \rightarrow \infty$ for $m$ sufficiently large.

To describe the behavior of the test procedure, we need some assumptions.
B1. $\left(\left(X_{i}, Y_{i j}\right): 1 \leq i \leq n, 1 \leq j \leq m\right)$ is a sequence of iid $(0,1)^{d} \times \mathbb{R}$-valued random vectors satisfying

$$
Y_{i j}=f_{*}\left(X_{i}\right)+\varepsilon_{i j} \text { for } i \geq 1 \text { and } j \geq 1
$$

B2. $X_{1}, X_{2}, \cdots$ have a common positive density function $\tau:(0,1)^{d} \rightarrow \mathbb{R}$.
B3. There exists a positive constant $\tau_{*}$ such that $\tau(x) \leq \tau_{*}$ for $x \in(0,1)^{d}$.
B4. (i) $\mathbb{E}\left(\varepsilon_{i} \mid X_{i}\right)=0$ and (ii) $\mathbb{E}\left(\varepsilon_{i}^{2} \mid X_{i}^{2}\right)=\sigma^{2}<\infty$ for $i \geq 1$.
B5. $\mathbb{E} f_{*}\left(X_{1}\right)^{2}<\infty$.
B6. There exists a solution to (3.2) that is continuous. Also, $f_{*}$ is continuous.
Proposition 5.1. Under B1-B6, P1-P3, there exists a constant $M$ such that $m \geq M$ implies
$\mathbb{P}\left(\right.$ Fail to reject $H_{0}$ for all but finitely many $\left.n \mid f_{*} \notin \mathcal{G}\right)=1$.
If $\mathcal{G}=\mathcal{G}_{m}$ or $\mathcal{G}=\mathcal{G}_{c}$, (5.5) holds under B1-B6.
The proof of Proposition 5.1 is provided in Appendix A.

### 5.2. Simulation Studies

In this section, we examine the performance of the test procedure through simulations. We compute the proportion of times $H_{0}$ is rejected with nine different regression functions, $f_{1}, f_{2}, f_{3}, f_{4}, f_{5}, f_{6}, f_{7}, f_{8}$ and $f_{9}$, for different $n$ values.

We define $f_{1}:(0,1) \rightarrow \mathbb{R}, f_{2}:(0,1) \rightarrow \mathbb{R}, f_{3}:(0,1) \rightarrow \mathbb{R}, f_{4}:(0,1) \rightarrow \mathbb{R}$, $f_{5}:(0,1)^{2} \rightarrow \mathbb{R}, f_{6}:(0,1)^{2} \rightarrow \mathbb{R}, f_{7}:(0,1)^{2} \rightarrow \mathbb{R}, f_{8}:(0,1)^{2} \rightarrow \mathbb{R}$, and $f_{9}:(0,1)^{2} \rightarrow \mathbb{R}$ by

$$
\begin{aligned}
f_{1}(x) & =-\exp (-x) \\
f_{2}(x) & =-1.5(x-0.7)^{2} \\
f_{3}(x) & =5(x-0.2)^{2} \\
f_{4}(x) & =3(x-0.2)(x-0.5)(x-0.7) \\
f_{5}(x(1), x(2)) & =x(1)^{2}+x(2)^{2} \\
f_{6}(x(1), x(2)) & =x(1)^{2}-x(2)^{2} \\
f_{7}(x(1), x(2))= & 1-\exp \left(-(x(1)-0.5)^{2}-(x(2)-0.5)^{2}\right) \\
f_{8}(x(1), x(2))= & (x(1)+x(2)-0.5)^{3} \\
& -\exp \left(-50(x(1)-0.25)^{2}+(x(2)-0.25)^{2}\right)
\end{aligned}
$$

for $x \in(0,1)$ and $(x(1), x(2)) \in(0,1)^{2}$. On the other hand, $f_{9}(x)$ is the price of a European call option on a non-dividend-paying stock when $x \in(0,1)$ is the volatility of the underlying stock price. It is assumed that the strike price of this stock option is 1.3 , the risk-free annual interest rate is 0.03 , the current price of the underlying stock is 1 , and the time to maturity is 1 year.

It should be noted that $f_{1}$ is monotone, $f_{2}, f_{3}$, and $f_{4}$ are not monotone, $f_{5}$ is convex, and $f_{6}, f_{7}$, and $f_{8}$ are not convex. The non-convexity of $f_{9}$ can be easily checked; see, for example, page 295 in [47]. Thus, we applied the test procedure with $\mathcal{G}=\mathcal{G}_{m}$ to the cases where $f_{*}=f_{1}, f_{2}, f_{3}$, and $f_{4}$, respectively. We also applied the test procedure with $\mathcal{G}=\mathcal{G}_{c}$ to the cases where $f_{*}=f_{5}, f_{6}, f_{7}, f_{8}$, and $f_{9}$, respectively.

When $f_{*}=f_{1}, f_{2}, f_{3}$ or $f_{4}$, we chose $X_{i}=i / n-1 /(2 n)$ for $1 \leq i \leq n$ and generated $Y_{i j}=f_{2}\left(X_{i}\right)+N_{i j}\left(0,0.1^{2}\right)$ for $1 \leq i \leq n$ and $1 \leq j \leq m$ with $m=20$, where the $N_{i j}\left(0,0.1^{2}\right)$ 's are iid normal random variables with a mean of 0 and a variance of $0.1^{2}$. We next computed $\tilde{Y}_{i}=\sum_{j=1}^{m} Y_{i j} / m$ for $1 \leq i \leq n, \tilde{g}_{n}$ as the solution to (3.1) with $\mathcal{G}=\mathcal{G}_{m}$ and the $Y_{i}$ 's replaced by the $\tilde{Y}_{i}$ 's, and the test statistic in (5.1). When computing $\tilde{g}_{n}$, the quadratic programming formulation of (3.1) is solved through CVX, which is a software package designed to solve convex programs; see [33] for details. The test procedure is conducted with $\gamma=0.05$, reaching the conclusion of whether $H_{0}$ should be rejected or not. We repeated this procedure 100 times independently. Using these 100 trials, we computed the $95 \%$ confidence intervals of the proportion of times $H_{0}$ is rejected. Table 1 reports these confidence intervals for a variety of $n$ values.

When $f_{*}=f_{5}, f_{6}, f_{7}$ or $f_{8}$, we chose $\left\{X_{1}, \cdots, X_{n}\right\}$ as $\{(v / \sqrt{n}-1 /(2 \sqrt{n})$, $w / \sqrt{n}-1 /(2 \sqrt{n})): 1 \leq v, w \leq \sqrt{n}\}$ and generated $Y_{i j}=f_{2}\left(X_{i}\right)+N_{i j}\left(0,0.2^{2}\right)$ for $1 \leq i \leq n$ and $1 \leq j \leq m$ with $m=10$, where the $N_{i j}\left(0,0.2^{2}\right)$ 's are iid normal random variables with a mean of 0 and a variance of $0.2^{2}$. We next computed $\tilde{Y}_{i}=\sum_{j=1}^{m} Y_{i j} / m$ for $1 \leq i \leq n$, $\tilde{g}_{n}$ as the solution to (3.1) with $\mathcal{G}=\mathcal{G}_{c}$ and the $Y_{i}$ 's replaced by the $\tilde{Y}_{i}$ 's, and the test statistic in (5.1). When computing $\tilde{g}_{n}$, the quadratic programming formulation of (3.1) is solved through

TABLE 1
The $95 \%$ confidence interval of the proportion of times rejecting $H_{0}$ when $f_{*}$ is $f_{1}, f_{2}, f_{3}$, and $f_{4}$, respectively.

| $n$ | $f_{*}=f_{1}$ | $f_{*}=f_{2}$ | $f_{*}=f_{3}$ | $f_{*}=f_{4}$ |
| ---: | :---: | :---: | :---: | :---: |
| 10 | $1.00 \pm 0.00$ | $0.72 \pm 0.09$ | $0.75 \pm 0.08$ | $0.92 \pm 0.05$ |
| 20 | $1.00 \pm 0.00$ | $0.50 \pm 0.10$ | $0.36 \pm 0.09$ | $0.82 \pm 0.08$ |
| 30 | $1.00 \pm 0.00$ | $0.23 \pm 0.08$ | $0.07 \pm 0.05$ | $0.57 \pm 0.10$ |
| 100 | $1.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.19 \pm 0.08$ |
| 200 | $1.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.02 \pm 0.03$ |

Table 2
The $95 \%$ confidence interval of the proportion of times rejecting $H_{0}$ when $f_{*}$ is $f_{5}, f_{6}, f_{7}$, and $f_{8}$, respectively.

| $n$ | $f_{*}=f_{5}$ | $f_{*}=f_{6}$ | $f_{*}=f_{7}$ | $f_{*}=f_{8}$ |
| ---: | :---: | :---: | :---: | :---: |
| 4 | $1.00 \pm 0.00$ | $1.00 \pm 0.00$ | $1.00 \pm 0.00$ | $1.00 \pm 0.00$ |
| 16 | $1.00 \pm 0.00$ | $0.56 \pm 0.10$ | $0.57 \pm 0.10$ | $1.00 \pm 0.00$ |
| 36 | $1.00 \pm 0.00$ | $0.07 \pm 0.05$ | $0.03 \pm 0.03$ | $0.00 \pm 0.00$ |
| 64 | $1.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ |
| 100 | $1.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ | $0.00 \pm 0.00$ |

CVX. The test procedure is conducted with $\gamma=0.05$. We repeated this procedure 100 times independently. Using these 100 trials, we computed the $95 \%$ confidence intervals of the proportion of times $H_{0}$ is rejected. Table 2 reports these confidence intervals for a variety of $n$ values.

When $f_{*}=f_{9}$, we chose $X_{i}=i / n-1 /(2 n)$ for $1 \leq i \leq n$. For each fixed $i$, we simulated the underlying stock price up to one year from now using the geometric Brownian motion with a drift of 0.03 and a volatility of $X_{i}$. (The underlying stock price at the current time is assumed to be 1.) From the $j$ th replication of this simulation $(1 \leq j \leq m$ with $m=10)$, we obtained $S_{i j}$, the price of the underlying stock one year from the current time. The price of the call option, $Y_{i j}$, is then obtained from $\exp (-0.03) \max \left(0, S_{i j}-1.3\right)$. We then computed $\tilde{Y}_{i}=\sum_{j=1}^{m} Y_{i j} / m$ for $1 \leq i \leq n, \tilde{g}_{n}$ as the solution to (3.1) with $\mathcal{G}=\mathcal{G}_{c}$ and the $Y_{i}$ 's replaced by the $\tilde{Y}_{i}$ 's, and the test statistic in (5.1). The test procedure is conducted with $\gamma=0.05$. We repeated this procedure 100 times independently. Using these 100 trials, we computed the $95 \%$ confidence intervals of the proportion of times $H_{0}$ is rejected. Table 3 reports these confidence intervals for a variety of $n$ values.

Tables 1, 2, and 3 show that the proportion of times $H_{0}$ is rejected gets closer to 0 as $n$ increases for non-monotone or non-convex test functions, i.e. $f_{2}, f_{3}, f_{4}, f_{6}, f_{7}, f_{8}$, and $f_{9}$. This illustrates that the test procedure successfully detects the non-monotonicity or non-convexity of the test functions for large $n$, as Proposition 5.1 suggests. Furthermore, Tables 1 and 2 indicate that the test procedure also detects monotonicity of $f_{1}$ and convexity of $f_{5}$ for a variety of $n$ values.

Table 3
The $95 \%$ confidence interval of the proportion of times rejecting $H_{0}$ when $f_{*}=f_{9}$.

| $n$ | $f_{*}=f_{9}$ |
| :---: | :---: |
| 10 | $0.62 \pm 0.10$ |
| 20 | $0.44 \pm 0.10$ |
| 30 | $0.14 \pm 0.07$ |
| 40 | $0.05 \pm 0.04$ |
| 50 | $0.03 \pm 0.03$ |

## Appendix A: Proofs

This Appendix contains the proofs of Theorem 3.1, Corollaries 3.1-3.4, Theorem 4.1, Corollaries 4.1-4.2, and Proposition 5.1.

For notational convenience, $\mathbb{E} \psi\left(\hat{g}_{n}(X)\right)$ for any measurable function $\psi: \mathbb{R} \rightarrow$ $\mathbb{R}$ will denote, in the rest of this paper, $\int \psi\left(\hat{g}_{n}(x)\right) d H(x)$, where $H$ is the distribution function of $X$.

Proof of Theorem 3.1. The proof of Theorem 3.1 consists of 10 steps.
Step 1: We use the fact that $\hat{g}_{n}$ is a minimizer of $\varphi_{n}$ and that $g_{*} \in \mathcal{G}$ to obtain

$$
\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-\hat{g}_{n}\left(X_{i}\right)\right)^{2} \leq \frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\right)^{2}
$$

or equivalently,

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} \leq \frac{2}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \tag{A.1}
\end{equation*}
$$

Step 2: We will use A1, A4, and A5 to show that there exists a constant $\beta$ such that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \hat{g}_{n}\left(X_{i}\right)^{2} \leq \beta \quad \text { a.s. for } n \text { sufficiently large. } \tag{A.2}
\end{equation*}
$$

To fill in the details, we apply the Cauchy-Schwarz inequality to the right-hand side of (A.1) to get

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} \\
& \quad \leq 2 \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)^{2}} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}}
\end{aligned}
$$

and

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} \leq \frac{4}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)^{2} \tag{A.3}
\end{equation*}
$$

We then apply $(a+b)^{2} \leq 2 a^{2}+2 b^{2}$ for $a, b \in \mathbb{R}$ to get

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n} \hat{g}_{n}\left(X_{i}\right)^{2} & \leq \frac{2}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}+\frac{2}{n} \sum_{i=1}^{n} g_{*}\left(X_{i}\right)^{2} \\
& \leq \frac{8}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)^{2}+\frac{2}{n} \sum_{i=1}^{n} g_{*}\left(X_{i}\right)^{2} \text { by (A.3) } \\
& \leq 8 \mathbb{E}\left(Y-g_{*}(X)\right)^{2}+\mathbb{E}\left(g_{*}(X)^{2}\right)+1 \triangleq \beta
\end{aligned}
$$

a.s. for $n$ sufficiently large by the strong law of large numbers.

Step 3: We will use Step 2, A2, A3, and P3 to show

$$
\begin{equation*}
\mathbb{E}\left(\hat{g}_{n}(X)^{2}\right) \leq \beta+1 \quad \text { a.s. for } n \text { sufficiently lage. } \tag{A.4}
\end{equation*}
$$

To fill in the details, we define the truncated value as follows: For any $c \geq 0$ and $x \geq 0$, the truncated value of $x$, denoted by $T_{c}(x)$, is defined by

$$
T_{c}(x)= \begin{cases}x, & \text { if } x \geq c  \tag{A.5}\\ 0, & \text { otherwize }\end{cases}
$$

Note that $T_{c}\left(x^{2}\right)=\left\{T_{\sqrt{c}}(x)\right\}^{2}$ for $x \geq 0, T_{c}(x) \leq T_{c}(y)$ for $0 \leq x \leq y$, and $T(x+y) \leq T(x)+T(y)$ for $x, y \geq 0$. Together with the fact that $|x+y| \leq|x|+|y|$ for $x, y \in \mathbb{R}$, we obtain

$$
\begin{align*}
T_{c}(x+y)^{2} & \leq T_{c}(x)^{2}+T_{c}\left(y^{2}\right)+2 T_{\sqrt{c}}|x| \cdot T_{\sqrt{c}}|y|  \tag{A.6}\\
-T_{c}(x+y)^{2} & \leq-T_{c}(x)^{2}-T_{c}\left(y^{2}\right)+2 T_{\sqrt{c}}|x| \cdot T_{\sqrt{c}}|y| \tag{A.7}
\end{align*}
$$

We will show that for any $c>0$,

$$
\begin{equation*}
\mathbb{E}\left(T_{c}\left(\hat{g}_{n}(X)^{2}\right)\right) \leq \beta+1 \tag{A.8}
\end{equation*}
$$

for $n$ sufficiently large. If (A.8) is proven, letting $c \uparrow \infty$ for each $n$ and applying the monotone convergence theorem will yield (A.4). It remains to show (A.8). Let $c>0$ and $\epsilon>0$ be given. We take $\delta>0$ small enough so that

$$
\begin{equation*}
c \mathbb{P}\left(X \in A_{\delta}\right) \leq \epsilon, \tag{A.9}
\end{equation*}
$$

where $A_{\delta}=(0,1)^{d}-[\delta, 1-\delta]^{d}$. By P3, there exist a constant $r \triangleq r(\epsilon, \delta)$ and $\left\{h_{1}, \cdots, h_{r}\right\} \subset \tilde{\mathcal{H}}(\delta)$ such that (3.3) holds. Without loss of generality, we may assume that $\left\{h_{1}, \cdots, h_{r}\right\}$ is also an $\epsilon$-net of $\left(\tilde{\mathcal{H}}(\delta), d_{2}^{\delta}\right)$.

First, we note

$$
\begin{align*}
& \mathbb{E} T_{c}\left(\hat{g}_{n}(X)^{2}\right)=\mathbb{E} T_{c}\left(\hat{g}_{n}(X)^{2}\right) I\left(X \in A_{\delta}\right)+\mathbb{E} T_{c}\left(\hat{g}_{n}(X)^{2}\right) I\left(X \in[\delta, 1-\delta]^{d}\right) \\
& \leq c^{2} \mathbb{P}\left(X \in A_{\delta}\right)+\mathbb{E} T_{c}\left(\hat{g}_{n}(X)^{2}\right) I\left(X \in[\delta, 1-\delta]^{d}\right) \\
& \leq \epsilon+\mathbb{E} T_{c}\left(\hat{g}_{n}(X)^{2}\right) I\left(X \in[\delta, 1-\delta]^{d}\right) \quad \text { by (A.9). } \tag{A.10}
\end{align*}
$$

Next, let $B_{\delta}=[\delta, 1-\delta]^{d}$ and note that for each $j \in\{1, \cdots, r\}$,

$$
\begin{aligned}
& \mathbb{E} T_{c}\left(\hat{g}_{n}(X)^{2}\right) I\left(X \in B_{\delta}\right)-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)^{2}\right) I\left(X_{i} \in B_{\delta}\right) \\
&= \mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)+h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right) \\
&-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)+h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right) \\
& \leq \mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right)+\mathbb{E} T_{c} h_{j}(X)^{2} I\left(X \in B_{\delta}\right) \\
&+2 \mathbb{E} T_{\sqrt{c}}\left|\hat{g}_{n}(X)-h_{j}(X)\right| \cdot T_{\sqrt{c}}\left|h_{j}(X)\right| I\left(X \in B_{\delta}\right) \\
&-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)-\frac{1}{n} \sum_{i=1}^{n} T_{c} h_{j}\left(X_{i}\right)^{2} I\left(X_{i} \in B_{\delta}\right) \\
& \left.+\frac{2}{n} \sum_{i=1}^{n} T_{\sqrt{c}} \hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\left|\cdot T_{\sqrt{c}}\right| h_{j}\left(X_{i}\right) \right\rvert\, I\left(X_{i} \in B_{\delta}\right) \text { by (A.6) and (A.7) } \\
& \leq \mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right)+\mathbb{E} T_{c} h_{j}(X)^{2} I\left(X \in B_{\delta}\right) \\
&+2 \sqrt{\mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right)} \cdot \sqrt{\mathbb{E} T_{c}\left(h_{j}(X)^{2}\right) I\left(X \in B_{\delta}\right)} \\
&-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)-\frac{1}{n} \sum_{i=1}^{n} T_{c} h_{j}\left(X_{i}\right)^{2} I\left(X_{i} \in B_{\delta}\right) \\
&+2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)} \\
& \cdot \sqrt{\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(h_{j}\left(X_{i}\right)^{2}\right) I\left(X_{i} \in B_{\delta}\right) \text { by the Cauchy-Schwarz inequality }} \\
& \leq \max _{1 \leq j \leq r}\left\{\mathbb{E} T_{c} h_{j}(X)^{2} I\left(X \in B_{\delta}\right)-\frac{1}{n} \sum_{i=1}^{n} T_{c} h_{j}\left(X_{i}\right)^{2} I\left(X_{i} \in B_{\delta}\right)\right\} \\
&+\mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right) \\
&+2 \sqrt{\mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right)} \cdot \sqrt{\mathbb{E} T_{c}\left(h_{j}(X)^{2}\right) I\left(X \in B_{\delta}\right)} \\
&-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right) \\
&+2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)} \sqrt{\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(h_{j}\left(X_{i}\right)^{2}\right) I\left(X_{i} \in B_{\delta}\right),}
\end{aligned}
$$

so,

$$
\mathbb{E} T_{c}\left(\hat{g}_{n}(X)^{2}\right) I\left(X \in B_{\delta}\right)-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)^{2}\right) I\left(X_{i} \in B_{\delta}\right)
$$

$$
\begin{align*}
\leq & \max _{1 \leq j \leq r}\left\{\mathbb{E} T_{c} h_{j}(X)^{2} I\left(X \in B_{\delta}\right)-\frac{1}{n} \sum_{i=1}^{n} T_{c} h_{j}\left(X_{i}\right)^{2} I\left(X_{i} \in B_{\delta}\right)\right\} \\
& +\min _{1 \leq j \leq r} \mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right) \\
& +2 \min _{1 \leq j \leq r} \sqrt{\mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right)} \cdot \sqrt{\mathbb{E} T_{c}\left(h_{j}(X)^{2}\right) I\left(X \in B_{\delta}\right)} \\
& +2 \min _{1 \leq j \leq r} \sqrt{\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)} \\
& \cdot \sqrt{\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(h_{j}\left(X_{i}\right)^{2}\right) I\left(X_{i} \in B_{\delta}\right)} \\
& \leq \epsilon \tag{A.11}
\end{align*}
$$

a.s. for $n$ sufficiently large by the strong law of large numbers and P3. So, combining (A.10), (A.11), and the fact that

$$
\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)^{2}\right) I\left(X_{i} \in B_{\delta}\right) \leq \frac{1}{n} \sum_{i=1}^{n} \hat{g}_{n}\left(X_{i}\right)^{2}
$$

yields

$$
\mathbb{E} T_{c}\left(\hat{g}_{n}(X)^{2}\right) \leq 2 \epsilon+\frac{1}{n} \sum_{i=1}^{n} \hat{g}_{n}\left(X_{i}\right)^{2}
$$

a.s. for $n$ sufficiently large. Using (A.2), we can conclude

$$
\limsup _{n \rightarrow \infty} \mathbb{E} T_{c}\left(\hat{g}_{n}(X)^{2}\right) \leq 2 \epsilon+\beta \quad \text { a.s. }
$$

which implies (A.8).
Step 4: For $\delta>0$, let $A_{\delta}=(0,1)^{d} \backslash[\delta, 1-\delta]^{d}$. We will show that for each $\epsilon>0$, there exists $\delta>0$ small enough so that

$$
\begin{align*}
& \frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in A_{\delta}\right) \leq \epsilon \text { and }  \tag{A.12}\\
& \frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in A_{\delta}\right) \leq \epsilon \tag{A.13}
\end{align*}
$$

a.s. for $n$ sufficiently large.

To fill in the details, let $\epsilon>0$ be given. We apply the Cauchy-Schwarz inequality to obtain

$$
\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in A_{\delta}\right)
$$

$$
\begin{align*}
& \leq \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in A_{\delta}\right)} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}} \\
& \leq \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in A_{\delta}\right)} \sqrt{\frac{2}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)^{2}} \text { by }(\text { A }  \tag{A.3}\\
& \leq \sqrt{\mathbb{E}\left(Y-g_{*}(X)\right)^{2} I\left(X \in A_{\delta}\right)+\epsilon} \sqrt{2 \mathbb{E}\left(Y-g_{*}(X)\right)^{2}+\epsilon}
\end{align*}
$$

a.s. for $n$ sufficiently large. We then take $\delta$ small enough so that $\mathbb{E}((Y-$ $\left.\left.g_{*}(X)\right)^{2} I\left(X \in A_{\delta}\right)\right)<\epsilon$, completing the proof of (A.12). Similarly, (A.13) follows.
$\delta>\frac{\text { Step 5: For }}{} \delta>0$, let $B_{\delta}=[\delta, 1-\delta]^{d}$. We will use P3 to prove that for any

$$
\begin{align*}
& \frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right) \\
& -\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(\hat{g}_{n}(X)-g_{*}(X)\right) I\left(X \in B_{\delta}\right) \rightarrow 0 \tag{A.14}
\end{align*}
$$

a.s. as $n \rightarrow \infty$.

To fill in the details, let $\epsilon>0$ and $\delta>0$ be given. By P3, there exist a constant $r \triangleq r(\epsilon, \delta)$ and $\left\{h_{1}, \cdots, h_{r}\right\} \subset \tilde{\mathcal{H}}(\delta)$ satisfying (3.5). Without loss of generality, we may assume that $\left\{h_{1}, \cdots, h_{r}\right\}$ is also an $\epsilon$-net of $\left(\tilde{\mathcal{H}}(\delta), d_{2}^{\delta}\right)$. Then, for each $j \in\{1, \cdots, r\}$,

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right) \\
& -\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(\hat{g}_{n}(X)-g_{*}(X)\right) I\left(X \in B_{\delta}\right) \\
& =\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right) \\
& \quad+\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right) \\
& \quad-\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(\hat{g}_{n}(X)-h_{j}(X)\right) I\left(X \in B_{\delta}\right) \\
& \quad-\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(h_{j}(X)-g_{*}(X)\right) I\left(X \in B_{\delta}\right), \\
& \leq \max _{1 \leq j \leq r}\left\{\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right)\right. \\
& \left.\quad-\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(h_{j}(X)-g_{*}(X)\right) I\left(X \in B_{\delta}\right)\right\} \\
& \quad+\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)}} \\
& \quad+\sqrt{\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)^{2}} \sqrt{\mathbb{E}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right)}
\end{aligned}
$$

by the Cauchy-Schwarz inequality, so

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right) \\
& -\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(\hat{g}_{n}(X)-g_{*}(X)\right) I\left(X \in B_{\delta}\right) \\
& \leq \max _{1 \leq j \leq r}\left\{\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right)\right. \\
& \left.\quad-\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(h_{j}(X)-g_{*}(X)\right) I\left(X \in B_{\delta}\right)\right\} \\
& \quad+\min _{1 \leq j \leq r} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)} \\
& \quad+\min _{1 \leq j \leq r} \sqrt{\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)^{2}} \sqrt{\mathbb{E}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right)} \\
& \leq \epsilon+2 \epsilon\left(\sqrt{\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)^{2}}+\epsilon\right)
\end{aligned}
$$

a.s. for $n$ sufficiently large due to (3.5) and the strong law of large numbers, proving (A.14).

Step 6: We will use Step 5 to prove

$$
\begin{equation*}
\limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \leq 0 \quad \text { a.s. } \tag{A.15}
\end{equation*}
$$

To fill in the details, let $\epsilon>0$ be given. We then take $\delta>0$ small enough so that (A.13) holds and

$$
\begin{equation*}
\sqrt{\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)^{2} I\left(X \in A_{\delta}\right)} \sqrt{2 \beta+3+2 \mathbb{E} g_{*}(X)^{2}} \leq \epsilon \tag{A.16}
\end{equation*}
$$

where $A_{\delta}=(0,1)^{d} \backslash[\delta, 1-\delta]^{d}$. Let $B_{\delta}=[\delta, 1-\delta]^{d}$ and observe that

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)-\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(\hat{g}_{n}(X)-g_{*}(X)\right) \\
& =\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in A_{\delta}\right) \\
& \quad+\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right) \\
& \quad-\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(\hat{g}_{n}(X)-g_{*}(X)\right) I\left(X \in A_{\delta}\right) \\
& \quad-\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(\hat{g}_{n}(X)-g_{*}(X)\right) I\left(X \in B_{\delta}\right) \\
& \leq \frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in A_{\delta}\right)
\end{aligned}
$$

$$
\begin{aligned}
& +\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right) \\
& -\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(\hat{g}_{n}(X)-g_{*}(X)\right) I\left(X \in B_{\delta}\right) \\
& +\sqrt{\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)^{2} I\left(X \in A_{\delta}\right)} \sqrt{\mathbb{E}\left(\hat{g}_{n}(X)-g_{*}(X)\right)^{2}} \leq \epsilon
\end{aligned}
$$

a.s. for $n$ sufficiently large by (A.13), (A.14), (A.4), and (A.16). Since

$$
\mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(\hat{g}_{n}(X)-g_{*}(X)\right) \leq 0
$$

by (3.2), (A.15) follows.
Step 7: We will use Step 3 and P3 to prove that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \rightarrow 0 \text { as } n \rightarrow \infty \text { a.s. } \tag{A.17}
\end{equation*}
$$

Let $\epsilon>0$ be given. We then take $\delta>0$ small enough so that

$$
\begin{equation*}
\sqrt{2 \mathbb{E} \varepsilon^{2} I\left(X \in A_{\delta}\right)} \sqrt{2 \beta+3+2 \mathbb{E} g_{*}(X)^{2}} \leq \epsilon, \tag{A.18}
\end{equation*}
$$

where $A_{\delta}=(0,1)^{2} \backslash[\delta, 1-\delta]^{d}$.
First, note that,

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in A_{\delta}\right)\right| \\
& \leq \sqrt{\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2} I\left(X_{i} \in A_{\delta}\right)} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}} \\
& \leq \sqrt{\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2} I\left(X_{i} \in A_{\delta}\right)} \sqrt{\frac{2}{n} \sum_{i=1}^{n} \hat{g}_{n}\left(X_{i}\right)^{2}+\frac{2}{n} \sum_{i=1}^{n} g_{*}\left(X_{i}\right)^{2}} \\
& \leq \sqrt{2 \mathbb{E} \varepsilon^{2} I\left(X \in A_{\delta}\right)} \sqrt{2 \beta+3+2 \mathbb{E} g_{*}(X)^{2}} \leq \epsilon
\end{aligned}
$$

a.s. for $n$ sufficiently large by Step 3, (A.18), and the strong law of large numbers. So, it follows that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in A_{\delta}\right) \rightarrow 0 \text { as } n \rightarrow \infty \text { a.s. } \tag{A.19}
\end{equation*}
$$

Next, let $B_{\delta}=[\delta, 1-\delta]^{d}$. By P3, there exist a constant $r \triangleq r(\epsilon, \delta)$ and $\left\{h_{1}, \cdots, h_{r}\right\} \subset \tilde{\mathcal{H}}(\delta)$ satisfying (3.5). Observe that for each $j \in\{1, \cdots, r\}$,

$$
\left|\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right)\right| \leq\left|\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right)\right|
$$

$$
\begin{aligned}
& \quad+\left|\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right)\right| \\
& \leq \sqrt{\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2}} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)} \\
& \quad+\max _{1 \leq j \leq r}\left|\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right)\right|
\end{aligned}
$$

by the Cauchy-Schwarz inequality, so

$$
\begin{aligned}
& \left|\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right)\right| \\
& \leq \min _{1 \leq j \leq r} \sqrt{\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}^{2}} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)} \\
& \quad+\max _{1 \leq j \leq r}\left|\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right)\right| \\
& \leq \epsilon \sqrt{\mathbb{E}\left(\varepsilon^{2}\right)+1}+\epsilon
\end{aligned}
$$

a.s. for $n$ sufficiently large by (3.5) and the strong law of large numbers. Hence,

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n} \varepsilon_{i}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) I\left(X_{i} \in B_{\delta}\right) \rightarrow 0 \text { as } n \rightarrow \infty \text { a.s. } \tag{A.20}
\end{equation*}
$$

Combining (A.19) and (A.20) yields (A.17).
Step 8: We combine Steps 6 and 7 to establish (3.6). First, note that the combination of Steps 6 and 7 yields

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g_{*}\left(X_{i}\right)\right)\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \leq 0 \text { a.s. }
$$

Using (A.1), we conclude that

$$
\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} \rightarrow 0 \text { as } n \rightarrow \infty \text { a.s. }
$$

Step 9: We will use Step 8 and P3 to establish (3.7). To fill in the details, we will first prove that

$$
\begin{equation*}
\mathbb{E} T_{c}\left(\hat{g}_{n}(X)-g_{*}(X)\right)^{2} \rightarrow 0 \text { as } n \rightarrow \infty \tag{A.21}
\end{equation*}
$$

for each $c>0$, where $T_{c}(\cdot)$ is defined as in (A.5). Once (A.21) is proven, letting $c \uparrow \infty$ for each $n$ will prove (3.7). It remains to show (A.21). Let $\epsilon>0$ and $c>0$ be given. We then take $\delta>0$ small enough so that

$$
c \mathbb{P}\left(X \in A_{\delta}\right) \leq \epsilon,
$$

where $A_{\delta}=(0,1)^{d} \backslash[\delta, 1-\delta]^{d}$. It follows that

$$
\begin{equation*}
\mathbb{E} T_{c}\left(\hat{g}_{n}(X)-g_{*}(X)\right)^{2} I\left(X \in A_{\delta}\right) \leq \epsilon \tag{A.22}
\end{equation*}
$$

Let $B_{\delta}=[\delta, 1-\delta]$. By P3, there exist a constant $r \triangleq r(\epsilon, \delta)$ and $\left\{h_{1}, \cdots, h_{r}\right\} \subset$ $\tilde{\mathcal{H}}(\delta)$ satisfying (3.5). Without loss of generality, we may assume $\left\{h_{1}, \cdots, h_{r}\right\} \subset$ $\tilde{\mathcal{H}}(\delta)$ is an $\epsilon$-net of $\left(\tilde{\mathcal{H}}(\delta), d_{2}^{\delta}\right)$. Then, for each $j \in\{1, \cdots, r\}$,

$$
\begin{aligned}
& \mathbb{E} T_{c}\left(\hat{g}_{n}(X)-g_{*}(X)\right)^{2} I\left(X \in B_{\delta}\right)-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right) \\
& =\mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}\left(X_{i}\right)+h_{j}\left(X_{i}\right)-g_{*}(X)\right)^{2} I\left(X \in B_{\delta}\right) \\
& \quad-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)+h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right) \\
& \leq \mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right)+\mathbb{E} T_{c}\left(h_{j}(X)-g_{*}(X)\right)^{2} I\left(X \in B_{\delta}\right) \\
& \quad+2 \mathbb{E} T_{\sqrt{c}}\left|\hat{g}_{n}(X)-h_{j}(X)\right| \cdot T_{\sqrt{c}}\left|h_{j}(X)-g_{*}(X)\right| I\left(X \in B_{\delta}\right) \\
& \quad-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right) \\
& \quad-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right) \\
& \left.\quad+\frac{2}{n} \sum_{i=1}^{n} T_{\sqrt{c}} \hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\left|\cdot T_{\sqrt{c}}\right| h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right) \right\rvert\, I\left(X_{i} \in B_{\delta}\right)
\end{aligned}
$$

by (A.6) and (A.7)

$$
\leq \max _{1 \leq j \leq r}\left\{\mathbb{E} T_{c}\left(h_{j}(X)-g_{*}(X)\right)^{2} I\left(X \in B_{\delta}\right)\right.
$$

$$
\left.-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)\right\}
$$

$$
+\mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X \in B_{\delta}\right)
$$

$$
-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)
$$

$$
+2 \sqrt{\mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right)} \cdot \sqrt{\mathbb{E} T_{c}\left(h_{j}(X)-g_{*}(X)\right)^{2} I\left(X \in B_{\delta}\right)}
$$

$$
+2 \sqrt{\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)}
$$

$$
\cdot \sqrt{\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)}
$$

by the Cauchy-Schwarz inequality, so

$$
\begin{align*}
& \mathbb{E} T_{c}\left(\hat{g}_{n}(X)-g_{*}(X)\right)^{2} I\left(X \in B_{\delta}\right)-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right) \\
& \leq \max _{1 \leq j \leq r}\left\{\mathbb{E} T_{c}\left(h_{j}(X)-g_{*}(X)\right)^{2} I\left(X \in B_{\delta}\right)\right. \\
& \left.\quad-\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)\right\} \\
& \quad+\min _{1 \leq j \leq r} \mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X \in B_{\delta}\right) \\
& +2 \min _{1 \leq j \leq r} \sqrt{\mathbb{E} T_{c}\left(\hat{g}_{n}(X)-h_{j}(X)\right)^{2} I\left(X \in B_{\delta}\right)} \\
& \quad \cdot \sqrt{\mathbb{E} T_{c}\left(h_{j}(X)-g_{*}(X)\right)^{2} I\left(X \in B_{\delta}\right)} \\
& \quad+2 \min _{1 \leq j \leq r} \sqrt{\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(\hat{g}_{n}\left(X_{i}\right)-h_{j}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)} \\
& \quad \cdot \sqrt{\frac{1}{n} \sum_{i=1}^{n} T_{c}\left(h_{j}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2} I\left(X_{i} \in B_{\delta}\right)} \\
& \leq \epsilon \tag{A.23}
\end{align*}
$$

a.s. for $n$ sufficiently large by (3.5) and the strong law of large numbers. The combination of (A.22), (A.23), and Step 8 proves (A.21), and hence, (3.7) is established.

Step 10: We will use Step 8 and P4 to establish (3.8). Let $\delta>0$ be given. By P 4 , there exists a constant $\beta(\delta)$ such that

$$
\begin{aligned}
& \sup _{\hat{g}_{n} \in \hat{\mathcal{G}}_{n}}\left|\hat{g}_{n}(x)-\hat{g}_{n}(y)\right| \leq \beta(\delta)\|x-y\| \text { and } \\
& \sup _{g_{*} \in \mathcal{G}_{*}}\left|g_{*}(x)-g_{*}(y)\right| \leq \beta(\delta)\|x-y\|
\end{aligned}
$$

a.s. for $x \in[\delta, 1-\delta]^{d}$ and $n$ sufficiently large. We next find a finite number of hyperrectangles $S_{1}, \cdots, S_{l}$ with non-empty interior, satisfying $\cup_{j=1}^{l} S_{j}=[\delta, 1-$ $\delta]^{d}$ and $\|x-y\| \leq \epsilon$ for $x, y \in S_{j}$ and $1 \leq j \leq l$.

For each $x \in S_{j}$ and $X_{i} \in S_{j}$,

$$
\begin{aligned}
\left|\hat{g}_{n}(x)-g_{*}(x)\right| \leq\left|\hat{g}_{n}(x)-\hat{g}_{n}\left(X_{i}\right)\right|+\mid & \hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\left|+\left|g_{*}\left(X_{i}\right)-g_{*}(x)\right|\right. \\
& \leq \beta(\delta) \epsilon+\left|\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right|+\beta(\delta) \epsilon
\end{aligned}
$$

so

$$
\sup _{x \in S_{j}}\left|\hat{g}_{n}(x)-g_{*}(x)\right|
$$

$$
\begin{aligned}
& \leq 2 \beta(\delta) \epsilon+\frac{\sum_{i=1}^{n}\left|\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right| I\left(X_{i} \in S_{j}\right)}{\sum_{i=1}^{n} I\left(X_{i} \in S_{j}\right)} \\
& \leq 2 \beta(\delta) \epsilon+\frac{1}{n} \sum_{i=1}^{n}\left|\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right| I\left(X_{i} \in S_{j}\right) \cdot \frac{n}{\sum_{i=1}^{n} I\left(X_{i} \in S_{j}\right)} \\
& \leq 2 \beta(\delta) \epsilon+\sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}} \cdot \frac{n}{\sum_{i=1}^{n} I\left(X_{i} \in S_{j}\right)}
\end{aligned}
$$

by the Cauchy-Schwarz inequality

$$
\leq 2 \beta(\delta) \epsilon+\epsilon
$$

a.s. for $n$ sufficiently large by Step 8 and A2. Since there are finitely many $S_{j}$ 's,

$$
\sup _{x \in[\delta, 1-\delta]^{d}}\left|\hat{g}_{n}(x)-g_{*}(x)\right| \leq 2 \beta(\delta) \epsilon+\epsilon
$$

a.s. for $n$ sufficiently large, establishing (3.8).

Proof of Corollary 3.1. The proof of Corollary 3.1 consists of six steps. In Steps $1-5$, we will prove that A1-A3 imply P1-P3. In Step 6, we will consider the case where $d=1$ and $f_{*}$ is continuous and will prove that $g_{*}$ exists uniquely and (3.8) holds.

Step 1: We establish P1. The only non-trivial part is that $\mathcal{G}_{m}$ is closed in $L^{2}$. Suppose that $\left(h_{l}: l \geq 1\right)$ is a Cauchy sequence in $\mathcal{G}_{m}$. Since $L^{2}$ is complete, there exists $h_{\infty} \in L^{2}$ satisfying $\left\|h_{l}-h_{\infty}\right\|_{2} \rightarrow 0$ as $l \rightarrow \infty$. Furthermore, there exists a subsequence $\left(l_{k}: k \geq 1\right)$ and $\Omega \subset(0,1)^{d}$ such that $\lim _{k \rightarrow \infty} h_{l_{k}}(x)=h_{\infty}(x)<\infty$ for $x \in \Omega$ and $\Omega$ is a set of Lebesgue measure 1 . We define $\tilde{h}_{\infty}:(0,1)^{d} \rightarrow \mathbb{R}$ by

$$
\tilde{h}_{\infty}(x)=\sup \left\{h_{\infty}(z): z \leq x, x \in \Omega\right\}
$$

for $x \in(0,1)^{d}$. Then, $\tilde{h}_{\infty}$ is well-defined, monotone, and coincides with $h_{\infty}$ on $\Omega$. Therefore, $\left\|\tilde{h}_{\infty}-h_{l}\right\|_{2} \rightarrow 0$ as $l \rightarrow \infty$. So, $\mathcal{G}_{m}$ is closed.

Step 2: We establish P2. Let $S_{n}=\left\{\left(g\left(X_{1}\right), \cdots g\left(X_{n}\right)\right): g \in \mathcal{G}_{m}\right\}$. Then $S_{n}$ is a nonempty and convex subset of $\mathbb{R}^{n}$. To see why $S_{n}$ is closed, let $\left\{g_{l}: l \geq 1\right\}$ be a subset of $\mathcal{G}_{m}$ satisfying $\left|g_{l}\left(X_{i}\right)-\bar{g}_{i}\right| \rightarrow 0$ as $l \rightarrow \infty$ for $1 \leq i \leq n$ and some $\left(\bar{g}_{1}, \cdots, \bar{g}_{n}\right) \in \mathbb{R}^{n}$. Next, we define $\tilde{g}_{\infty}:(0,1)^{d} \rightarrow \mathbb{R}$ by

$$
\tilde{g}_{\infty}(x)= \begin{cases}\sup \left\{\bar{g}_{i}: X_{i} \leq x, 1 \leq i \leq n\right\}, & \text { if there is } X_{i} \text { satisfying } X_{i} \leq x \\ \min \left\{\bar{g}_{i}: 1 \leq i \leq n\right\}, & \text { otherwise }\end{cases}
$$

for $x \in(0,1)^{d}$. Then $\tilde{g}_{\infty} \in \mathcal{G}_{m}$ and

$$
\left\|\left(g_{l}\left(X_{1}\right), \cdots, g_{l}\left(X_{n}\right)\right)-\left(\tilde{g}_{\infty}\left(X_{1}\right), \cdots, \tilde{g}_{\infty}\left(X_{n}\right)\right)\right\| \rightarrow 0
$$

as $l \rightarrow \infty$.
Since $\varphi_{n}$ is a strictly convex function on $S_{n}$, and $S_{n}$ is nonempty, closed, convex, there exists a minimizer $\left(\tilde{g}_{1}, \cdots, \tilde{g}_{n}\right)$ of $\varphi_{n}$ over $S_{n}$. We define $\tilde{g}:(0,1)^{d} \rightarrow$ $\mathbb{R}$ by

$$
\tilde{g}(x)= \begin{cases}\sup \left\{\tilde{g}_{i}: X_{i} \leq x, 1 \leq i \leq n\right\}, & \text { if there is } X_{i} \text { satisfying } X_{i} \leq x \\ \min \left\{\tilde{g}_{i}: 1 \leq i \leq n\right\}, & \text { otherwise }\end{cases}
$$

for $x \in(0,1)^{d}$. Then $\tilde{g}$ minimizes $\varphi_{n}(g)$ over $g \in \mathcal{G}$.
Step 3: We will prove that for any subset $A$ of $(0,1)^{d}$ with nonempty interior, there exists a constant $c_{A}$ such that

$$
\begin{equation*}
\inf _{X_{i} \in A}\left|\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right| \leq c_{A} \tag{A.24}
\end{equation*}
$$

a.s. for $n$ sufficiently large.

To fill in the details, note

$$
\begin{aligned}
& \inf _{X_{i} \in A}\left|\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right| \\
& \quad \leq \frac{\sum_{i=1}^{n}\left|\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right| I\left(X_{i} \in A\right)}{\sum_{i=1}^{n} I\left(X_{i} \in A\right)} \\
& \quad \leq \frac{n}{\sum_{i=1}^{n} I\left(X_{i} \in A\right)} \cdot \frac{\sum_{i=1}^{n}\left|\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right| I\left(X_{i} \in A\right)}{n} \\
& \quad \leq \frac{n}{\sum_{i=1}^{n} I\left(X_{i} \in A\right)} \sqrt{\frac{1}{n} \sum_{i=1}^{n}\left(\hat{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}}
\end{aligned}
$$

by the Cauchy-Schwarz inequality

$$
\leq \frac{n}{\sum_{i=1}^{n} I\left(X_{i} \in A\right)} \sqrt{\frac{2}{n} \sum_{i=1}^{n} \hat{g}_{n}\left(X_{i}\right)^{2}+\frac{2}{n} \sum_{i=1}^{n} g_{*}\left(X_{i}\right)^{2}}
$$

$$
\leq \frac{2}{\mathbb{P}(X \in A)} \sqrt{2 \beta+3+2 \mathbb{E}\left(g_{*}(X)^{2}\right)} \triangleq c_{A}
$$

by (A.2) a.s. for $n$ sufficiently large, proving (A.24).
Step 4: We will use Step 3 and the fact that $g_{*}$ and $\hat{g}_{n}$ are monotone to prove that for any $\delta>0$, there exists a constant $\beta_{0}(\delta)$ such that

$$
\begin{equation*}
\sup _{x \in[\delta, 1-\delta]^{d}}\left|\hat{g}_{n}(x)\right| \leq \beta_{0}(\delta) \tag{A.25}
\end{equation*}
$$

a.s. for $n$ sufficiently large.

To fill in the details, let $\delta>0$ be given. (A.24) implies that there exists a constant $c_{\delta},\left(X_{i_{k}}: k \geq 1\right)$, and ( $X_{j_{k}}: j \geq 1$ ) such that

$$
\begin{array}{ll}
X_{i_{k}} \in(3 \delta / 4, \delta)^{d}, & X_{j_{k}} \in(1-\delta, 1-3 \delta / 4)^{d}, \\
g_{*}\left(X_{i_{k}}\right)-c_{\delta} \leq \hat{g}_{n}\left(X_{i_{k}}\right), \text { and } & \hat{g}_{n}\left(X_{j_{k}}\right) \leq g_{*}\left(X_{j_{k}}\right)+c_{\delta}
\end{array}
$$

for $k \geq 1$. So, for any $x \in[\delta, 1-\delta]^{d}$, the monotonicity of $\hat{g}_{n}$ implies

$$
g_{*}\left(X_{i_{k}}\right)-c_{\delta} \leq \hat{g}_{n}\left(X_{i_{k}}\right) \leq \hat{g}_{n}(x) \leq \hat{g}_{n}\left(x_{j_{k}}\right) \leq g_{*}\left(X_{j_{k}}\right)+c_{\delta},
$$

and

$$
g_{*}\left(X_{i_{k}}\right)-c_{\delta} \leq \hat{g}_{n}(x) \leq g_{*}\left(X_{i_{k}}\right)+c_{\delta} .
$$

For any $X_{i} \in(\delta / 2,3 \delta / 4)^{d}$ and $X_{j} \in(1-3 \delta / 4,1-\delta / 2)^{d}$, the monotonicity of $g_{*}$ implies

$$
g_{*}\left(X_{i}\right)-c_{\delta} \leq \hat{g}_{n}(x) \leq g_{*}\left(X_{j}\right)+c_{\delta}
$$

Therefore,

$$
\begin{equation*}
\max _{X_{i} \in(\delta / 2,3 \delta / 4)^{d}} g_{*}\left(X_{i}\right)-c_{\delta} \leq \hat{g}_{n}(x) \leq \min _{X_{j} \in(1-3 \delta / 4,1-\delta / 2)^{d}} g_{*}\left(X_{j}\right)+c_{\delta} \tag{A.26}
\end{equation*}
$$

The first inequality of (A.26) implies

$$
\begin{align*}
& \hat{g}_{n}(x)  \tag{A.27}\\
& \geq \frac{\sum_{i=1}^{n} g_{*}\left(X_{i}\right) I\left(X_{i} \in(\delta / 2,3 \delta / 4)^{d}\right)}{\sum_{i=1}^{n} I\left(X_{i} \in(\delta / 2,3 \delta / 4)^{d}\right)}-c_{\delta} \\
& \geq \frac{n}{\sum_{i=1}^{n} I\left(X_{i} \in(\delta / 2,3 \delta / 4)^{d}\right)} \frac{1}{n} \sum_{i=1}^{n} g_{*}\left(X_{i}\right) I\left(X_{i} \in(\delta / 2,3 \delta / 4)^{d}\right)-c_{\delta} \\
& \geq-\frac{n}{\sum_{i=1}^{n} I\left(X_{i} \in(\delta / 2,3 \delta / 4)^{d}\right)} \sqrt{\frac{1}{n} \sum_{i=1}^{n} g_{*}\left(X_{i}\right)^{2} I\left(X_{i} \in(\delta / 2,3 \delta / 4)^{d}\right)}-c_{\delta}
\end{align*}
$$

by the Cauchy-Schwarz inequality

$$
\begin{equation*}
\geq-\frac{4}{\mathbb{P}\left(X \in(\delta / 2,3 \delta / 4)^{d}\right)} \mathbb{E} g_{*}(X)^{2} I\left(X \in(\delta / 2,3 \delta / 4)^{d}\right)-c_{\delta} \tag{A.28}
\end{equation*}
$$

a.s. for $n$ sufficiently large by the strong law of large numbers. Similarly, the second inequality of (A.26) implies

$$
\begin{align*}
& \hat{g}_{n}(x) \leq \frac{4}{\mathbb{P}\left(X \in(1-3 \delta / 4,1-\delta / 2)^{d}\right)} \\
& \quad \cdot \mathbb{E} g_{*}(X)^{2} I\left(X \in(1-3 \delta / 4,1-\delta / 2)^{d}\right)+c_{\delta} \tag{A.29}
\end{align*}
$$

a.s. for $n$ sufficiently large. The combination of (A.28) and (A.29) proves (A.25).

Step 5: We will use Step 4 to establish P3. Let $\delta>0$ be given and define $\mathcal{H}(\delta)$ and $\tilde{\mathcal{H}}(\delta)$ by

$$
\begin{aligned}
& \mathcal{H}(\delta)=\left\{h \in \mathcal{G}_{m}:|h(x)| \leq \beta_{0}(\delta) \text { for } x \in[\delta, 1-\delta]^{d}\right\} \\
& \tilde{\mathcal{H}}(\delta)=\left\{\tilde{h}:[\delta, 1-\delta]^{d} \rightarrow \mathbb{R}: \text { There exists } h \in \mathcal{H}(\delta)\right. \text { such that } \\
&\left.\tilde{h}(x)=h(x) \text { for } x \in[\delta, 1-\delta]^{d}\right\} .
\end{aligned}
$$

We first note that $N\left(\epsilon, \tilde{\mathcal{H}}(\delta), d_{2}^{\delta}\right)<\infty$ for any $\epsilon>0$; see, for example, Theorem 1.1 on page 1752 of [30]. To establish P3(ii), let $\epsilon>0$ be given. Without loss of generality, we may assume that $h(x) \geq 0$ for any $h \in \tilde{\mathcal{H}}(\delta)$. We divide $[0,1]^{d}$ into hyperrectangles $\left[a^{k}, b^{k}\right], 1 \leq k \leq K$, with the side length $1 / l$, where $l=\left\lceil(1-2 \delta) / \epsilon^{2}\right\rceil$. The volume of each hyperrectangle is less than $\epsilon^{2 d} /(1-2 \delta)^{d}$. Note that $K$ is of the order $1 / \epsilon^{2 d}$. Let us consider the number of hyperrectangles that intersect with a face of $[\delta, 1-\delta]^{d}$, i.e., a set of the form

$$
\left\{\left(x_{1}, \cdots, x_{d}\right) \in[\delta, 1-\delta]^{d}: x_{j}=\delta\right\} \text { or }\left\{\left(x_{1}, \cdots, x_{d}\right) \in[\delta, 1-\delta]^{d}: x_{j}=1-\delta\right\}
$$

for some $j \in\{1, \cdots, d\}$. Then, the number of such hyperrectangles is of the order $1 / \epsilon^{2(d-1)}$.

For $1 \leq k \leq K$, we define

$$
H_{k}=\frac{1}{n} \sum_{i=1}^{n} I\left(X_{i} \in\left[a^{k}, b^{k}\right]\right)
$$

By the strong law of large numbers and A3,

$$
H_{k} \leq \mathbb{E} I\left(X \in\left[a^{k}, b^{k}\right]\right)+\epsilon^{2 d} \leq \tau_{*} \epsilon^{2 d} /(1-2 \delta)^{d}+\epsilon^{2 d}
$$

a.s. for $n$ sufficiently large. Note that $n$ only depends on $a^{k}$ and $b^{k}, 1 \leq k \leq K$.

For each $h \in \tilde{\mathcal{H}}(\delta)$ and $k \in\{1, \cdots, K\}$, we define

$$
g_{k}= \begin{cases}\frac{\sum_{i=1}^{n} g\left(X_{i}\right) I\left(X_{i} \in\left[a^{k}, b^{k}\right]\right)}{\sum_{i=1}^{n} I\left(X_{i} \in\left[a^{k}, b^{k}\right]\right)}, & \text { if } \sum_{i=1}^{n} I\left(X_{i} \in\left[a^{k}, b^{k}\right]\right)>0 \\ 0, & \text { otherwise }\end{cases}
$$

and let $\bar{g}_{k}=\left\lfloor g_{k} / \epsilon\right\rfloor$. Then, for $g \in \tilde{\mathcal{H}}(\delta)$,

$$
\begin{aligned}
\frac{1}{n} \sum_{i=1}^{n}\left(g\left(X_{i}\right)-\epsilon \bar{g}_{k} I\left(X_{i} \in\left[a^{k}, b^{k}\right]\right)\right)^{2} & \leq \epsilon^{2} H_{k}+\left(g\left(b^{k}\right)^{2}-g\left(a^{k}\right)^{2}\right) H_{k} \\
& \leq \epsilon^{2} H_{k}+\left(g\left(b^{k}\right)^{2}-g\left(a^{k}\right)^{2}\right)\left(1+\tau_{*} /(1-2 \delta)^{d}\right) \epsilon^{2 d}
\end{aligned}
$$

a.s. for $n$ sufficiently large, and hence,

$$
d_{n}^{\delta}\left(g, \sum_{k=1}^{K} \epsilon \bar{g}_{k} I\left(x \in\left[a^{k}, b^{k}\right]\right)\right)^{2} \leq c(\delta) \epsilon^{2}
$$

for some constant $c(\delta)$ a.s. for $n$ sufficiently large. Since $\bar{g}_{k}, 1 \leq k \leq K$, is an integer between 0 and $\left\lceil\beta_{0}(\delta)\right\rceil$ and $K$ is an integer that is of the order $1 / \epsilon^{2 d}$, there are finitely many functions of the form $\sum_{k=1}^{K} \epsilon \bar{g}_{k} I\left(x \in\left[a^{k}, b^{k}\right]\right)$, proving (3.5).

Step 6: Since P1-P3 are established, (3.6) and (3.7) hold. We next suppose that $d=1$ and $f_{*}$ is continuous. Then $g_{*}$ is continuous (see Lemma 1 on page 252 of [36]), and hence, exists uniquely. We will use (3.6), the fact that $g_{*}$ is continuous, the fact that $\hat{g}_{n}$ is monotone in order to establish (3.8).

Let $\delta>0$ and $\epsilon>0$ be given. Without loss of generality, we may assume $\delta<\epsilon$. Since $g_{*}$ is continuous over $[\delta / 2,1-\delta / 2]^{d}$, there exists $\lambda(\delta)$ such that

$$
\left|g_{*}(x)-g_{*}(y)\right| \leq \lambda(\delta)\|x-y\|^{d}
$$

for $x, y \in[\delta / 2,1-\delta / 2]^{d}$. We next divide $[\delta / 2,1-\delta / 2]^{d}$ into hyperrectangles $\left[a^{k}, b^{k}\right], 1 \leq k \leq K$, with side-length less than $\epsilon$ satisfying $\cup_{k=1}^{l}\left[a^{k}, b^{k}\right]=[\delta, 1-$ $\delta]^{d}$ for some $l \leq K$. Note that for any $x \in\left[a^{i}, b^{i}\right] \subset[\delta, 1-\delta]^{d}$, there are hyperrectangles $\left[a^{i}, b^{i}\right]$ and $\left[a^{k}, b^{k}\right]$ so that they share vertices with $\left[a^{i}, b^{i}\right]$, any
point in $\left[a^{j}, b^{j}\right]$ is less than or equal to any point in $\left[a^{i}, b^{i}\right]$, and any point in $\left[a^{k}, b^{k}\right]$ is greater than or equal to any point in $\left[a^{i}, b^{i}\right]$. In other words, there exist $j \triangleq j(i)$ and $k \triangleq k(i)$ such that

$$
\begin{aligned}
& X_{s} \leq x \leq X_{t} \text { for } X_{s} \in\left[a^{j}, b^{j}\right] \text { and } X_{t} \in\left[a^{k}, b^{k}\right] \\
& \left\|x-X_{s}\right\| \leq 2 \sqrt{d} \epsilon \text { for } X_{s} \in\left[a^{j}, b^{j}\right] \text { or } X_{s} \in\left[a^{k}, b^{k}\right] .
\end{aligned}
$$

Then, for $x \in\left[a^{i}, b^{i}\right] \subset[\delta, 1-\delta]^{d}, X_{s} \in\left[a^{j}, b^{j}\right]$, and $X_{t} \in\left[a^{k}, b^{k}\right]$,

$$
\hat{g}_{n}\left(X_{s}\right)-g_{*}(x) \leq \hat{g}_{n}(x)-g_{*}(x) \leq \hat{g}_{n}\left(X_{t}\right)-g_{*}(x)
$$

and hence,

$$
\begin{aligned}
\hat{g}_{n}\left(X_{s}\right)-g_{*}\left(X_{s}\right)+g_{*} & \left(X_{s}\right)-g_{*}(x) \\
& \leq \hat{g}_{n}(x)-g_{*}(x) \leq \hat{g}_{n}\left(X_{t}\right)-g_{*}\left(X_{t}\right)+g_{*}\left(X_{t}\right)-g_{*}(x)
\end{aligned}
$$

so,

$$
\begin{aligned}
&\left|\hat{g}_{n}(x)-g_{*}(x)\right| \leq \max \left\{\mid \hat{g}_{n}\left(X_{s}\right)-g_{*}( \right.\left(X_{s}\right)\left|+\left|g_{*}\left(X_{s}\right)-g_{*}(x)\right|\right. \\
&\left.\left|\hat{g}_{n}\left(X_{t}\right)-g_{*}\left(X_{t}\right)\right|+\left|g_{*}\left(X_{t}\right)-g_{*}(x)\right|\right\}
\end{aligned}
$$

Therefore, for each $X_{s} \in\left[a^{j}, b^{j}\right]$, and $X_{t} \in\left[a^{k}, b^{k}\right]$,

$$
\begin{aligned}
& \left|\hat{g}_{n}(x)-g_{*}(x)\right| \\
& \quad \leq \max \left\{\left|\hat{g}_{n}\left(X_{s}\right)-g_{*}\left(X_{s}\right)\right|+\max _{y \in\left[a^{j}, b^{j}\right]}\left|g_{*}(y)-g_{*}(x)\right|\right. \\
& \left.\quad\left|\hat{g}_{n}\left(X_{t}\right)-g_{*}\left(X_{t}\right)\right|+\max _{y \in\left[a^{k}, b^{k}\right]}\left|g_{*}(y)-g_{*}(x)\right|\right\} \\
& \leq\left|\hat{g}_{n}\left(X_{s}\right)-g_{*}\left(X_{s}\right)\right|+\left|\hat{g}_{n}\left(X_{t}\right)-g_{*}\left(X_{t}\right)\right|+2 \sqrt{d} \lambda(\delta) \epsilon,
\end{aligned}
$$

so

$$
\begin{aligned}
\left|\hat{g}_{n}(x)-g_{*}(x)\right| \leq \min _{X_{s} \in\left[a^{j}, b^{j}\right]} \mid \hat{g}_{n}\left(X_{s}\right) & -g_{*}\left(X_{s}\right) \mid \\
& +\min _{X_{t} \in\left[a^{k}, b^{k}\right]}\left|\hat{g}_{n}\left(X_{t}\right)-g_{*}\left(X_{t}\right)\right|+2 \sqrt{d} \lambda(\delta) \epsilon
\end{aligned}
$$

and

$$
\begin{aligned}
& \sup _{x \in\left[a^{i}, b^{i}\right]}\left|\hat{g}_{n}(x)-g_{*}(x)\right| \leq \min _{X_{s} \in\left[a^{j}, b^{j}\right]}\left|\hat{g}_{n}\left(X_{s}\right)-g_{*}\left(X_{s}\right)\right| \\
& \quad+\min _{X_{t} \in\left[a^{k}, b^{k}\right]}\left|\hat{g}_{n}\left(X_{t}\right)-g_{*}\left(X_{t}\right)\right|+2 \sqrt{d} \lambda(\delta) \epsilon \\
& \leq \frac{\sum_{l=1}^{n}\left|\hat{g}_{n}\left(X_{l}\right)-g_{*}\left(X_{l}\right)\right| I\left(X_{l} \in\left[a^{j}, b^{j}\right]\right)}{\sum_{l=1}^{n} I\left(X_{l} \in\left[a^{j}, b^{j}\right]\right)} \\
& \quad+\frac{\sum_{l=1}^{n}\left|\hat{g}_{n}\left(X_{l}\right)-g_{*}\left(X_{l}\right)\right| I\left(X_{l} \in\left[a^{k}, b^{k}\right]\right)}{\sum_{l=1}^{n} I\left(X_{l} \in\left[a^{k}, b^{k}\right]\right)}+2 \sqrt{d} \lambda(\delta) \epsilon
\end{aligned}
$$

$$
\begin{align*}
\leq & \frac{n}{\sum_{l=1}^{n} I\left(X_{l} \in\left[a^{j}, b^{j}\right]\right)} \cdot \frac{1}{n} \sum_{l=1}^{n}\left|\hat{g}_{n}\left(X_{l}\right)-g_{*}\left(X_{l}\right)\right| I\left(X_{l} \in\left[a^{j}, b^{j}\right]\right) \\
& +\frac{n}{\sum_{l=1}^{n} I\left(X_{l} \in\left[a^{k}, b^{k}\right]\right)} \cdot \frac{1}{n} \sum_{l=1}^{n}\left|\hat{g}_{n}\left(X_{l}\right)-g_{*}\left(X_{l}\right)\right| I\left(X_{l} \in\left[a^{k}, b^{k}\right]\right) \\
& +2 \sqrt{d} \lambda(\delta) \epsilon \\
\leq & \frac{n}{\sum_{l=1}^{n} I\left(X_{l} \in\left[a^{j}, b^{j}\right]\right)} \sqrt{\frac{1}{n} \sum_{l=1}^{n}\left(\hat{g}_{n}\left(X_{l}\right)-g_{*}\left(X_{l}\right)\right)^{2} I\left(X_{l} \in\left[a^{j}, b^{j}\right]\right)} \\
& +\frac{n}{\sum_{l=1}^{n} I\left(X_{l} \in\left[a^{k}, b^{k}\right]\right)} \sqrt{\frac{1}{n} \sum_{l=1}^{n}\left(\hat{g}_{n}\left(X_{l}\right)-g_{*}\left(X_{l}\right)\right)^{2} I\left(X_{l} \in\left[a^{k}, b^{k}\right]\right)} \\
& +2 \sqrt{d} \lambda(\delta) \epsilon \\
\leq & \epsilon+2 \sqrt{d} \lambda(\delta) \epsilon \tag{A.30}
\end{align*}
$$

a.s. for $n$ sufficiently large by (3.6).

Since there are finitely many hyperrectangles $\left[a^{i}, b^{i}\right]$, we conclude

$$
\sup _{x \in[\delta, 1-\delta]^{d}}\left|\hat{g}_{n}(x)-g_{*}(x)\right| \rightarrow 0
$$

as $n \rightarrow \infty$ a.s.
Proof of Corollary 3.2. We will prove that A1-A3 imply P1-P4.
Step 1: We establish P1 and the uniqueness of the solution to (3.2). When proving P 1 , the only non-trivial part is that $\mathcal{G}_{c}$ is closed in $L^{2}$. Suppose ( $h_{l}$ : $l \geq 1)$ is a Cauchy sequence in $\mathcal{G}_{c}$. Since $L^{2}$ is complete, there exists $h_{\infty} \in L^{2}$ satisfying $\left\|h_{l}-h_{\infty}\right\|_{2} \rightarrow 0$ as $l \rightarrow \infty$. Furthermore, there exists a subsequence $\left(l_{k}: k \geq 1\right)$ and $\Omega \subset(0,1)^{d}$ such that $\lim _{k \rightarrow \infty} h_{l_{k}}(x)=h_{\infty}(x)$ for $x \in \Omega$ and $\Omega$ is a set of Lebesgue measure one. We next define $\tilde{h}_{\infty}:(0,1)^{d} \rightarrow \mathbb{R}$ by

$$
\tilde{h}_{\infty}(x)=\sup \left\{h_{\infty}(z)+\eta_{z}^{T}(x-z): z \in \Omega, \eta_{z} \in \partial h_{\infty}(z)\right\},
$$

where $\partial h_{\infty}(z)$ is the set of the subgradients of $h_{\infty}$ at $z \in \Omega$. Then $\tilde{h}_{\infty}$ is convex, coincides with $h_{\infty}$ on $\Omega$, and hence, $\left\|h_{l}-\tilde{h}_{\infty}\right\|_{2} \rightarrow 0$ as $l \rightarrow \infty$. So, $\mathcal{G}_{c}$ is closed.

Now, we turn to the uniqueness of the solution to (3.2). Since $\mathcal{G}_{c}$ is a nonempty, closed convex subset of $L^{2}$, the projection theorem implies that there exists a solution $g_{*}$ to (3.2) and the solution is unique up to a set of measure zero. In other words, if $g_{*}$ and $\tilde{g}_{*}$ are two solutions to (3.2), then $g_{*}(x)=\tilde{g}_{*}(x)$ almost everywhere. But, both $g_{*}$ and $\tilde{g}_{*}$ are convex over $(0,1)^{d}$, and hence, continuous, so they must agree at $x \in(0,1)^{d}$.
 $\left.g \in \mathcal{G}_{c}\right\}$. Then, $S_{n}$ is a non-empty, closed, and convex subset of $\mathbb{R}^{n}$; see, for example, Lemma 2.3 on page 1638 of [65]. Since $\varphi_{n}\left(z_{1}, \cdots, z_{n}\right)=\sum_{i=1}^{n}\left(Y_{i}-\right.$ $\left.z_{i}\right)^{2} / n$ is a strictly convex function over $\left(z_{1}, \cdots, z_{n}\right) \in S_{n}$, there exists a unique
minimizer $\left(\tilde{z}_{1}, \cdots, \tilde{z}_{n}\right)$ of $\varphi_{n}$ over $S_{n}$. Since $\left(\tilde{z}_{1}, \cdots, \tilde{z}_{n}\right) \in S_{n}$, there exists $\tilde{g}_{n} \in$ $\mathcal{G}_{c}$ such that $\tilde{g}_{n}\left(X_{i}\right)=\tilde{z}_{i}$ for $1 \leq i \leq n$. Then, $\tilde{g}_{n}$ becomes a solution to (3.1).

Step 3: We establish P3 and P4. To fill in the details, we notice that for any $\delta>0$, there exist constants $\beta_{0}(\delta)$ and $\beta_{1}(\delta)$ such that

$$
\begin{align*}
& \sup _{x \in[\delta, 1-\delta]^{d}}\left|\hat{g}_{n}(x)\right| \leq \beta_{0}(\delta) \text { and } \\
& \left|\hat{g}_{n}(x)-\hat{g}_{n}(y)\right| \leq \beta_{1}(\delta)\|x-y\| \tag{A.31}
\end{align*}
$$

for $x, y \in[\delta, 1-\delta]^{d}$ and $n$ sufficiently large a.s.; see, for example, Steps 4 and 5 on pages 201 and 202 of [53]. So, if we let

$$
\begin{aligned}
\mathcal{H}(\delta)=\left\{h \in \mathcal{G}_{c}:|h(x)| \leq \beta_{0}(\delta),|h(x)-h(y)| \leq \beta_{1}(\delta)\|x-y\|\right. \\
\text { for } \left.x \in[\delta, 1-\delta]^{d}\right\}
\end{aligned}
$$

and
$\tilde{\mathcal{H}}(\delta)=\left\{\tilde{h}:[\delta, 1-\delta]^{d} \rightarrow \mathbb{R}:\right.$ There exists $h \in \mathcal{H}(\delta)$ such that

$$
\left.\tilde{h}(x)=h(x) \text { for } x \in[\delta, 1-\delta]^{d}\right\}
$$

then (3.4) is established. To establish P3(i) and P3(ii), note that $\tilde{\mathcal{H}}(\delta)$ is a subset of $\mathcal{A}$, where

$$
\begin{aligned}
& \mathcal{A}=\left\{h:[\delta, 1-\delta]^{d} \rightarrow \mathbb{R}: h \text { is convex, }|h(x)| \leq \beta_{0}(\delta)\right. \\
&\left.|h(x)-h(y)| \leq \beta_{1}(\delta)\|x-y\| \text { for } x, y \in[\delta, 1-\delta]^{d}\right\}
\end{aligned}
$$

and hence,

$$
\begin{aligned}
& N\left(\epsilon, \tilde{\mathcal{H}}(\delta), d_{2}^{\delta}\right) \leq N\left(\epsilon, \mathcal{A}, d_{\infty}^{\delta}\right)<\infty \\
& N\left(\epsilon, \tilde{\mathcal{H}}(\delta), d_{n}^{\delta}\right) \leq N\left(\epsilon, \mathcal{A}, d_{\infty}^{\delta}\right)<\infty
\end{aligned}
$$

by Theorem 6 of [11].
We can establish P4 by using (A.31) and the fact that $g_{*}$ is unique and continuous over $(0,1)^{d}$.

Proof of Corollary 3.3. The proof is similar to the proof of Corollary 3.1.

Proof of Corollary 3.4. The proof is similar to the proof of Corollary 3.2.

Proof of Theorem 4.1. We will use (4.1), the fact that $f_{*}, g_{*}, g \in \mathcal{G}$ are bounded uniformly, and that fact that the $\varepsilon_{i}$ 's are subexponential to apply Theorem 3.4.1 of [74]. We start by observing that $\hat{g}_{n}$ minimizes

$$
\frac{1}{n} \sum_{i=1}^{n}\left(Y_{i}-g\left(X_{i}\right)\right)^{2}=\frac{1}{n} \sum_{i=1}^{n}\left(\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)+\varepsilon_{i}\right)+\left(g_{*}\left(X_{i}\right)-g\left(X_{i}\right)\right)\right)^{2}
$$

$$
\begin{gathered}
=\frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)+\varepsilon_{i}\right)^{2} \\
-\frac{2}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)+\varepsilon_{i}\right)\left(g\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)+\frac{1}{n} \sum_{i=1}^{n}\left(g\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}
\end{gathered}
$$

over $g \in \mathcal{G}$, so it maximizes
$\mathbb{M}_{n}(g) \triangleq \frac{2}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)+\varepsilon_{i}\right)\left(g\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)-\frac{1}{n} \sum_{i=1}^{n}\left(g\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}$.
For $g \in \mathcal{G}$, define $M_{n}(g)$ and $d\left(g, g_{*}\right)$ by

$$
M_{n}(x) \triangleq 2 \mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(g(X)-g_{*}(X)\right)-\mathbb{E}\left(g(X)-g_{*}(X)\right)^{2}
$$

and

$$
d\left(g, g_{*}\right) \triangleq\left\{\mathbb{E}\left(g(X)-g_{*}(X)\right)^{2}\right\}^{1 / 2}
$$

Let

$$
\begin{aligned}
\mathcal{F}=\left\{2\left(f_{*}(X)-g_{*}(X)+\varepsilon\right)\left(g(X)-g_{*}(X)\right)-( \right. & \left.g(X)-g_{*}(X)\right)^{2}: \\
& \left.g \in \mathcal{G}, \delta / 2<d\left(g, g_{*}\right) \leq \delta\right\} .
\end{aligned}
$$

For any $f \in \mathcal{F}$, define the Bernstein norm $\|\cdot\|_{B}$ by

$$
\|f\|_{B} \triangleq\{2 \mathbb{E}(\exp |f(X)|-1-|f(X)|)\}^{1 / 2}
$$

We next notice that Theorem 3.4.1 on pages 322 and 323 and Problem 3.4.2 on page 337 of [74] can be rewritten as follows:

Theorem A. 1 (Due to Theorem 3.4.1 and Problem 3.4.2 of [74]). Suppose that, for every $n$ and $\delta \in(0, \infty)$,

$$
\begin{equation*}
\sup \left\{M_{n}(g)-M_{n}\left(g_{*}\right): \delta / 2<d\left(g, g_{*}\right) \leq \delta, g \in \mathcal{G}\right\} \leq-\delta^{2} / 4 \tag{A.32}
\end{equation*}
$$

and

$$
\begin{align*}
& \mathbb{E} \sup \left\{\sqrt{n}\left[\mathbb{M}_{n}(g)-M_{n}(g)-\delta^{2} / 8\right]^{+}:\right. \\
& \left.\quad \delta / 2<d\left(g, g_{*}\right) \leq \delta, g \in \mathcal{G}\right\} \lesssim \phi_{n}(\delta) \tag{A.33}
\end{align*}
$$

for functions $\phi_{n}$ such that $\delta \mapsto \phi_{n}(\delta) / \delta^{\alpha}$ is decreasing on $(0, \infty)$, for some $\alpha<2$. Let $r_{n}$ satisfy $r_{n}^{2} \phi_{n}\left(1 / r_{n}\right) \lesssim \sqrt{n}$ for every $n$. If $\mathbb{M}_{n}\left(\hat{g}_{n}\right) \geq \mathbb{M}_{n}\left(g_{*}\right)$, then

$$
r_{n} d\left(g, g_{*}\right)=\mathcal{O}_{p}(1)
$$

as $n \rightarrow \infty$.
Also, Lemma 3.4.3 on page 324 and Problem 3.4.3 on page 337 of [74] can be rewritten as follows:

Lemma A. 1 (Due to Lemma 3.4.3 and Problem 3.4.3 of [74]). If $\mathcal{F}$ satisfies $\|f\|_{B} \leq \delta$ for every $f \in \mathcal{F}$, then

$$
\begin{align*}
& \mathbb{E} \sup \left\{\left[\frac{1}{\sqrt{n}} \sum_{i=1}^{n}\left(f\left(X_{i}\right)-\mathbb{E} f(X)\right)-\sqrt{n}\left(\delta^{2} / 8 \wedge \delta / 3\right)\right]^{+}: f \in \mathcal{F}\right\} \\
& \quad \leq \quad \tilde{J}_{[]}\left(\delta, \mathcal{F},\|\cdot\|_{B}\right)\left(1+\tilde{J}_{[]}\left(\delta, \mathcal{F},\|\cdot\|_{B}\right) /\left(\delta^{2} \sqrt{n}\right)\right) \tag{A.34}
\end{align*}
$$

where

$$
\tilde{J}_{[]}\left(\delta, \mathcal{F},\|\cdot\|_{B}\right)=\int_{\left(\delta^{2} / 64\right) \wedge(\delta / 24) \wedge \delta}^{\delta} \sqrt{1+\log N_{[]}\left(u, \mathcal{G}, d_{2}\right)} d u
$$

We next verify the two non-trivial conditions of Theorem A.1, which are (A.32) and (A.33). (A.32) is easily verified because

$$
\begin{aligned}
& M_{n}(x)-M_{n}\left(g_{*}\right) \\
& \quad=2 \mathbb{E}\left(f_{*}(X)-g_{*}(X)\right)\left(g(X)-g_{*}(X)\right)-\mathbb{E}\left(g(X)-g_{*}(X)\right)^{2} \\
& \quad \leq-\mathbb{E}\left(g(X)-g_{*}(X)\right)^{2} \text { by }(4.1) \\
& \quad<-\delta^{2} / 4
\end{aligned}
$$

for $g$ satisfying $d\left(g, g_{*}\right)>\delta / 2$.
To verify (A.33) with $\phi_{n}$ specified in Theorem 4.1, we will use Lemma A.1. First, we will show that the Bernstein norm of an element of $\mathcal{F}$ is bounded by $\bar{c}_{1} \delta$ for some constant $\bar{c}_{1}$. To see why this is true, note that the squared Bernstein norm of a element of $\mathcal{F}$ is

$$
\begin{aligned}
& 2 \mathbb{E}\left(\exp \left|2\left(f_{*}(X)-g_{*}(X)+\varepsilon\right)\left(g(X)-g_{*}(X)\right)-\left(g(X)-g_{*}(X)\right)^{2}\right|\right. \\
& \left.\left.-1-\mid 2\left(f_{*}(X)-g_{*}(X)+\varepsilon\right)\left(g(X)-g_{*}(X)\right)-g(X)-g_{*}(X)\right)^{2} \mid\right) \\
& =\quad 2 \sum_{i \geq 2} \frac{1}{i!} \mathbb{E}\left|2\left(f_{*}(X)-g_{*}(X)+\varepsilon\right)\left(g(X)-g_{*}(X)\right)-\left(g(X)-g_{*}(X)\right)^{2}\right|^{i} \\
& \quad \quad \text { by Taylor's Theorem } \\
& =\quad 2 \mathbb{E}\left|2\left(f_{*}(X)-g_{*}(X)+\varepsilon\right)\left(g(X)-g_{*}(X)\right)-\left(g(X)-g_{*}(X)\right)^{2}\right|^{2} \\
& \quad \cdot \exp \left|2\left(f_{*}(X)-g_{*}(X)+\varepsilon\right)\left(g(X)-g_{*}(X)\right)-\left(g(X)-g_{*}(X)\right)^{2}\right| \cdot(\text { A.35) })
\end{aligned}
$$

Since

$$
\begin{aligned}
& \mathbb{E}\left|2\left(f_{*}(X)-g_{*}(X)+\varepsilon\right)\left(g(X)-g_{*}(X)\right)-\left(g(X)-g_{*}(X)\right)^{2}\right| \\
& =\mathbb{E}\left(2 f_{*}(X)+2 g_{*}(X)+2 \varepsilon-4 g(X)\right)^{2}\left(g(X)-g_{*}(X)\right)^{2} \\
& \leq 128\left(A_{*}^{2}+B_{*}^{2}+\sigma^{2}\right) \mathbb{E}\left(g(X)-g_{*}(X)\right)^{2},
\end{aligned}
$$

$f_{*}, g_{*}$, and $g \in \mathcal{G}$ are uniformly bounded, and the $\varepsilon_{i}$ 's are subexponential, the squared Bernstein norm of an element in $\mathcal{F}$ in the left-hand side of (A.35) is bounded by $\bar{c}_{1}^{2} \mathbb{E}\left(g(X)-g_{*}(X)\right)^{2}$ for some constant $\bar{c}_{1}$. So, the Bernstein norm of an element of $\mathcal{F}$ is bounded by

$$
\begin{equation*}
\bar{c}_{1} d\left(g, g_{*}\right) \leq \bar{c}_{1} \delta \tag{A.36}
\end{equation*}
$$

We will next show that

$$
\begin{equation*}
N_{[]}\left(\epsilon, \mathcal{F},\|\cdot\|_{B}\right) \lesssim N_{[]}\left(\epsilon, \mathcal{G}, d_{2}\right) \tag{A.37}
\end{equation*}
$$

To establish (A.37), let $\left[l_{1}, u_{1}\right], \cdots,\left[l_{r}, u_{r}\right]$ be $\epsilon$-brackets that cover $\mathcal{G}$, i.e., $\mathcal{G} \subset$ $\bigcup_{i=1}^{r}\left[l_{j}, u_{j}\right]$. Note that if $g \in \mathcal{G}$ satisfies $l_{j} \leq g \leq u_{j}$ for some $j \in\{1, \cdots, r\}$, its counterpart in $\mathcal{F}$ is

$$
\begin{aligned}
f_{g}(X) & \triangleq 2\left(f_{*}(X)-g_{*}(X)+\varepsilon\right)\left(g(X)-g_{*}(X)\right)-\left(g(X)-g_{*}(X)\right)^{2} \\
& =\left(2 f_{*}(X)-g_{*}(X)+2 \varepsilon-g(X)\right)\left(g(X)-g_{*}(X)\right) \\
& \triangleq v(X) w(X)
\end{aligned}
$$

where $v(X)=2 f_{*}(X)-g_{*}(X)+2 \varepsilon-g(X)$ and $w(X)=g(X)-g_{*}(X) \cdot v(X)$ and $w(X)$ satisfy

$$
\begin{aligned}
v_{m}(X) \triangleq 2 f_{*}(X)-g_{*}(X)+2 \varepsilon- & u_{j}(X) \leq v(X) \\
& \leq 2 f_{*}(X)-g_{*}(X)+2 \varepsilon-l_{j}(X) \triangleq v_{M}(X)
\end{aligned}
$$

and

$$
w_{m}(X) \triangleq l_{j}(X)-g_{*}(X) \leq w(X) \leq u_{j}(X)-g_{*}(X) \triangleq w_{M}(X)
$$

Also, for any $v_{1}(X), w_{1}(X), v_{2}(X)$, and $w_{2}(X)$ satisfying

$$
\begin{gathered}
v_{m}(X) \leq v_{i}(X) \leq v_{M}(X) \quad i=1,2 \\
w_{m}(X) \leq m_{i}(X) \leq w_{M}(X) \quad i=1,2
\end{gathered}
$$

we have

$$
\begin{aligned}
& \left|v_{1}(X) w_{1}(X)-v_{2}(X) w_{2}(X)\right| \\
& \quad \leq \quad\left|v_{1}(X)\right|\left|w_{1}(X)-w_{2}(X)\right|+\left|w_{1}(X)\right|\left|v_{1}(X)-v_{2}(X)\right| \\
& \quad+\left|v_{1}(X)-v_{2}(X)\right|\left|w_{1}(X)-w_{2}(X)\right| \\
& \leq \quad 4\left(A_{*}+B_{*}+|\varepsilon|\right)\left|u_{j}(X)-v_{j}(X)\right|+\left(u_{j}(X)-l_{j}(X)\right)^{2}
\end{aligned}
$$

Therefore, if we define $\tilde{l}_{j}$ and $\tilde{u}_{j}$ be

$$
\begin{aligned}
\tilde{u}_{j}(X) & =\max \left\{v w: v_{m}(X) \leq v \leq v_{M}(X), w_{m}(X) \leq w \leq w_{M}(X)\right\} \\
\tilde{l}_{j}(X) & =\tilde{u}_{j}(X)-4\left(A_{*}+B_{*}+|\varepsilon|\right)\left|u_{j}(X)-l_{j}(X)\right|-\left(u_{j}(X)-l_{j}(X)\right)^{2}
\end{aligned}
$$

then $\tilde{l}_{j}(X) \leq f_{g}(X) \leq \tilde{u}_{j}(X)$ and

$$
\begin{aligned}
& \left\|\tilde{l}_{j}(X)-\tilde{u}_{j}(X)\right\|_{B}^{2} \\
& \quad=\left\|\left(l_{j}(X)-u_{j}(X)\right)^{2}+4\left(A_{*}+B_{*}+|\varepsilon|\right)\left|u_{j}(X)-l_{i}(X)\right|\right\|_{B}^{2} \\
& \quad=\left\|\left|u_{j}(X)-l_{j}(X)\right|\left(\left|u_{j}(X)-l_{j}(X)\right|+4\left(A_{*}+B_{*}+|\varepsilon|\right)\right)\right\|_{B}^{2} \\
& \quad \leq 2 \mathbb{E}\left(u_{j}(X)-l_{j}(X)\right)^{2}\left(u_{j}(X)-l_{j}(X)+4\left(A_{*}+B_{*}+|\varepsilon|\right)\right)^{2} \\
& \quad \cdot \exp \left|u_{j}(X)-l_{j}(X)\right|\left(\left|u_{j}(X)-l_{j}(X)\right|+4\left(A_{*}+B_{*}+|\varepsilon|\right)\right)
\end{aligned}
$$

$$
\leq \bar{c}_{2} \mathbb{E}\left(u_{j}(X)-l_{j}(X)\right)^{2}
$$

for some constant $\bar{c}_{2}$ since $u_{j}$ and $l_{j}$ are bounded by $B_{*}$ and $|\varepsilon|$ is subexponential, proving (A.37). The combination of Theorem A.1, Lemma A.1, (A.36), and (A.37) proves Theorem 4.1.

Proof of Corollary 4.1. We apply Theorem 4.1 to the case where $\mathcal{G}=\mathcal{G}_{m, B}$. By Theorem 1.1 of [30],

$$
\log N_{[]}\left(\epsilon, \mathcal{G}_{m, B}, d_{2}\right) \lesssim \begin{cases}\epsilon^{-1}, & \text { if } d=1 \\ \epsilon^{-2}(\log (1 / \epsilon))^{2}, & \text { if } d=2 \\ \epsilon^{-2(d-1)}, & \text { if } d>2\end{cases}
$$

Thus, we obtain

$$
\phi_{n}(\delta)= \begin{cases}\delta^{1 / 2}\left(1+\delta^{1 / 2} /\left(\delta^{2} \sqrt{n}\right)\right), & \text { if } d=1 \\ (\log 1 / \delta)^{2}\left(1+(\log 1 / \delta)^{2} /\left(\delta^{2} \sqrt{n}\right)\right), & \text { if } d=2 \\ \delta^{-2(d-2)}\left(1+\delta^{-2(d-2)} /\left(\delta^{2} \sqrt{n}\right)\right), & \text { if } d>2\end{cases}
$$

and it can be verified that $\phi_{n}\left(\sqrt{a_{n}}\right) \lesssim \sqrt{n} a_{n}$, where $a_{n}$ is given by (4.2). Therefore, Corollary 4.1 follows.

Proof of Corollary 4.2. We apply Theorem 4.1 to the case where $\mathcal{G}=\mathcal{G}_{c, B}$. By Theorem 1.1 (ii) on page 567 of [31],

$$
\log N_{[]}\left(\epsilon, \mathcal{G}_{c, B}, d_{2}\right) \lesssim \epsilon^{-d / 2}
$$

Thus, we obtain

$$
\phi_{n}(\delta)= \begin{cases}\delta^{1-d / 4}\left(1+\delta^{1-d / 4} /\left(\delta^{2} \sqrt{n}\right)\right), & \text { if } d<4 \\ -\log \delta\left(1-\log \delta /\left(\delta^{2} \sqrt{n}\right)\right), & \text { if } d=4 \\ \delta^{2-d / 2}\left(1+\delta^{2-d / 2} /\left(\delta^{2} \sqrt{n}\right)\right), & \text { if } d>4\end{cases}
$$

and it can be verified that $\phi_{n}\left(\sqrt{b_{n}}\right) \lesssim \sqrt{n} b_{n}$, where $b_{n}$ is given by (4.3). Therefore, Corollary 4.2 follows.

Proof of Proposition 5.1. Throughout this proof, we will assume $f_{*} \notin \mathcal{G}$. The proof consists of four steps.

Step 1: We notice that B6 implies $\mathbb{E}\left(f_{*}\left(X_{1}\right)-g_{*}\left(X_{1}\right)\right)^{2}>0$ when $f \notin \mathcal{G}$. Let $g_{*}$ be a solution to (3.2) that is continuous. Suppose, on the contrary, that $\mathbb{E}\left(f_{*}\left(X_{1}\right)-g_{*}\left(X_{1}\right)\right)^{2}=0$. Since both $f_{*}$ and $g_{*}$ are continuous, $f_{*}(x)=g_{*}(x)$ for $x \in(0,1)^{d}$, which contradicts $f_{*} \notin \mathcal{G}$. Let $\tilde{g}_{*}$ be any solution to (3.2). Since $\mathbb{E}\left(g_{*}\left(X_{1}\right)-\tilde{g}_{*}\left(X_{1}\right)\right)^{2}=0$, we have $\mathbb{E}\left(f_{*}\left(X_{1}\right)-\tilde{g}_{*}\left(X_{1}\right)\right)^{2}=\mathbb{E}\left(f_{*}\left(X_{1}\right)-g_{*}\left(X_{1}\right)\right)^{2}>$ 0 .

Step 2: We next observe that B1-B5, P2, and P3 imply that

$$
\limsup _{n \rightarrow \infty} \frac{1}{n} \sum_{i=1}^{n}\left(\tilde{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \leq 0
$$

a.s. for each $m \geq 1$ by Step 6 in the Proof of Theorem 3.1.

Step 3: We will prove that there exists a positive constant $\tilde{c}$ such that

$$
\begin{equation*}
\frac{1}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2} \geq \tilde{c} \tag{A.38}
\end{equation*}
$$

for $n$ sufficiently large and each $m \geq 1$. To see why this is true, we note that

$$
\begin{aligned}
& \frac{1}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2} \\
& =\quad \frac{1}{n} \sum_{i=1}^{n}\left(\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)+\left(g_{*}\left(X_{i}\right)+\bar{\varepsilon}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)\right)^{2} \\
& \quad \text { where } \bar{\varepsilon}_{i}=\sum_{j=1}^{m} \varepsilon_{i j} / m \\
& =\quad \frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}+\frac{1}{n} \sum_{i=1}^{n}\left(g_{*}\left(X_{i}\right)+\bar{\varepsilon}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2} \\
& \quad+\frac{2}{n} \sum_{i=1}^{n} \bar{\varepsilon}_{i}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \\
& \quad-\frac{2}{n} \sum_{i=1}^{n}\left(\tilde{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \\
& \geq \quad \frac{1}{n} \sum_{i=1}^{n}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)^{2}+\frac{2}{n} \sum_{i=1}^{n} \bar{\varepsilon}_{i}\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \\
& \quad-\frac{2}{n} \sum_{i=1}^{n}\left(\tilde{g}_{n}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right)\left(f_{*}\left(X_{i}\right)-g_{*}\left(X_{i}\right)\right) \\
& \geq \quad(1 / 2) \mathbb{E}\left(f_{*}\left(X_{1}\right)-g_{*}\left(X_{1}\right)\right)^{2} \triangleq \tilde{c}
\end{aligned}
$$

a.s. for $n$ sufficiently large.

Step 4: We will next prove Proposition 5.1. We note that for each $n$,

$$
z_{1-\gamma}<\sigma / \sqrt{1-\gamma}
$$

because the Markov inequality states that for any $a>0$,

$$
\mathbb{P}\left(\sigma^{2} \chi_{n}^{2} / n>a\right) \leq \mathbb{E}\left(\sigma^{2} \chi_{n}^{2} / n\right) / a^{2}=\sigma^{2} / a^{2}
$$

so taking $a=\sigma / \sqrt{1-\gamma}$ confirms that $\mathbb{P}\left(\sigma^{2} \chi_{n}^{2} / n>a\right) \leq 1-\gamma$ and $z_{1-\gamma}<a$. If we take $m$ large enough so that $m c>\sigma / \sqrt{1-\gamma}$, then for $n$ sufficiently large, (A.38) implies

$$
\mathrm{TS}=\frac{m}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{i}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2} \geq m c>\sigma / \sqrt{1-\gamma}>z_{1-\gamma}
$$

a.s. for $n$ sufficiently large, and hence,
$\mathbb{P}\left(\right.$ Fail to reject $H_{0}$ for $n$ sufficiently large $\left.\mid f_{*} \notin \mathcal{G}\right)$

$$
=\mathbb{P}\left(\frac{m}{n} \sum_{i=1}^{n}\left(\tilde{Y}_{n}-\tilde{g}_{n}\left(X_{i}\right)\right)^{2}>z_{1-\gamma} \text { for } n \text { sufficiently large } \mid f_{*} \notin \mathcal{G}\right)=1 \text {, }
$$

proving Proposition 5.1.
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