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Large deviations of empirical measures of diffusions
in weighted topologies
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Abstract

We consider large deviations of empirical measures of diffusion processes. In a
first part, we present conditions to obtain a large deviations principle (LDP) for a
precise class of unbounded functions. This provides an analogue to the standard
Cramér condition in the context of diffusion processes, which turns out to be related
to a spectral gap condition for a Witten-Schrodinger operator. Secondly, we study
more precisely the properties of the Donsker-Varadhan rate functional associated
with the LDP. We revisit and generalize some standard duality results as well as a
more original decomposition of the rate functional with respect to the symmetric and
antisymmetric parts of the dynamics. Finally, we apply our results to overdamped
and underdamped Langevin dynamics, showing the applicability of our framework for
degenerate diffusions in unbounded configuration spaces.
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1 Introduction

Empirical averages of diffusion processes and their convergence are commonly stud-
ied in statistical mechanics, probability theory and machine learning. In statistical
physics, an observable averaged along the trajectory of a diffusion typically converges to
the expectation with respect to its stationary distribution, which provides some macro-
scopic information on the system [74, 84]. For reversible dynamics, this convergence
is known to be characterized by an entropy functional [106, 7], which generalizes re-
sults for small fluctuations such as the central limit theorem [75] or Berry-Esseen type
inequalities [91]. It has been shown for some time that the approach can be extended to
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nonequilibrium systems by considering generalized entropy and free energy functionals,
as provided by the theory of large deviations [28, 45, 106]. From a more computational
perspective, studying the convergence of empirical averages is an important problem
for the efficiency of Monte Carlo Markov Chain methods [1, 100, 98, 36].

Since its initiation by Cramér in the 30s [25, 108], large deviations theory has been
given many extensions. The theory takes its origin in the study of fluctuations for sums
of independent variables, leading to the celebrated Sanov theorem [29]. Interestingly,
the necessity of Cramér’s exponential moment condition for Sanov’s theorem to hold in
a Wasserstein topology has been proved only recently [111].

Due to the above mentioned applications, it is natural to try to apply such a theory to
diffusions, or more generally Markovian dynamics. This is useful for instance in statis-
tical physics, when considering Gallavotti-Cohen fluctuation relations for irreversible
dynamics [52, 79, 78], as well as for characterizing dynamical phase transitions in physi-
cal systems [54, 3, 89, 92]. From a more computational perspective, studying the rate
function associated with a given dynamics is interesting for designing better sampling
strategies [40, 98, 99], which is important for instance in a Bayesian framework [19, 14]
or for molecular dynamics [82, 83]. The approach can also be used for deriving concen-
tration results such as Bernstein-type inequalities [53, 13] and uncertainty quantification
bounds [73, 57].

However, proving a large deviations principle for correlated processes turns out to
be a difficult task. A milestone in the theory is the series of papers by Donsker and
Varadhan [31, 32, 34, 35] and the dual approach followed by Gartner and Ellis [55, 44].
The strategy of the former works is to build explicitly lower and upper large deviations
bounds from the Girsanov theorem and the Tchebychev inequality [109]. On the other
hand, the Gartner-Ellis theorem relies on the existence and regularity of a free energy
functional. This technique has been later related to optimal control problems through
the so-called weak convergence approach [38, 39].

Whichever strategy is chosen, proving large deviations principles for empirical
measures of diffusions in unbounded configuration spaces remains difficult. Indeed,
studying the stability of unbounded Markov processes is already challenging, and often
relies on Lyapunov function techniques [87, 86, 97, 60]. Such a Lyapunov function can
be interpreted as an energy associated with the system, which decreases in average
and provides a control on the excursions of the process far away from the origin. This
technique can be used for proving LDPs, see for instance [109, Section 9] and [30, 115,
39]. However, the LDPs of the above mentioned works are stated in the so-called strong
(resp. weak) topology, i.e. with respect to the topology on measures associated with
the convergence of measurable bounded (resp. continuous bounded) functions. To
the best of our knowledge, convergence in Wasserstein-like topologies (i.e. associated
with unbounded functions) for diffusions has only been addressed in [76], and [115,
Section 2.2]. Unfortunately, the nonlinear approach of [76] does not allow to characterize
precisely the set of functions for which the LDP holds, while [115] considers a particular
system (Langevin dynamics). In both cases, the rate function is not related to the
standard Donsker-Varadhan theory [33]. Our first result is to derive the LDP in a
weak topology associated with unbounded functions, under very natural conditions,
and to express the rate function in duality with a free energy. From a practical point
of view, this allows to compute the rate function from the free energy, a standard
procedure [56, 106, 23, 88, 48].

Once a large deviations principle has been derived, providing alternative expressions
of the rate function is an important problem. This can be useful for computing this
function more efficiently, or for interpreting some key aspects of the dynamics (such
as irreversibility for physical systems). Our first contribution in this direction is to

EJP 25 (2020), paper 121. https://www.imstat.org/ejp
Page 2/52


https://doi.org/10.1214/20-EJP514
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Large deviations of empirical measures of diffusions in weighted topologies

derive a variational representation of the rate function similar to the Donsker-Varadhan
formula [33]. This provides a variational representation of the principal eigenvalue for
any non-symmetric linear second order differential operator associated with a diffusion,
under confinement and regularity conditions. To the best of our knowledge, there is
no such formula in an unbounded setting, a fortiori for unbounded functions. Finally, it
has been shown in a pioneering work [15], for a specific choice of dynamics, that the
above mentioned duality allows to decompose the rate function into two parts: one cor-
responding to a “reversible” part and the other to an “irreversible part” of the dynamics.
We extend these results to general diffusions by using Sobolev seminorms, a feature
inspired by the small fluctuations framework developed in [75]. This decomposition
turns out to be useful for various purposes. For illustration we apply it to study more
precisely the rate function of the Langevin dynamics, in particular its dependence on the
friction both in the Hamiltonian and overdamped limits.

We now sketch the main results of the paper, the precise setting being presented in
Section 2.1.

Main results Consider a diffusion process (X;);>o over a state space X C R? with
generator £, invariant probability measure y, and empirical measure

1 t
Ly ::E/ 0x,ds, t=0, (1.1)
0
where ¢, is the Dirac measure at z € X.
Our first contribution is to prove a large deviations principle for the empirical
measure (L;);>0 in a weak topology associated with an unbounded function s : X —
[1,4+00). That is, we prove the following type of long time scaling: for I' C P(X),

P(L; €T) x e tinfver 1) (1.2)

where [ is a rate function. Here, P(X) denotes the set of probability measures on X,
and the above scaling holds for the weak topology on P(X’) associated with measurable
functions f satisfying

|f(2)|

[ fllBe := sup < +o0. (1.3)
cex k()

As is standard for LDPs on unbounded state spaces [109, 115], our result relies on
the existence of a twice differentiable Lyapunov function W : X — [1, +0c0) such that

W

V.=
w

(1.4)
has compact level sets (in other words, it goes to infinity at infinity). Unlike previ-
ous works, where this condition implies the asymptotic equivalence (1.2) in the weak
topology corresponding to the convergence of measures tested against bounded test
functions [109, 39, 115], we show in Section 2 that the LDP holds for the weak topol-
ogy associated with any cost function s controlled by ¥ (see Section 2.1 for details).
Moreover, the associated rate function I : P(X) — [0, +o¢], also called entropy, reads

VveP(X), Iv)= sup  {v(f)—A()},
1fllpge <+o0
where )
— ] _ f(; f(Xa)dS
A(f) =, lim ~logE {e } : (1.5)

is the cumulant or free energy function.
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We mention that our strategy relies on the Gartner-Ellis theorem, according to
which the existence and regularity of (1.5) implies the large deviations principle. We
actually show that (1.5) is well-defined because it matches the principal eigenvalue of
the Feynman-Kac operator

Plip—E [@(Xt)eféf(Xs)ds . (1.6)
A key remark for defining the above operator is that the process
M, = W(X,)e Jo S (X:)ds (1.7)

is a local martingale, as noted by Wu in [115]. This allows to define (1.6) for functions ¢
such that [|¢||pz < +00, as soon as f is dominated by the function ¥ defined in (1.4).
As a result, for any such f, the operator (1.6) can be shown to be compact over the
space of functions controlled by W (see [55, 47]), and the functional (1.5) is obtained
as the largest eigenvalue of the operator (1.6) through a generalized Perron-Frobenius
theorem (the Krein—-Rutman theorem [27]).

The second part of our work consists in rewriting the rate function /. For this, we
first show that

Vv e P(X), I(z/):sup{—/ %du, ueD"’(ﬁ)}, (1.8)
X

where DT (L) is an appropriate domain defined in Section 3. This formula is similar
to the one proved in [33], but differs by additional growth conditions in the definition
of D*(L). This result leads to a variational formula for the largest eigenvalue \(f) of the
operator Ptf defined on a suitable functional space through
A(f) = sup {v(f)—I(v)}.
vEP(X)

We mention that the proof of (1.8) relies on the spectral problem associated with the
Feynman-Kac operator (1.6), and uses tools from the recent work [47].

Finally, the variational representation (1.8) allows to generalize the results of [15] by
splitting 7 into two parts. More specifically, denoting by £ = Ls + £ the decomposition
into symmetric and antisymmetric parts of the generator considered on L?(u), we obtain,

for any v < u:
2

2
log — Jr1 ‘EA <10g dy) ,
il ) 4 VAP

where | - | 1(,) and | - | »-1(, refer to Sobolev seminorms defined in Section 2.1. Inter-
estingly, the proof relies on a generalized Witten transform performed in the variational
representation (1.8), which we may therefore call variational Witten transform. This
shows that, for a given invariant measure, an irreversible dynamics (£ # 0) produces
more entropy than a reversible one, in accordance with the second law of thermody-
namics. This decomposition is useful for instance to study the entropy production of the
Langevin dynamics, which is irreversible but has a particular structure. In this case,
there is a natural identification of the effect of the reversible and irreversible parts of
the dynamics on fluctuations.

I(v) =

1
4

Organization of the work The paper is organized as follows. In Section 2 we prove
the large deviations principle under Lyapunov and regularity conditions. In Section 3 we
rewrite the rate function and give its decomposition into symmetric and antisymmetric
parts. Some examples of application are given in Section 4, in particular for overdamped
and underdamped Langevin dynamics. Section 5 discusses possible extensions and
connections with related works. Finally, most of the proofs are postponed to Section 6.
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2 Large deviations principle

2.1 Setting

This section introduces the main notation used throughout the paper. We consider
a diffusion process (X;);>o evolving in X = R? with d € IN\ {0}, and satisfying the
following stochastic differential equation (SDE):

dX, = b(Xy) dt + o(X;) dBy, (2.1)

where b: X — RY, 0 : X — R™ and (B,);>0 is a m-dimensional Brownian motion for
some m € IN*.

Remark 2.1. The analysis can easily be extended with appropriate modifications to
other spaces X such as X = T? or X = T¢ x R¢, where T¢ is the d-dimensional torus.
The last case is motivated by applications to the Langevin equation, where T? would be
a bounded position space and R¢ the unbounded momentum space (see Section 4.2).

The generator of the dynamics (2.1), denoted by £, reads

O'O'T

L=b-V+5:V? with S:T, (2.2)

where o7 denotes the transpose of the matrix ¢ and - is the scalar product on R¢.
Moreover, V? stands for the Hessian matrix, and for two matrices A, B belonging
to R4*4, we write A : B = Tr(A” B). The conditions on b and ¢ will be made precise
in Section 2.2. The function S takes values in the set of symmetric positive matrices
(not necessarily definite). We also introduce the carré du champ operator [5] associated
with £ defined by, for two regular functions ¢, ¥:

C(p,9) = %(ﬁ(w) — Ly —PLp) =V - SVY. (2.3)

We will use the space C°(X) (resp. Cy, (X)) of smooth functions with compact support
(resp. continuous and bounded functions), as well as the space of smooth functions
growing at most polynomially and whose derivatives also grow at most polynomially:

0%p(x)|
S =peC®X)|VaeN? IN > 0 such that su |7<—|—oo ,
{rec| S T P
where 0% = 031 ... 03¢ with a = (a1, ... aq).

The space of bounded measurable functions, denoted by B> (X), is endowed with the
norm

lellp = sup [p(2)].
reX
Moreover, we will need weighted function spaces and the corresponding probability

measure spaces, which commonly appear in Markov chain theory [87, 76, 60]. For any
measurable function W : X — [1, +00) we define

lelsgs = sup 20
w zeEX W({E)

and the associated space of probability measures (see [102, Chapter 2] for duality results
on measure spaces):

By (X) = {(p : X — R measurable

< +oo} , (2.4)

P (X) = {y € P(X) ] V(W) < +oo}. (2.5)

The associated weighted total variation distance is (see for instance [60]):

Vv,n € Pw(X), dw(v,n)= sup {/Xgadl/—/xgodn}:/XW(JJ)V—77|(dKIC)7 (2.6)

lellsge <1

where |v —n| denotes the total variation measure associated to v —n, see [102, Chapter 6].
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Remark 2.2. Note that the spaces (2.4) and (2.5) are defined for an arbitrary measurable
function W > 1. It is possible to weaken the assumption W > 1 but we will not need
these refinements in this paper.

We denote by 7-topology the weak topology on P(X) associated with the convergence
of measures tested against functions belonging to B> (X)) (we may also use the nota-
tion o(P(X), B®)); see [30]. This means that for a sequence (v, )pen in P(X), vy, = v
in the 7-topology if v,(¢) — v(p) for any ¢ € B*>(X). Recall that the 7-topology is
stronger than the usual weak topology o(P(X), Cp(X)) on P(X), which corresponds
to the convergence v, (¢) = v(y) for any ¢ € Cy(X). The 7-topology can be extended
to account for convergence of measures tested against the larger class of functions
¢ € B (X). We denote by 7'V the associated topology o (P (X), B3 (X)), see [115, 76].

We associate to the dynamics (X”);>o started from X = z € X the semi-
group (P;)>o0 defined through
Ve BE(X), (Pp)) = E[p (x17)], 2.7)

where E stands for the expectation with respect to all realizations of the Brownian
motion in (2.1). Let us mention that, with some abuse of notation but for the sake of
readability, we will not write out explicitly the dependence of X; on z in the proofs
presented in Section 6, see the discussion at the beginning of this section. We say that
w € P(X) is invariant with respect to the dynamics (Xt(m))@o if (uPy)(¢) = p(yp) for any
p € Cp(X), with the notation

(P () = uPie) = [ B[ (X)) ).
This implies in particular that (L) = 0 for ¢ € C(X), see [46, Proposition 9.2].
We now follow the path of [75, Chapter 2] for defining other useful functional spaces.

For any probability measure p € P(X), let

L*(p) = {(p measurable / lo* du < +oo} . (2.8)
X
For ¢ € C¢°(X), we introduce the seminorm

and the equivalence relation ~; through: ¢ ~; # if and only if |¢ — 9|1, = 0. We
denote by ! (1) the closure of CZ°(X) quotiented by ~; for the norm | - | ;1(,,). Note
that 7' () and L?(u) are not subspaces of each other in general, but #*(u) C L?(p)
for instance if 1 satisfies a Poincaré inequality and S is positive definite. The difference
between L*(u) and 5 (u) is however important for degenerate dynamics, see the
application in Section 4.2. We now construct a space dual to #*(u) with the same
density argument by introducing the seminorm: for ¢ € C°(X),

lol% -1,y = sup {2/301/1du|¢|2, }
H1 () ¥) . F1 (1)

PeC(

We define similarly the equivalence relation ~_; on C°(X) by ¢ ~_1 ¢ if and only
if | — | r-1(,) = 0. The space #~' () is then the closure of C¢°(X) quotiented by ~_;.
This is actually the dual space of 7! (1), see [75, Section 2.2, Claim F].

Let us relate 7! (p) to the more standard H'(y) Sobolev space. If y is invariant with
respect to £ then, for ¢ € C°(X), it holds (using that £(¢?) = 2p Ly + 2% (¢, p))

o151 ) = 2/X<p(—ﬁ<p) dp.
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In particular, when S = Id we have

0y = /X Vol? du.

In this case, || 1, is the standard H' (1) Sobolev seminorm [83]. An in-depth discussion
on the space .7#’! (1) and its use for proving central limit theorems for Markov processes
is provided in [75, Chapter 2].

Remark 2.3. The space %~ !(;) has a role comparable to the subspace L3(u) of func-
tions in L?(p) with average zero with respect to p since 57~ (u) N L?(p) C LE (1) (but of
course the functions of #~!(u) do not belong to L?(11) in general). Assume indeed that
¢ € L*(u) (so ¢ € L* (1)), [, ¢ dp > 0 (which is not restrictive upon considering —¢) and
|p] -1 < +00. We may choose ¢ € C°(X) such that

and set 1, (z) = ni(x/n), so || 1, < C for some constant C' > 0 independent of n.
The definition of %~ (1) shows that

lplo—1() = 2n/ Yodp—C.

|z|<2n

By the dominated convergence theorem it holds

/ Wdu—>/¢du>0-
|z|<2n n—too  Jx

Since || 1) < 400, we obtain by letting n — +oo that u(p) = 0.

We also introduce some notation concerning the growth of functions. A function
f: X — R is said to have compact level sets if for any M € R the set

{xeX’f(a:)gM}

is compact (with the convention that ) is compact). A function g is said to be negligible
with respect to f (denoted by g < f) if f/¢g has compact level sets, and ¢ is said to be
equivalent to f (denoted by g ~ f) if there exist constants ¢,/ > 0 and R, R’ € R such
that

VeeX, dg(x)—R < f(z) <cglx)+ R.

Remark 2.4. The above definitions are useful when the state space X is unbounded. A
sufficient condition for f to have compact level sets in this case is for this function to
be lower semicontinuous and to go to infinity at infinity (i.e. to be coercive). If X was
bounded, all these criteria would be automatically met for smooth functions.

Finally, we denote by lim and lim the inferior and superior limits respectively, while
for a subset A C Y of a topological space ), A and A denote the interior and closure of A
for the chosen topology on Y. The function 14 denotes the indicator function of the set 4,
ie. 14(z) =1ifx € Aand 14(x) = 0 otherwise. For a Banach space E, B(FE) refers to
the Banach space of bounded linear operators over F with the usual norm. We recall
some elements of large deviations theory in Appendix A for the reader’s convenience.

2.2 Statement of the main results

The large deviations principle relies on three standard assumptions: hypoellipticity
of the generator, irreducibility of the dynamics, and a Lyapunov condition.
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We start with our hypoellipticity assumption (which could certainly be relaxed for
particular applications, see for instance [115]). It will be useful for proving regularity of
the Feynman-Kac semigroup in Lemma 6.4. We denote by A' the adjoint of a (closed)
operator A considered on L?(dx).

Assumption 2.5 (Hypoellipticity). The functions b and o in (2.1) belong to .”% and .74*™,
respectively, and the generator £ defined in (2.2) satisfies the hypoelliptic Hormander
condition. More precisely, L can be written as

d
L=>" AlA; + A, (2.10)

i=1

where (Ai);-i:() are first order differential operators with coefficients belonging to .¥ such
that the family

(A U ALY U4 A AY -

spans R? at any x € X for a finite number of commutators n, € IN.

This assumption is natural in practical situations, as illustrated in the applications
of Section 4 covering elliptic and hypoelliptic diffusions, see [65, 43, 97] for details.
Note that excluding the operator A, from the first family means that, if £ satisfies
Assumption 2.5, 0; + £ is hypoelliptic and the transition kernel of (X;);>o has a smooth
density for any ¢ > 0.

The regularity requirement comes together with a controllability condition (recall
that o takes values in R%*™),

Assumption 2.6 (Controllability). For any z,y € X and T > 0, there exists a control
u € C°([0,T],R™) such that the path ¢ € C°([0,T], X) defined as

{¢(0) =z,
, (2.11)
¢(t) = b((t)) + o ((t))ult),

is well-defined and satisfies ¢(T) = y.

Assumption 2.6 together with Assumption 2.5 implies that the process is irreducible,
in the sense that any open set can be reached with positive probability, which will
be used in Lemma 6.5. Note that constructing a control v € C°([0,T], X) may be
difficult in general [70]. However, for the overdamped and underdamped Langevin
dynamics we are interested in, building such a control turns out to be guenuinely
feasible, see [86, 105, 97, 83, 85] and references therein. Let us mention that the above
two assumptions are standard for proving LDPs [109, 115].

A recurrent idea when studying Markov chain stability and large deviations on an
unbounded state space is to reduce the analysis to a compact set and to control the
excursions of the dynamics out of this set with a Lyapunov function [87, 115]. Our
Witten-Lyapunov condition for the dynamics reads as follows (for the terminology, see
Remark 2.12 below).

Assumption 2.7 (Witten-Lyapunov condition). There exists a function W : X — [1, +00)
of class C?(X), with compact level sets and such that
LW
W

has compact level sets. Moreover, there exists a C?(X) function # : X — [1,+0c0) such
that, for some constants C7; > 0, Cy € R,

U= (2.12)

—2— < ——— + Cs. (2.13)
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In all what follows, we consider an arbitrary function k : X — [1;+00) belonging to .
such that:

e KKV,
« either (i) k bounded, or (ii) k has compact level sets and there exists ¢ € R such
that
L(EW) < ckW. (2.14)

Remark 2.8. Note that the condition #? < C;W implies in particular that # < W. In
addition, since Kk < ¥ and ¥ ~ —% it holds k <« —%. These facts will be frequently
used in the proofs. Moreover the conditions (2.13) are not restrictive for exponential-like
Lyapunov function as shown in Proposition 2.9 below - the idea being that % can be set
to vVW. The condition (2.14) also typically holds because W is chosen of exponential
type while x is a polynomial. In practice, the auxiliary function % is used to obtain some
control in the proofs of Lemmas 6.2 and 6.4 (in particular to apply a Gronwall lemma).
Assumption 2.7 could certainly be phrased differently, possibly with weaker conditions
on the functions at stake.

Although we stated Assumption 2.7 in order to fit standard conditions when consider-
ing large deviations on unbounded state spaces [109, 115], in practice it can be obtained
from a non-linear Lyapunov condition in the spirit of [76] and [39, Condition 2.2]. This is
the purpose of the next proposition, whose proof is postponed to Appendix B.

Proposition 2.9. Assume that there exists V € . such that:

e V has compact level sets;
* |07V V| has compact level sets;
e forany € (0,1),

— LV — g\ava? ~ |oTVV |2, (2.15)
Then Assumption 2.7 is satisfied with
W(z) = V@), W (z) = V@,
for 6 € (0,1) and € < /2 small enough. In this case it holds
U~ ot VV|2

Moreover, condition (2.14) holds true for any function k : X — [1,+00) of class . such
that either (i) x is bounded or (ii) k has compact level sets, satisfies k < ¥ and there
exists C' > 0 with

Lk < Ck, \UTVlog k| < C. (2.16)

Note that (2.15) means that the term —LV coming from the dynamics must compen-
sate the quadratic loss proportional to |07 VV'|2. We also mention that the condition (2.16)
is not restrictive in general since it is typically satisfied by polynomial-like functions x.

A first consequence of Assumptions 2.5 to 2.7 is the ergodicity of the dynamics,
whatever the initial distribution for Xj.

Proposition 2.10. Under Assumptions 2.5, 2.6 and 2.7, (2.1) has a global strong solution,
and the process (Xt(m))t>0 admits a unique invariant probability measure p € Py (X).
This measure has a positive C*°(X)-density with respect to the Lebesgue measure: there
exists p# € C*™(X) with p* > 0 such that u(dy) = p*(y) dy. Moreover, the dynamics is
ergodic with respect to : there exist C,c > 0 such that

V>0, Vo €By(X), |[[Py—pulp)l g <Ce™lle - ue)lsg-

Equivalently,
Vt>0, VvePw(X), dwwP,u) <Ce “dy(v,pu).
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Proof. The existence of a unique local strong solution is standard when Assumption 2.5
holds, see [96, Chapter IX, Exercise 2.10]. Assumption 2.7 then implies the existence of
a > 0, b € R such that

LW < —aW + b,

and global existence can be deduced from the above Lyapunov inequality [97]. The end
of the proof is a direct application of [97, Theorem 8.9] since Assumption 2.6 together
with Assumption 2.5 ensures irreducibility. O

We can now present the large deviations principle associated with the empirical
measure of the process (Xt(w))@o with respect to its invariant measure p. Recall that the
empirical measure of the process is defined by

t
(@) ._ 1
Lt = Z/O 5X§m) dS, (217)

where §, denotes the Dirac mass at y € X. When one considers large deviations
principles for empirical averages of the form (2.17), the topology on probability measures
has to be specified. As mentioned in the introduction, most of the LDPs are stated in
topologies associated with bounded measurable functions (resp. continuous bounded),
the so-called strong topology or 7-topology (resp. weak topology). We now prove that,
in our setting, a LDP holds in the 7"-topology defined in Section 2.1, for any function
satisfying Assumption 2.7. The proof of Theorem 2.11 is presented in Section 6.1. We
recall that a rate function is said to be good if its level sets are compact.

Theorem 2.11. Suppose that Assumptions 2.5, 2.6 and 2.7 hold true, and consider a
function k as in Assumption 2.7 and x € X fixed. Then, the functional

1 ¢ @
JEBRX) = A(f) = lim S logE [efi /X ] (2.18)
(@)

does not depend on z, is well-defined, convex and finite, and (L; ’):>o satisfies a LDP in
the 7"-topology with the good rate function defined by:

sup {v(f) = A(f)}, ifve Py (X)andv < p,
VvePX), I(v)={ BT (2.19)
+ 0o, otherwise.

More precisely, for any t"-measurable set T' C P(X) and any x € X, it holds

1 z =— 1 x .

“inf I(v) < lim - log P (L§ ) e r) < Tm - log P (L§ ) e F) < —inf I(v), (2.20)
vel t——+oo t—+oo vel

where the interior and closure of I' are taken with respect to the t"-topology. Finally, for

any v € P(X), it holds I(v) = 0 if and only if v = y; and, for any sequence (t,),>1 such

that t,,/log(n) — +oo as n — +oo, it holds

Ly ———n (2.21)

almost surely in the T"-topology.

Our conclusion is in essence close to that of [76], but the conditions to reach it
seem more natural to us and correspond to usual conditions for proving large deviations
principles in an unbounded state space, see [115, 39] and [109, Section 9]. In particular,
they allow to derive the duality representation (2.19), and we do not need to consider
non-linear operators. Our strategy (presented in Section 6.1) relies on the Gartner—
Ellis theorem [55, 44, 45, 28], for which the existence of the free-energy (2.18) is a
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key element. The originality of our work is to make use of the local martingale (1.7)
introduced by Wu [115] in order to solve the spectral problem associated with the
Feynman-Kac operator, which proves the existence of the limit in (2.18). This directly
provides the LDP in the 7"-topology by duality. However, there may be cases in which
a LDP holds although the conditions of the Gartner-Ellis theorem are not satisfied, for
instance in the framework of the Sanov theorem [111], so our conditions may not be
necessary.

Let us also mention that, in addition to (2.21), we also show for completeness in
the proof of Theorem 2.11 that (Lg"”))@o almost surely spends a time of finite Lebesgue
measure outside any 7"-open set around .

Another advantage of our approach is to characterize precisely the set of functions for
which a LDP holds from the standard condition on ¥ defined in (2.12), like in [31, 109].
This condition is also used in [115, Corollary 2.3] for proving a level 1 LDP for Langevin
dynamics. We present below a clear connection with a spectral gap condition for the
Witten-Schrodinger operator in the reversible case. The comparison with Cramér’s
condition for independent variables highlights the effect of correlations on fluctuations.

Remark 2.12 (Reversible processes, Witten Laplacian and Cramér’s condition). Consider
the following reversible diffusion

dX, = —VV(X,)dt + V2dB,

where V : X — R is a smooth potential with compact level sets. The generator of
this dynamics is £ = —VV - V + A and its invariant probability measure reads u(dx) =
Z-1e= V(@) dz, where we assume that

Z = / e V@ dr < +o0.
X

Define
WG ((E) _ eHV(ac)7

for some 6 € (0,1). This is a standard choice for obtaining compactness of the evolution
operator [97, Section 8], and optimal control representations of rate functions [39], see
also Proposition 2.9. An easy computation shows that

LWy

Uy = — =0(1 - 0)|VV|* - 6AV. (2.22)
Wy

However, we also know [112] that the generator £ considered on L?(z) is unitarily
equivalent to the operator

5 A% A%

L:= e_YL',(e7 : ),

defined on Lz(dx) (a procedure also called symmetrization [107, Section 4.3]), which is
actually the opposite of the Witten Laplacian [112, 62]:

5 1 5 1 _ (.
L=A—1VVP+ AV = ( A+\1/%>. (2.23)

In this case, the condition for (2.22) to have compact level sets when § = 1/2 is ac-
tually equivalent to a conﬁnen~1ent condition (or spectral gap condition [63]) for the
Witten-Schrodinger operator £ defined in (2.23). In that sense, Assumption 2.7 is a
natural generalization of a spectral gap condition for the Witten Laplacian in the case of
possibly non-reversible dynamics. This is why we call Assumption 2.7 a Witten-Lyapunov
condition.

We now compare this Witten-Lyapunov condition to Cramér’s exponential moment
condition in the case of independent variables of law p. Consider a smooth potential V' (z)
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which behaves as |z|? for ¢ > 1 outside a ball B(0,r) centered on the origin. Assump-
tion 2.7 is thus satisfied by application of Proposition 2.9. The standard Cramér condition
in the case of independent variables (X;);>o states that the empirical measure

1 n
L3k
n 4
i=1
satisfies a large deviations principle in the 7%-topology if and only if [111, Theorem 1.1]:
Vo eR, / e dy < +o0.
x

For u(dr) = Z 'e~V(®)dz, a sufficient condition for the above condition to hold is to
choose a smooth function s behaving as 1 + |z|* with 0 < @ < ¢. On the other hand, the
Witten-Lyapunov potential (2.22) reads in this case

Vo € X\B(0,r),  Wo(x) = 0(1 —0)g°[[*") —bq(q +d — 2)[[2,

so that we may choose x(x) behaving as 1 + |z|* for 0 < a < 2(¢ — 1). When comparing
the two conditions, we obtain the following different situations depending on g:

* ¢ > 2 (super-Gaussian case): 2(¢ — 1) > ¢, the Witten-Lyapunov condition is less
restrictive than Cramér’s condition;

* ¢ = 2 (Gaussian case): 2(¢ — 1) = ¢, the two conditions are equivalent;

* ¢ € (1,2) (sub-Gaussian case): 2(¢ — 1) < ¢, the Witten-Lyapunov condition is more
restrictive than Cramér’s condition.

This simple example shows that considering a correlated system instead of independent
variables has a non-trivial effect on the stability of the system. Depending on the
confinement potential, the Witten-Lyapunov condition for (2.22) to have compact level
sets can be more or less restrictive than Cramér’s condition for independent variables
distributed according to the invariant measure . Finally, we remark that for ¢ € (1,3/2),
the process is heavy-tailed in the sense that 2(¢ — 1) < 1 and the observable f(z) =«
(assuming d = 1) does not satisfy a LDP. In other words, the average position of the

process defined by
1 t
f/ X, ds
t Jo

cannot be shown to satisfy a large deviations principle at speed ¢ with our arguments.

We finally mention that, in the case where the observable f grows faster at infinity
than the potential ¥, it seems possible to derive a level 1 large deviations principle at a
speed smaller than ¢. We refer to [90] for a recent account dealing with the case of an
Ornstein—-Uhlenbeck process, and to [16, 2] for related issues.

We close this section with a practical corollary of Theorem 2.11 which generalizes
the level 1 LDP proved in [115, Corollary 2.3].

Corollary 2.13 (Level 1 large deviations principle). Suppose that Assumptions 2.5, 2.6
and 2.7 hold true and consider a function f € BX(X). Fix v € X. Then, the function

1 ¢ I
bR A(6) = lim ~logE [e% F(X; >>d8] (2.24)

is well-defined and differentiable, and does not depend on x. Moreover, Lﬁx)( f) satisfies
a large deviations principle in R at speed t with good rate function given by

VaeR, Is(a)=inf{I(v), vePX), v(f)=a}, (2.25)
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where [ is defined in (2.19). Finally, it holds

Ir(a) =sup {fa— Az (0)}. (2.26)
0eR
Corollary 2.13 is useful for practical applications, since (2.26) is a natural way to
estimate the rate function I; associated with an observable f, see for instance [56, 101,
104, 23, 48].

Proof. For f € B=(X), the application L\”) € P,.(X) — L{”)(f) € R is continuous in the
T"-topology [30, Lemma 3.3.8]. Therefore, Liz)( f) obeys a large deviations principle
in R by the contraction principle [28, Theorem 4.2.1], with good rate function given
by (2.25). Moreover, one can redo the proofs leading to Theorem 2.11 and show that Ay
defined in (2.24) is smooth and well-defined on R. This implies that a LDP with good
rate function (2.26) holds through the Gartner-Ellis theorem applied in IR. Since the rate

function is unique, the expressions (2.25) and (2.26) coincide. O

3 Decomposition of the rate function

Our goal in this section is to rewrite [ in various ways, which is useful for theoretical
understanding and practical purposes. In Section 3.1, we first show an extension of
the standard Donsker-Varadhan formulation for I. This result is obtained by making
use of the spectral analysis of the operator Ptf for f € BX(X), which is presented in
Section 6.1. We then apply this result to obtain a variational representation for the
principal eigenvalue ¢/*(/) of P/. Next, in Section 3.2, we split the expression of the rate
function according to the symmetric and antisymmetric parts of the dynamics, extending
the work [15] to general diffusions. Such a decomposition will prove useful in Section 4
to compare the entropy of overdamped and underdamped Langevin dynamics. Most of
the proofs of this section are postponed to Section 6.2.

3.1 Donsker-Varadhan variational formula

We start with the variational representation of the entropy. Our proof, which can be
found in Section 6.2.2, is an adaptation of [30, Lemma 4.2.35] relying on the Feynman-
Kac semigroup and its spectral elements. In order to state the result, we need to make
sense of Lu for functions v € Bjy(X). It turns out that the appropriate notion to this end
is the extended domain D(L) of the generator £ considered as an operator on By (X),
defined in the following way: a function ¢ € By (X’) belongs to D(L) if and only if there
exists a measurable function ¢ : X — R such that, forany z € X,

¢
/ Pslo|(z) ds < 400, (3.1)
0

and .
Py = <p+/ P,pds. (3.2)
0

In this case we write ¢ = Ly (with some abuse of notation in view of the definition of £
as a differential operator in (2.2), but of course the expressions coincide when ¢ is a
smooth test function with compact support).

When the 7-topology is considered, such extended domains were already considered
for instance in [114, 115, 76], see also [26, Chapter I, Definition 14.15]. For the un-
bounded functions we consider, one should think of ¢ = Lu as an element of Bg§;, (X) (see
the proof of Lemma 6.10 below, as well as the comments following Proposition 3.1). The
integrability condition (3.1) is reasonable in this context since (P,);>¢ is a well defined
semigroup on szoW()\,’ ) in view of the Lyapunov condition (2.14).
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We can now present the main result of this section.

Proposition 3.1. The rate function defined in (2.19) admits the following representa-
tion:

Vv e P(X), I(V):sup{—/ %du, UEDJF(,C)}, (3.3)
x

where r
DH(L) = {ueD(ﬁ)ﬂCO(X) ‘ w0, 77“ eB;jO(X)}. (3.4)

In particular, the functional defined in (3.3) is equal to +co if v ¢ P.(X) or v is not
absolutely continuous with respect to p.

This result is standard when X is compact [33], but does not seem to be known
for an unbounded space X and for the 7"-topology we consider. In this situation the
space DT (L) has to be designed with some caution. Note that Dt (L) is not empty since
it contains the functions of the form u = e? for ¢y € C>°(X). Note also that the last
statement of Proposition 3.1 is consistent with the Fenchel definition (2.19) of the rate
function. In order to get some intuition on the formula (3.3), let us mention that the proof
formally relies on replacing the maximum over functions u € D+ (L) by the supremum
over eigenfunctions hy satisfying

(L+ f)hy = A(f)hy,
for f € B°(X). The above equation rewrites, since hy > 0 (see Lemmas 6.6 and 6.10),

EVY ).

hy

By integrating with respect to a measure v € P,(X) we find (3.3) on the left hand
side, and the Fenchel transform (2.19) on the right hand side. The functional spaces
associated with f and h; motivate the choice of Dt (L), in particular the fact that
Lhy =X f)hy — fhy € B%,(X) (as the sum of an element in By (X) and the product of a
function in By (X') and another one in B °(X)), which allows to define Lh in the weak
sense (3.2).

A natural consequence of Proposition 3.1 is the following variational representation
for the cumulant function. The proof, postponed to Section 6.2.3, relies on the convexity
of the cumulant function to invert the Fenchel transform (2.19).

Corollary 3.2. Suppose that Assumptions 2.5, 2.6 and 2.7 hold true, and consider
f € BX(X). Then,
A(f) = sup {v(f) = I(v)}, (3.5)

VEP,
where I is defined in (3.3).

Corollary 3.2 may seem anecdotal, but it provides a variational representation for
the principal eigenvalue of non-symmetric diffusion operators, as pioneered by Donsker
and Varadhan in their seminal paper [33] for a compact space X. To the best of our
knowledge, this formula had not been shown in an unbounded setting, for which we
need to introduce the “generalized domain” D*(L’) defined in (3.4). However, our set of
assumptions implies that A(f) can be thought of as the largest eigenvalue of £ + f, and
turns out to be isolated for any f (because of the compactness of the resolvent provided
by Lemma 6.6), whereas in [33], (3.5) may be the supremum of the essential spectrum
of the operator. This suggests that (3.5) holds under weaker assumptions. A possible
approach for generalizing our results may be to consider different methods for studying
the long time behaviour of unnormalized semigroups, see for instance [20, 6, 21], or to
resort to more subtle spectral analysis tools [113, 116, 53, 13].
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3.2 Entropy decomposition: symmetry and antisymmetry

Our goal is now to provide refined expressions for the rate function [/ in terms of
symmetric and antisymmetric parts of the dynamics, inspired in particular by [15]. In
the following, for any closed operator T, we denote by T* its adjoint on L?(u), where p
is the invariant probability measure of the process, as obtained in Proposition 2.10.
Considering the generator £ of the diffusion (2.1), we can always decompose it into
symmetric and antisymmetric parts with respect to p through
L+ L L—L*
y o A=
It is important to note that £, is a first order differential operator (and therefore obeys
the chain rule of first order differentiation). We assume here that the operators £, La, Lg
admit C¢°(X') as a common core (but the domains of these operators may be different).

The decomposition (3.6) allows to separate the rate function (3.3) into two parts. This
is the purpose of the next key result, whose proof can be found in Section 6.2.4. It is
inspired by the computations in [15, Proposition 2], which we simplify and generalize
here through a variational Witten transform and the use of the Sobolev spaces introduced
in Section 2.1. The algebra of the proof also suggests to consider I(v) for probability
measures v of the form dv = e? du.

L=Ls+ L, Ls= (3.6)

Theorem 3.3. Suppose that Assumptions 2.5, 2.6 and 2.7 hold true, consider a measure
v € P.(X) such that dv = e'du with v € #'(v) and Lav € 5~ *(v). Then, the rate
function I defined in (3.3) admits the following decomposition:

I(v) = Is(v) + 1a(v), (3.7)
where
Is(v) = ilvlimy) (3.8)
and ) ,
In(v) = Z|£Av|%,l(y). (3.9)

Theorem 3.3 expresses the rate function as the sum of dual norms of the symmetric
and antisymmetric parts of the dynamics. Note also that we consider a measure of the
form dv = e du, that is the Radon-Nikodym derivative of v with respect to u is positive.
However, we believe that we can consider more general measures v, see Remark 6.12
in the proof. Since the measure v at hand appears both inside the norms and in the
definition of the norms themselves, a possibly clearer rewriting is the following:

2
1 d
+ - ‘EA <log V)
) 4 dys
Moreover, the symmetric part of the rate function (3.8) can be written as a Fisher
information for the invariant measure y, a standard result [55]: denoting by p = dv/dpu,

it holds ) p. ST
P P
Is(v :7/ —dpu.
s(v) =7 T

The next corollary builds upon (3.9) by rewritting 75 using a Poisson equation, which
can be manipulated more easily. The proof can be found in Section 6.2.5.

2

1 dv
I(V) = Z log@

H-1(v)

Corollary 3.4. Suppose that Assumptions 2.5, 2.6 and 2.7 hold true, and consider a
measure v € P, (X) such that dv = e"du withv € 71 (v) and Lav € 5#~'(v). Then, the
antisymmetric part of the rate function (3.9) reads

Ia(v) = i/x‘f(%,wv)du (3.10)
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where 1), is the unique solution in s#'(v) to the Poisson equation
V(SV,) = Lav, (3.11)

the symmetric matrix S being defined in (2.2) and v denoting the adjoint of the gradient
operator in L?(v).

It has been known for a long time [33] that the rate function of a reversible process
is a Fisher information as in (3.8). The antisymmetric part of the rate function has
been less investigated, although an expression like (3.10) already appears in [55] (see
also [98, 15]). However, our setting provides natural well-posedness conditions for both
parts of the rate function to be finite. Moreover, the uniqueness of v, is a consequence
of the definition of #!(v) through equivalence classes, see Section 2.1.

Interestingly, the solution v, of (3.11) can be formally represented through [83]

+oo
by = / e (Lav) dt,
0

where £, = —V(SV -). The stochastic process (X} )e>0 associated with £, is reversible
with respect to v. Denoting by e~"» the density of v with respect to the Lebesgue
measure, (X/);>o is solution to the following SDE:

dX{ = -SVV,(X})dt+ V- S(X[)dt + o(X})dBs, X§ ~v.
Finally (3.10) takes the form

Ian(v) = i/om E, [(LAU) (X2)(Lav) (X;)]dt. (3.12)

The antisymmetric part of the entropy is therefore the autocorrelation of £LAv along a
reversible process that realizes the fluctuation corresponding to the measure v. From a
mathematical point of view, it seems interesting to relate (3.12) to the so-called level 2.5
of large deviations [7, 24], since this approach consists in considering joint fluctuations
of the empirical measure and the associated empirical current. In this case, the large
deviations function is explicit: this reflects the fact that a Markov process is characterized
entirely by its density and current. Exploring further the connection between (3.12) and
level 2.5 large deviations is an interesting direction for future works.

Remark 3.5. It is also possible to consider the adjoint £* not with respect to the invariant
measure 4 (whose analytical expression may be unknown), but instead with respect to a
reference measure yu..f with a known analytical expression such that £* = £, — Lo + &
for some measurable function ¢ (with £ = £; + £5). This leads to an additionnal term
— f Xg dv in the expression of the rate function (3.7), as can be readily checked by a
straightforward adaptation of the proof. The operators £; and L5 are the counterparts
of the symmetric and antisymmetric parts of the generator in this decomposition. A
typical situation to apply this strategy is provided by systems subject to a small external
nonequilibrium forcing, the reference measure usually being chosen as the invariant
measure at equilibrium, in the absence of external forcing. Atom chains in contact with
an inhomogeneous heat bath were studied with this approach in [15], u..s being the
Gibbs measure associated with a fixed temperature profile.

4 Applications

4.1 Overdamped Langevin dynamics

In this section, we come back to the setting of Remark 2.12 by considering a diffusion
process over X = R subject to

dX, = b(X,)dt +V2dB;, (4.1)
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where b : R? — R¢ is a smooth function and (B;);> is a d-dimensional Brownian motion.
This corresponds to (2.1) with ¢ = /2, in which case the generator reads

L=b-V+A.

We will treat the reversible case where b = —VV for a smooth potential V, and b =
—VV + F for a smooth function F' such that V- (Fe™") = 0. In both cases, the invariant
probability measure y of the process is (assuming e~V € L!(X))

p(dx) = Z7 e V@iy, z :/ eV < +o00. (4.2)
X

The dynamics (4.1) is reversible (i.e. £* = L, where £* denotes the adjoint of £ in L?(u))
if and only if b = —VV. We now give a standard condition on V' under which the
framework developped in Sections 2 and 3 applies.

Assumption 4.1. The potential V € . has compact level sets, satisfies e~V € L(Xx)
and, for any 0 € (0,1), it holds

(1-0)|VV|* = AV ——— +o0. (4.3)

|z]|—+o0

This assumption is satisfied for smooth potentials growing like |z|? for ¢ > 1 at
infinity, and it also implies that the invariant probability measure u satisfies a Poincaré
inequality [4]. Similar conditions are derived in [76] in the context of large deviations.
The next proposition is a direct application of Propositions 2.9 and 2.10, Theorem 2.11
and Corollary 3.4.

Proposition 4.2. Under Assumption 4.1, the process (4.1) with b = —VV admits the
function
W(z) = e’V (@)

for any 0 € (0,1) as a Lyapunov function in the sense of Assumption 2.7. For any fixed
0 € (0,1), there exist C,c > 0 such that for any initial measure v € Py (X),

dw (v Py, p) < Ce™“dw (v, ).

Moreover,

@:—EWW =0((1-0)|VV|> - AV) (4.4)

has compact level sets and, for any k : X — [1,+00) belonging to ., bounded or with
compact level sets and such that

V()
— +00,
Iﬁl(l’) |z|—+o00

1 t
Lt = */ 5Xt ds
t Jo

satisfies a large deviations principle in the 7%-topology. The good rate function is defined
by: for allv € P,(X) withdv = pdu = e¥ du,

the empirical measure

1 1 [ |Vp]?
I(v :f/ szdz/:f/ du, 4.5)
=g [ velar=7 [ =

and I(v) = 400 otherwise.
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In this reversible example, we see that the rate function is only defined through its
symmetric part (3.8), as shown in Theorem 3.3. We now consider a modification of this
dynamics when a divergence-free drift is added. The next proposition is an extension of
the examples proposed in [98] to the unbounded state space case.

Proposition 4.3. Suppose that Assumption 4.1 holds and consider the diffusion process
solution to:
dX; = (— VV(Xy) + F(Xy))dt + V2dB,

with F' a smooth vector field such that V - (Fe~V) = 0 and

F-VV
g |z]|—=+o0

(4.6)

where VU is defined in (4.4). Then, with the notation of Section 3.2 it holds Lg =
—VV -V + Aand Ly = F-V. Moreover
L+F - V)W
Vp = *% :0((179)|VV\27AV7F-VV) ~ U, 4.7)
and (X,),>o satisfies a LDP in the T"-topology for any function r belonging to ., bounded
or with compact level sets and such that

U(x) e
K,(SIJ) |z|—+o00

The associated rate function Iy reads: for any v such that dv = e* dy with v € 1 (v)
and F - Vv € #71(v),

1 1
In(v) = Z/){\V@|2dy+Z/X\V¢U‘2dV7

where 1, is the unique 5 (v)-solution to
Ay +V(V — ) -V = F - Vo,

Proposition 4.3 shows that, in this simple case, the equilibrium and nonequilibrium
dynamics admit a LDP for the same class of functions but with different rate functions,
the irreversible dynamics producing more entropy. It is therefore an extension of the
case treated in [98, Theorem 2.2]. As for this result, Proposition 4.3 can be used to
design algorithms with accelerated convergence to equilibrium, see also [66, 67, 37].
A setting in which Proposition 4.3 typically applies is when V' (z) behaves as |z|? for some
q > 1 outside an open set centered on the origin, and F = AVV with A € R4*¢ such that
AT = — A (see [98]). The latter condition implies in particular that F - VV = 0 so (4.6)
immediately holds.

4.2 Underdamped Langevin dynamics

We now apply our framework to the underdamped Langevin dynamics. A first nice
feature of our results is that, compared to [115], we obtain a stronger result with similar
assumptions - that is our LDP for the empirical measure holds for a finer topology
than the one associated with bounded measurable functions. Note however that [115,
Corollary 2.3] obtains results similar to ours for a contraction of the rate function. In
addition, Theorem 3.3 and Corollary 3.4 allow to obtain precise results on the dependency
of the rate function on the friction parameter ~.

We start by describing the Langevin equation in Section 4.2.1, before stating the
large deviations principle in Section 4.2.2. Finally Section 4.2.3 provides asymptotics on
the rate function depending on the friction.
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4.2.1 Description of the dynamics
The dynamics is set on X = R? x RY, with (X;);>0 = (¢1, pt)i=0 € R? x R? evolving as
dqr = pr dt,
{dpt = —VV(q)dt — yp; dt + /27 dB,

where v > 0 is a friction parameter, V : R¢ — R is a smooth potential, and (Bi):>0 is
a d-dimensional Brownian motion. We could also consider the easier case where the
position space is bounded (¢ € T%) but leave this simple modification to the reader. The
generator of the dynamics is

(4.8)

Ly = Lyam + 7LD, (4.9)
where
Lham =p-Vq—=VV -V, Lpp=-p-V,+ A,
The operator £, leaves invariant the measure

p2

u(dx) = p(dg dp) = a(dq)w(dp), p(dg) = quler(q)dq’ w(dp) = (27T)7d/2e’7dp,

(4.10)
The invariant measure (4.10) can be written
w(dgdp) = Z e H@P) qq dp, (4.11)
where
e
H(q,p)=V(q)+ = (4.12)

2

is the Hamiltonian of the system, and we assume that the normalization constant Z
in (4.11) is finite (which is indeed the case when e~ € L!(u)). In (4.9), the Liouville
operator Ly, corresponding to the Hamiltonian part of the dynamics is antisymmetric
in L?(p). On the other hand, the fluctuation-dissipation part with generator Lrp is
symmetric in L?(u), so that £o = Lyam and Ls = vLpp with the notation of Section 3.2.

Before turning to the LDP associated with the Langevin dynamics (4.8), we give some
intuition on the behaviour of the process as « varies. First, it is clear that in the small
limit, (4.8) becomes the Hamiltonian dynamics

dq; = py dt,
dpt = —VV(qt) dt.

To be more precise, we introduce the process (Q/, P;') = (¢i/,Pi/) where (q¢, pt)i>0 is
solution to (4.8). It can then be shown that, in the limit v — 0, the Hamiltonian H(Q}, P;")
converges to an effective diffusion on a graph [51, 49, 50, 61]. In particular the relevant
time scale in the underdamped limit is y~'¢.

On the other hand, in the limit v — +o00 and under an appropriate time rescaling, we
recover the overdamped dynamics studied in Section 4.1. To see this, we integrate the
second line in (4.8) to obtain

t
P —Ppo = f/ VV(gs)ds — (gt — qo0) + /27B.
0

By introducing now Q; = ¢,+ and P;’ = p., the latter equality becomes
PY _ pY t
0

When v — +o00, we observe that Q] converges formally towards the solution of (4.1),
see [93, Section 6.5]. The relevant time scale in the overdamped limit is therefore ~t.
These remarks will be of interest below when studying the rate function associated with
the dynamics (4.8).

EJP 25 (2020), paper 121. https://www.imstat.org/ejp
Page 19/52


https://doi.org/10.1214/20-EJP514
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Large deviations of empirical measures of diffusions in weighted topologies

4.2.2 Large deviations

In order to obtain a large deviations principle for (4.8), let us make the following classical
assumption on the growth of the potential [115, 86, 77, 83].

Assumption 4.4. The potential V € . has compact level sets, satisfies e=V € L'(X)
and there exist cyy > 0, Cy € R such that

q-VV(q) 2 cevlgl® — Cy.

We can now find a Lyapunov function for (4.8) by following e.g. [115, 105, 86], as
made precise in Appendix C. Recall that the Hamiltonian H is defined in (4.12).

Lemma 4.5. Suppose that (X;);>0 = (q:, pt)t>0 solves (4.8) where V satisfies Assump-
tion 4.4. Then for any vy > 0 and 6 € (0, 1), there exists € > 0 such that

W(q7p) — eGH(q’p)JFEQ'p (413)

is a Lyapunov function in the sense of Assumption 2.7. More precisely, for any v > 0 and
0 € (0,1), there exist e > 0 and a,b, C > 0 such that
LW 2 2
- blp|© — C.
- = aldl” +blpl
The Lyapunov function (4.13) can be adapted in cases where V has singularities,
see [64, 85]. We can now deduce our main theorem on the Langevin dynamics since
Assumptions 2.5 and 2.6 are readily satisfied, see for instance [86].

Theorem 4.6. Assume that (X;);>0 = (¢, Pt)it>0 Solves (4.8) where V satisfies Assump-
tion 4.4, and consider a smooth function x with x(q,p) = 1+ |q|* +|p|® for |q| +|p| > 1 and
a €[0,2), 8 €]0,2). Then (X;)¢>0 is ergodic with respect to the measure (. in the sense
of Proposition 2.10, with Lyapunov function defined in (4.13). Moreover, the empirical
measure

1 t
Lt = 7/ 6(qs,ps) ds
tJo

satisfies a LDP in the 7"-topology. Finally, for any v € P,,(X) such that dv = e” du with
v € ' (v) and Lyamv € # ~1(v), the rate function reads

1
L(v) = 1/ V,0[2 dv + 7/ IV, 0)2 dv, (4.14)
4 Jx 4y Jx
where 1) is the unique solution in 7#1(v) to the Poisson problem:
- A]ﬂ/J =+ (p - vpv) ! va = ‘Chamv- (415)

The proof of Theorem 4.6 is a direct application of the results of Sections 2 and 3.
For the expression of the rate function, we use (3.11) and (4.9) together with the fact
that in this case, the matrix S defined in Section 2.1 reads

_ (0 0 2dx2d
S—7<O Idxd)ER .

While x can be chosen independently of the friction +, it is interesting to note the
dependency of the rate function (4.14) with respect to this parameter. We discuss more
precisely the scaling of the rate function with respect to « in the next section, depending
on the form of v.
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4.2.3 Low and large friction asymptotics of the rate function

The next corollary shows how the decomposition (4.14) allows to identify the most
likely fluctuations in the overdamped and underdamped limits. By this we mean that,
when v — 0 or v — +oo, most fluctuations become exponentially rare in v or 1/, but
some of them are associated with rate functions that vanish as v — 0 and v — +oc. The
expression of these typical fluctuations is motivated by the discussion on the overdamped
and underdamped limits in Section 4.2.1, from which the scalings of the rate function
appear natural. Recall the definition of the marginal in position z in (4.10).

Corollary 4.7. Suppose that the assumptions of Theorem 4.6 hold true.

¢ Overdamped limit vy — +oo: Consider a measure v € P, (X) with dv = e’ du
equilibrated in the velocity variable, i.e. such that v(q,p) = v(q) with v € ' (v)
andp-V,v e # ' (v). Then, for any v > 0,

1

I“/(V):@

/ Vo(q)|* 7(dg), (4.16)

R4
where v = e[i.

¢ Hamiltonian limit v — 0: Consider a Hamiltonian fluctuation, i.e. dv = e" du with
v(g,p) = g(H(q,p)) € 51 (v) for g € C*(R), where H is defined in (4.12). Then, for
any v >0,

I(v) = %/X !pg’(H(q,p))|2V(dqdp)o (4.17)

Proof. The proof is an immediate consequence of (4.14). Consider first the case where
dv = e du with v(g, p) = v(q). We have

l/ |V,v|? dv = 0.
4 Jx

Next, (4.15) becomes
*(Ap — D Vp)l/f(q,]?) =p- Vq”(‘])‘

The solution to this equation is ¥(q,p) = —p - V,v(¢q) which indeed belongs to " (v)
since Lyamv € #~1(v) (in fact we may add to ¢ any function depending on ¢ only but the
solutions would be equivalent by definition of the space #*(v) in Section 2.1). Plugging
this solution into (4.14) leads to (4.16).

Assume now that v(q,p) = g(H(q, p)) belongs to 57! (v) with g € C1(R). It holds

£haIIIU(Qap) = g/(H(qap))‘ChaIﬂH(Q7p) = O

As a result, the solution ¥ to (4.15) is ¥ = 0 (again, up to a function of ¢ only), from
which (4.17) follows since v € J#*(v). O

Corollary 4.7 characterizes the dominant fluctuations in the small and large friction
regimes. In the overdamped limit v — +oo the dominant fluctuations are in position only,
and the rate function is actually that of the limiting overdamped dynamics (4.5) up to
a time rescaling in ¢ — +t, which is coherent with the discussion on the overdamped
limit in Section 4.2.1. On the other hand, in the Hamiltonian limit v — 0, the dominant
fluctuations are Hamiltonian, with the inverse time rescaling ¢ + v~ ¢. This is consistent
with the small temperature limit of Hamiltonian systems [49].

Although Corollary 4.7 provides interesting information, its structure is quite rigid.
For instance, in the overdamped limit, we consider only position-dependent perturbations,
which is not realistic. We now refine the asymptotics by considering the next order
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correction in ~ for the perturbation in both regimes, which shows the robustness of the
analysis. In the result stated below, we consider a family of probability measures v,
indexed by v > 0, and simply denote by v the probability measure vj.

Corollary 4.8. Suppose that the assumptions of Theorem 4.6 hold true.

¢ Overdamped limit v — +oo: Consider the measure v, € P.(X) defined by v, =
e’ dy with v, (q,p) = v(q) + v (g, p) where Lyamv € H#~(v), and v € H#*(v) is
bounded and satisfies Vv - V,0 € 7~ 1(v) and Lyam® € 7~ (v). Then

1 1
Vy>1, L(v,)= - U |v,,@|2dy+/ qu|2du} +0 (2) : (4.18)
Y WX R4 Y

where v = e"i.

¢ Hamiltonian limit v — 0: Consider v, = " du with v,(q,p) = g(H(q,p)) + v0(q, p),
where g € C'(R), g(H) € 51 (v), and © € 51 (v) is bounded and satisfies Lyan? €
A ~1(v). Then

Vy<l, IL(vy)= % UX !pg’(H(q,p))|2V(dqdp)+/XVdeV} +0(+?), (4.19)

where v is the unique solution in s (v) to

- A;lﬂ; - (1 - g/(H(Q7p)))p . v[ﬂL - ‘Cham{L (420)

We believe that it is also instructive to mention the relation between the rate func-
tion (4.14) and the asymptotic variance of the Langevin dynamics. Indeed, when consid-
ering small perturbations of the invariant measure, Corollary 4.8 shows that

1
I, ~ min (’y, ) . (4.21)
Y

On the other hand, the resolvent estimates in [82, Section 2.1] and [59, 61, 68] show
that the asymptotic variance afy scales like

9 1
oy ~ max | 7, ; . (4.22)

Since we expect the asymptotic variance to be the inverse of the rate function around
the invariant measure [29, 98], the scalings (4.21) and (4.22) are consistent. However,
as (4.14) suggests, this scaling is no longer true for general fluctuations. We now present
the proof of Corollary 4.8.

Proof. We first consider the overdamped limit v — +o00. Since v is bounded we have, for
any v > 1 and ¢ € #(v,),

sup U

V1) S W,y <e v 1915 0)- (4.23)

inf ©

e v

Thus, the norms 7' (v,) and " (v) are equivalent for any fixed v > 1, and the functions
of #(v,) and #*(v) coincide (we repeatedly use this fact below, and we will use a
similar argument when ~ < 1). A similar conclusion holds for the corresponding dual
norms. This consequence of the boundedness of © makes the analysis simpler.

Recall that we consider v, (q,p) = v(q) + v '9(g,p) in the overdamped limit. The
symmetric part of the rate function is easily computed since v only depends on the
position variable, namely

1|2 w4 T 1 . 1
1) = [ 19pte+79) eu+"d“4fy/X|Vp7f|2dV+O(72)’
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where we used that 9 belongs to %! (v) and is bounded to expand the exponential. For
the antisymmetric part, by (4.15), we have to consider the solution 1, € 7 (v,) to

1 .
_pr’y + <p - ’yvpv) : Vpd)'y = Lhamvfw

Corollary 4.7 suggests that at leading order in v it holds ¢, = ¥ + O(y~!) where
¥(q,p) = p- Vo(q). In order to make this idea more precise we compute

(_A,, N (p _ ivp@) - vp> (s =) = = (Cham® + 0+ V1)

In what follows, we denote by u = L,,m? + Vv - V,0 the right hand side of the above
equation. Since V,v -V, € # ! (v,) and Lyam? € S~ (v,) by assumption, it holds u €
¢~ (vy). Thus, multiplying by ¢, — ¢ and integrating with respect to v, we obtain

/}(!Vp(wrw)fdw:f%/)((wrw)udyv.

Using the duality between ¢ () and "~ *(v,) (see [75, Section 2.2 Claim F]) and (4.23)
we find

c
Vy 21, [y =¥l < ;|“|%’—1<u)v

where C' is some constant independent of . This shows that ¥, = ¥ + 7_11/37 with
|1/~JV|%71(1,) < ' for a constant C’ > 0 and all v > 1. Plugging this estimate into (4.14) and
using that V9 = V, v, we obtain the second term on the right hand side of (4.18).

The arguments to prove the limit v — 0 follow a similar path, so we only sketch the
proof. First, the boundedness of v allows again to compare the Sobolev norms associated
with v and v, for any v < 1 (by writting the counterpart of (4.23) in this regime). The
first term on the right hand side of (4.19) is easily obtained as in Corollary 4.7 using
that g(H) € 21 (v) and ¥ is bounded. Concerning the antisymmetric part, (4.15) now
reads

( - AP + (p - VIDU’Y) : vp)wv = fyﬁhamﬁa

since Lpamg(H (¢,p)) = 0. Because of the scaling in ~ on the right hand side of the above
equation, the solution ¢, can be expanded as 9, = e + O(v?) in s (v), where ¥ is
solution to

~Apy + (1= ¢'(H(g,0)))p - Vpt) = Luam?.

This reasoning can be made rigorous by a precise asymptotic analysis as above. Plugging
this expansion into (4.14) provides the second term on the right hand side of (4.19). O

5 Conclusion and perspectives

The goal of this paper was twofold. Our first aim was to provide, given a diffusion pro-
cess, a precise class of unbounded functions for which a large deviations principle holds.
This question is answered in Section 2 were we prove a LDP for the empirical measure
in a topology associated with unbounded functions, in relation with a Witten-Lyapunov
condition. In particular, a comparison with Cramér’s condition for independent variables
shows the effect of correlations on the stability of the SDE at hand. These results extend
in several directions and refine results from previous works [115, 76]. However, the
necessity of our Lyapunov condition for a LDP to hold is still an open problem — whereas
the necessity of a similar condition is known for the Sanov theorem [111]. Our second
concern was to provide finer expressions of the rate function governing the LDP, in

EJP 25 (2020), paper 121. https://www.imstat.org/ejp
Page 23/52


https://doi.org/10.1214/20-EJP514
https://imstat.org/journals-and-publications/electronic-journal-of-probability/

Large deviations of empirical measures of diffusions in weighted topologies

particular in order to study Langevin dynamics which appear for instance in molecular
simulation. We answer to this question in two ways in Section 3. We first provide an
alternative variational formula for the rate function in Section 3.1, which gives as a
by-product a very general representation formula for the principal eigenvalue of second
order differential operators, without symmetry assumption. This extends the important
work of Donsker and Varadhan [33] in an unbounded setting. In Section 3.2, we show a
general decomposition of the rate function into symmetric and antisymmetric parts of
the dynamics based on the computations in [15]. Interestingly, the proof of the result
relies on a Witten-like transform in the above mentioned variational representation of
the rate function. These results allow us to describe precisely the rate function of an
irreversible overdamped Langevin dynamics in Section 4.1, revisiting results from [98]
in an unbounded setting. More interestingly we provide in Section 4.2, for Langevin
dynamics, asymptotics of the rate function for the overdamped and the underdamped
limits. We thus characterize the most likely fluctuations in both regimes with a natural
physical interpretation. Considering piecewise deterministic processes [11, 41, 42]
(which lack regularity) instead of the Langevin dynamics is also an interesting problem.

We would like to mention several interesting directions for future works. A first
natural issue is to rephrase our results in the optimal control framework developed
e.g. in [18, 38, 39]. This is particularly interesting for numerical purposes, since the
optimal control representation can be learned on the fly with stochastic approximation
methods [17, 9, 10, 48]. We believe that such results can be obtained by harvesting the
contraction principle provided by Corollary 2.13.

On a more theoretical ground, dual Sobolev norms have recently attracted attention
in the optimal control community due to the so-called optimal matching problem, see for
instance [80, 81] and references therein. With these works in mind, the dual Sobolev
norm in the antisymmetric part of the rate function described in Section 3.2 could
be interpreted as an infinitesimal transport cost related to the antisymmetric part
of the dynamics, which is an alluring interpretation of irreversibility. Note that the
relations between optimal transport and large deviations theory have a fruitful history,
see e.g. [58].

It has been known for some time in the physics literature that the empirical density
of a diffusion may not contain enough information to describe its fluctuations in an
irreversible regime. It is actually more relevant to consider the fluctuations of both
the empirical density and current, a procedure sometimes called level 2.5 large devi-
ations [24, 7]. This framework can be used to provide a clear description of the rate
function of irreversible dynamics. As shown in [7], such large deviations results can be
derived by Krein—-Rutman arguments like those used in the present paper. Therefore, we
believe that our results can be extended to prove level 2.5 large deviations principles
and characterize precisely the class of admissible currents.

Finally, it is important to understand the behaviour of observables which are not
covered by our analysis. It has been recently shown [90] in the case of the Ornstein—
Uhlenbeck process that observables growing too fast at infinity with respect to the
confinement are characterized by a heavy tail behaviour. This leads to a level 1 large
deviations principle at an anomalous speed with a localization in time of the fluctuation,
and the Krein-Rutman strategy developped in the present paper does not apply. We
therefore believe there are several interesting open questions in this direction.

6 Proofs

In all the proofs below, for conciseness, we write I, IP,, etc, with some abuse of
notation, to indicate that the expectations we consider are taken with respect to all
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realizations of the dynamics (2.1) started from Xy = z; and do not indicate explicitly the
dependence of X; on z, in contrast to the convention used in Section 2.

6.1 Proof of the large deviations principle

As mentioned after Theorem 2.11, our proof relies on the Gartner-Ellis theorem [28],
for which we need several preliminary results. The key object is the functional

oo o : 1 P F(Xs)ds
feBX(X) = A(f) = lim_+logE, [efo f(Xe) } .
Roughly speaking, the Gartner-Ellis theorem (Theorem A.1 in Appendix A) states that
if this functional is finite and Gateau-differentiable over Bg°(X) and (L;);>o defined
in (2.17) is exponentially tight for the 7"-topology, then (L;);>( satisfies a LDP in the
dual space of B2°(X). A reminder of this theorem and some elements of analysis are
given in Appendix A.

However, studying the range of functions f for which the functional ) is finite and
Gateau-differentiable is not an easy task. Formally, our strategy is to prove that r(f),
the element of the spectrum of the operator £ + f with the largest modulus, is a real
eigenvalue for any function f € B2°(X), and to show that it is actually equal to the
cumulant function A(f) defined in (2.18). This amounts to showing the well-posedness
and regularity of a family of spectral problems. For this, we use several ideas from [47],
which shows that under Lyapunov and irreducibility conditions, the eigenvalue problem
to which ) is associated is well defined. In order to avoid technical difficulties related to
unbounded operators, we study the semigroup (Ptf )t>o0 rather than its generator £ + f,
see Remark 6.11 below for more details. The seminal paper by Gartner [55, Section 3]
provides useful technical tools, as well as [44, 115].

In all of this section, we suppose that Assumptions 2.5, 2.6 and 2.7 hold true and
consider a function x : X — [1, +00) of class .# as in Assumption 2.7, i.e. such that k < ¥
and either « is bounded or has compact level sets and satisfies (2.14). We repeatedly use
that k < —% in view of (2.13). We start with important properties of key martingales
that appear regularly in the proofs of the required technical results.

Lemma 6.1. If (X,);>0 is a solution to (2.1), then the stochastic processes defined by
M, = W(X,)e Jo %X ds and sy = w(X,)e Jo 5 (Xo)ds (6.1)

are continuous non-negative local martingales, hence supermartingales. Moreover, it
holds almost surely
ME < C et M, (6.2)

where C > 0 and Cs € R are the constants from Assumption 2.7.
Proof. First, It6 formula gives
AM, = e~ Jo W X)UYW (X,) - 0(X,) dB,.

Since W is Cz(X) and o is continuous, M, is a continuous local martingale [71]. Since
it is non-negative, it is a supermartingale by Fatou’s lemma, and the same conclusion
holds for .#;. On the other hand, (2.13) shows that

t
¢ LW
%E = W(Xt>2 efo —2%(Xs)d8 < C]_W(Xt) exp l:/ <—W<XS) + Cg) d8:| < Cl eCQtMt,
0
which concludes the proof. O
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The use of the martingale M, is inspired by [115] where it is considered to control
return times to compact sets. Here, it allows to define the Feynman-Kac semigroup
associated with the dynamics (X;);>o with weight function f € B (X).

Lemma 6.2. Fix f € BX°(X). For anyt > 0, the Feynman-Kac operator
Vo BRWX),  (Plo)@) =By [p(X)) el X0 0] (6.3)

is well defined. Moreover, (Ptf)t>o is a semigroup of bounded operators on B (X).
Finally, for any t > 0 and any a > 0, there exist c¢,; > 0 and a compact subset K,; C X
such that

Vee X, (P/W)(z) <e™W(z)+ cailk,,(2). (6.4)

Proof. We first show that for any f € BX(X), (P/)i=o is a semigroup of bounded
operators on By (X), before turning to the proof of (6.4). For a fixed f € B°(X), since
Kk < U, there exists ¢ > 0 such that, for any ¢ > 0,

(Ptf W) (z) = E, [W(Xt) el f<Xs>dS} < R, [W(Xt)e‘ J‘W”Xs)ﬂ .
Using Lemma 6.1, the supermartingale property leads to
(Pth) (z) < e E, [My] < e W ().
Therefore, for all ¢ € B (X),

Ve X,

Pl o(@)| < PlI¢l(@) < lilsg (/W) (@),

and hence

1P7e] . < ellllg:

By
As a result (Ptf )i>0 is a semigroup of bounded operators over By (X).
We next prove (6.4) for a fixed f € B°(X), which we assume non-zero without loss

of generality. Note that
LW
W +f <=V +|fllp=k-
Since ¥ has compact level sets and x < ¥, for any a > 0 there exists a compact set
K, C X and a constant by , such that
LW

W +f < —(a—l—a) +b0,a]lKaa

where a > 0 is a constant to be chosen later on. This implies that

(L+IW < —(a+ )W +Db1k,,
with b, = bo,a supg, W < +o0 since W € C?(X). Therefore (by some standard approxi-
mation arguments relying on stopping times, as discussed for instance in [97])

d
(at+a)t pf _ olata)t pf
7 (e P; |/V> e P/ ((a+ )W + (L + [)W) 6.5)

< be @t Pl < by elet )t Pl

We can now bound the right hand side of the above equation with a technique similar to
the one used in [47, Section 2.3]. Indeed, for any x € X,

(P/1)(2) = E, [efg f(Xs)dS} <E, {e\lfl\Bgo I m(Xst} . (6.6)
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Since kK < f%, there exists a constant ¢ > 0 depending on f such that

e (1)
S f s 4 '

Plugging this estimate into (6.6) and using that # > 1 leads to
(P/1) (@) < e By [#/(Xy)elo =5 8] — ' B, [ 44] < W (@),

where the last bound is due to Lemma 6.1.
Using this estimate to bound the right hand side of (6.5), we end up with

(N Bf W) < byt

Integrating with respect to time leads to

- - b
f ) < —(ata)t _ _a  ,ct
(Pt W) (r) <e W(z) + b, # (x), ba, PR Ce )

Since # < W, there exists a compact set K,; C X such that ba < e lata)iyy
outside K, ;, so that we have

VoeX, (Pth) (z) < 2e @I () + (l;a sup 7/) 1k, ,(z).
Ka,t

We can now assume that we chose from the begining a > log(2)/t (recall that ¢ is fixed).
Setting c, ¢+ = by supg, , #/, this leads to

VeeX, (P/W)(z)<e W (z)+corlr,,(2),
which proves (6.4). O

Lemma 6.2 proves crucial to obtain the compactness of the evolution operator P/ ,
as noted in [47] (a result inspired by [97, Theorem 8.9]). Note however that (Ptj)t>0
is a priori not a strongly continuous semigroup on B{}(X), see the discussion in [114,
Proposition B13] and Remark 6.11 below for more details.

Another key ingredient is the regularization property of the evolution. The following
bound on the Feynman-Kac semigroup depending on the weight function f is one element
in this direction.

Lemma 6.3. Suppose that Assumptions 2.5, 2.6 and 2.7 hold true, and fix f,g € B> (X).
Then, for anyt > 0, any ¢ € Byjy(X) and any « € X, it holds
(Pl ) (@) — (PYo)@)|
¢ } (6.7)
< llelag Bx W) [ 170X - g0X,) s ) 0 ) x|
0

Proof. Using the inequality |e® — €| < |a — b|el*!*I®l for a,b € R, we have, for z € X,

}

efot If(X‘s)‘ d5+f(; |‘7(Xa)‘ ds:| ,

|(P/0)(@) = (PP) ()] < B [Jio(X0)] |efd X0 — ol o) ds

< lolpEa [W(Xn / px) ds - / g(X,) ds

t "t
< H90||33V°Ez {W(Xt) </ |F(Xs) —g(XS)|ds> elfll s +llgllzge) fo H(Xs)ds:| ,
0

which is the desired conclusion. O
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We can now use Lemma 6.3 to show an important regularization property of the
Feynman-Kac semigroup.

Lemma 6.4. For any f € BX°(X), ¢ € Bjy(X), anyt > 0 and any compact K C X, the
function P/ (p1x) is continuous.

Let us insist on the fact that the statement of Lemma 6.4 is a consequence of
Hormander’s theorem [43, Theorem 4.1] when f has polynomial growth and is smooth.
However, the result is more difficult to obtain when f is irregular. Note for instance that
we cannot rely on the continuity property proved in Section 6.2.3 below since the space
of smooth functions with compact support is not dense in Bjy(X). The idea of the proof
is to use the local martingales introduced in Lemma 6.1 to show that the regularization
property of Hormander’s theorem is preserved when f is irregular but does not grow
too fast.

Proof. We use Assumption 2.5 to revisit [55, pages 34-35] in an unbounded setting and
with a hypoelliptic flavour. First, we note that for f € C°(X), the result is a direct
application of Assumption 2.5 combined with Hormander’s theorem, since the evolution
operator Ptf can be shown to be an integral operator with a transition probability which
admits a density p/ (¢, z,y) belonging to C>=((0,+0c0) x X x X) (see for instance [69]
for f = 0, which can easily be extended to f € C°(X) with the hypoelliptic result of [43,
Theorem 4.1]). In particular, P/ (o1 x) is continuous.

We now use an approximation argument inspired by [55, Section 3] for a generic
function f € B°(X). Consider a sequence (f,)nen of functions belonging to C°(X') with
|l fullB== < || f||B= for any n € IN, and such that f, — f almost everywhere as n — +o0
(such a sequence exists by Lusin’s theorem, see [102, Chapter 2]). By modifying the
proof of Lemma 6.3, and since || f, | P (X), neNand
T e X,

[P/ (615 (@) ~ P (0160) @)
< llellBg Eq [ﬂK(Xt)W(Xt) (/Ot |F(Xs) = fu(XS)] ds> el fotw(Xs)dS} 7

with 0 = 2| f[| pe~.
Our goal is now to show that Ptf "(¢1k) converges uniformly over any compact K’
to Ptf (¢l k), by proving that the right hand side of (6.8) goes uniformly to 0 over K’.
This will conclude the proof since a uniform limit of continuous functions is continuous.
We introduce to this end the events

(6.8)

1t
Ym>1 &,= {t/ U(X,)ds < m} , (6.9)
0

and fix a compact set K’ C X. The right hand side of (6.8) can then be split into two
terms

(A) =, {M(Xt W (X) </ 1F(Xs) = fal(X )ds> eaf;,{(xs)ds]’

(B) =E, l:]lK(Xt 1g, W(Xy) (/ If(Xs) — fn(X )ds> e5f(f H(Xs)ds:| ’

for which we show convergence to 0, uniformly for « € K’, starting with (A4). Since k <
—LW /W, there exists ¢ > 0 such that

20Kk < 7% +c.
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Moreover,

fallBee < ||fllB2e, a < e, and # > 1, so that

(4) <e (m;(p W) E, [nK(Xt)ng&W(Xt) elo —%(xs)ds} .
By definition of .#; in (6.1) we have
(A) e (sg{p W) E, [Lee 4] .

The Cauchy-Schwarz inequality then shows that

(A) < e (Sip W) \/ Ex[ 47 (]Pm (/Ot U(X,)ds > mt)>é :

By (6.2) it holds \/E,[.#?] < v/C e“2!/2,/W (z). Next, by Tchebychev’s inequality and
since W > 1,

P, </Ot U(X,)ds > mt> <e ™E, [efJ q/(Xsms}
<eTME, [W(Xy) e i X 0] < (),
As a result, we obtain, for z € K’,
(A) e % (Sljl(p W) (S;P W) /Oy et Cat/2,

Therefore, for any € > 0, we can choose m > 0 such that (A) < e.
Let us now control (B), introducing g, = |f — f»|- Since k£ < ¥, it holds for some
=0,
Sk < U +¢.

Using the definition (6.9) we have

t
(B) < e(m+c')t (Sup W) E, {]lgm/ gn(Xg) ds}
K 0

t
< e(m+c’)t (Sup W) E, |:]lgm / gn(Xs)]lBIc? (Xb) d8:|
K 0

(B')

t
4 e(m+et (SL}I{pW) E, []lgm/ gn(Xs)1p,(Xs) ds],
0

(B")

where Bp, is the ball of center 0 and radius R > 0 to be chosen. Let us first bound (B’),
which retains only the parts of the trajectories performing excursions out of Bgr. Using
k < V¥, for e > 0 and m > 0 as fixed above, there exist R > 0, Cr > 0 such that

e-(m—‘—c,)t
K<€
2tm (supg W) || fl|

U+ Crlp,.

We fix R > 0 and Cr > 0 such that the above inequality holds true. Using again
gn < 2||fl| B>k, we are led to

t
(B') < ge(m+e)t (st;(pW) Il Bo=IE []lgm/o /{(Xs)]lBE(Xs)ds}

t t
3 3
<E; |1 — U (Xs)lpe (Xs)ds| < —E; |1 U (X;)ds| <¢,
{gm/otm( Mo )S] tm [5/0 ( )S} )
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where the last line follows from the definition (6.9) of &,,. Therefore, once m is fixed,
there exists R > 0 such that for any n > 1 and z € K’, it holds (B’) < . It remains
to control (B”) in order to obtain the uniform convergence to zero of (6.8) over K’ as
n — +o0o. In fact,

t
(B") < elmtet (st}l{pW)/ E, [90(Xs)1p,(Xs)] ds
0

t
= e(7”+c/)t (sup W) / PS(gn]lBR)(x) d87
K 0

where (P;)s>0 is the evolution semigroup defined in (2.7). Since (15, 9,)n>1 is @ sequence
of bounded functions converging almost everywhere to zero and the transition kernel P;
has a smooth density for s > 0, it follows that (Ps(¢9,15,))n>1 goes uniformly to zero
over compact sets for any s > 0 as n — 400, see e.g. [55, 97]. Moreover, it can be shown
that

<N lgnlBrllpe < 20 fLBgl g »

n
/ Ps(gn]lBR)dS
0

which goes to zero when 1 — 0, uniformly in z € K’ and n € IN. Therefore, for e > 0,
R > 0and m > 0 fixed as above, and choosing

/
e~ (m+c’)t

= £ s
2 ||f]]‘BR ”BOO Sup g w

Ui

there exists n’ € IN such that for all n > n’ and 2 € K,

e—(m+c/)t

t n t
< Ps(g,1 ds = Ps(g,1 d Ps(g,1 ds <e—.
0< [ Plonts)@ds = [T Pas @t [ Plonts)ed <

(6.10)
Then, for any n > n’, x € K’, it holds

(B") <e.

Let us summarize the various approximations: for any ¢ > 0, we first fix m > 0 so
that (A) < e. Then, we choose R > 0 large enough so that (B’) < . Finally, we take 7
small enough and n large enough in (6.10) so that (B”) < e for n > n’/. As a result, for
any € > 0 there is n’ > 0 such that for n > n’ and z € K’, it holds (A) + (B) < 3e.

In conclusion, the right hand side of (6.8) goes to zero uniformly as n — +oc over
any compact set K’. Therefore P/ (o1 ) is continuous and converges uniformly over K’
to Ptf(cp]lK),‘ which is therefore continuous over K’. Since the compact K’ C X is
arbitrary, Ptf (¢l k) is continuous over X, which concludes the proof. O

Before presenting the main result concerning the spectral properties of the opera-
tor Ptf and its consequences on the definition of the cumulant function A(f), we need
the following “irreducibility” lemma, which relies on Assumption 2.6.

Lemma 6.5. For any time t > 0, x € X and any Borel set A C X with non-empty interior,
it holds that
(Ptf]lA) (z) > 0. (6.11)

Proof. Take z € X and y € A (which is possible since A has non-empty interior). By
Assumption 2.6, there exists a C'-path (¢s)seo0,g solving (2.11) such that ¢y = = and
¢+ = y. We can then use the proof of the Stroock-Varadhan support theorem, see [97,
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Theorem 6.1] for an overview. In particular, Assumption 2.6 implies that [103, Eq. (5.5)]
is satisfied. Therefore, [103, Eq. (5.3)] ensures that, for any € > 0,

P, ( sup |Xs — ¢s] < E> > 0. (6.12)
0<s<t

Moreover, since ¢, =y € A and upon reducing € > 0 we may assume that B(y,e) C A,
where B(y, ¢) denotes the ball of center y and radius € > 0. Recalling that f € B(X),
we then obtain

t — oo tK u
(PthlA)(CB) —-E, [H{XtGA} ols f(Xu)du} >E, [H{SHPKS@ Xo—bu|<e} © IfllBge [ £(Xu)d }

> exp( —t]|fll B supm)]Px < sup |Xs — ¢s] < 5) ,
Sd>,s 0<s<t

(6.13)
where we denote by Sy . the s-tube around the path (¢s).c[o,/, namely

Spe ={z € X|3s€[0,1] with [¢p, — x| <e}.
Since S, is a bounded set and « is continuous over X, it holds

sup kK < +00.
Sq&,a

The combination of (6.12) and (6.13) leads to the desired result (6.11). O

At this stage, we follow the spectral analysis path developed in [47]. However, we
have to prove that the assumptions used in [47] are fulfilled in our context. In particular
the irreducibility is granted by Lemma 6.5.

Lemma 6.6. For any f € B>(X) and any ¢ > 0, the operator P/ considered over BR(X)
has a real largest eigenvalue e"(f) with eigenspace of dimension one, and an associated
continuous eigenvector hy € By (X) such that hy(x) > 0 for any x € X. Moreover, hy
is the only positive eigenvector of Ptf (up to multiplication by a positive constant).
Finally, r(f) is equal to the cumulant function defined in (2.18):

r(f) = A(f). (6.14)

The result of Lemma 6.6 is twofold: it entails the well-posedness of the principal
eigenproblem associated with Ptf for any f € B°(X) and ¢ > 0, and then identifies this
principal eigenvalue with the free energy function (2.18). Another consequence of this
lemma is that i is in fact the principal eigenvector of £ + f, see Lemma 6.10 below for
a more precise statement.

Proof. We follow the general strategy of [47] and split the proof into several steps.

Step 1: Compactness of the evolution operator We first show that, for given ¢ > 0
and f € BX(X), the operator Ptf defined in Lemma 6.2 is compact when considered
on By (X). For any compact set X C X we have the decomposition

;_pl . pf s i
Pl =Pl kP, 1Pyl P},

We first consider the compact sets K, from (6.4) for ¢ > 0 and time ¢/3 (omitting the
dependence on ¢ in the notation since the time is fixed here) and note that 1k- Pt];?)
converges to 0 in operator norm as a — +oc. Indeed, for any ¢ € B{p(X), (6.4) leads to

]lKPtf/:a + PtJ;B]lK“Pg;/B +P)

o (6.15)

HﬂK;Ptég‘/’HBx < |loll g e 73, (6.16)
w

— 0 when a — +oc.
W)

so that H]chPtf
“ B(B
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We next show that PtJ;S]IKPtj;gllK is compact over B} (X) for any compact set X C X.
Consider a sequence (¢x)ren bounded in By (X). Following the first step of the proof

of [47, Lemma 2] and using our strong Feller result, Lemma 6.4, we see that Pl K isa

t/3
strong Feller operator, so Ptf/S]l KPtJ;3]l i is ultra-Feller (see [47, Lemma 6]). This means

that the operator Ptf/?’]l KPf 1 x is continuous in total variation norm, so that the family

t/3
(PtJ;B]l KPt’;?)]l K¢k)ken is uniformly equicontinuous. We used here that since ¢ € Bijy(X)

and W is continuous, it holds 1 x¢ € B> (X). The sequence (Pt%]lKPtf/S]lKgok)ke]N there-
fore converges in B> (X)) up to extraction by the Ascoli theorem [102, Theorem 11.28],
and in By (X) since W > 1. Therefore, the operator Ptf/S]lKPtf/:S]lK sends a bounded
sequence into a convergent one (up to extraction), so it is compact in By (X) [95].
The decomposition (6.15) and the bound (6.16) then show that Ptf is the limit in oper-
ator norm of the compact operators PtJ;B]l K Ptf/gll K, Ptf/3 as a — +oo, so it is compact
in B (X) (see e.g. [95, Theorem VI.12]).

Step 2: Existence of the principal eigenvalue We can now use the Krein-Rutman
theorem on the (closed) total cone Ky = {¢ € B | ¢ > 0} (see [27, 47] for definitions).
For t > 0, it is clear that Ptf leaves this cone invariant. We next show that Ptf has a
non-zero spectral radius

1

Rt(f): lim H(Ptf)n B(B)"

n—+oo

To this end, fix a compact set K with non-empty interior. We have shown in Lemma 6.5
that

Vee K, (P/1g)(x)>o0.
Since Ptf 1k is continuous by Lemma 6.4, this shows that
ax = min (P/1x)(x) > 0. (6.17)
e

Therefore, for any z € K,

{(PJ)%K} (2) = By (P 1) (X0) el 18] 5 B, (16 (X0) (P 1¢) () e /X

> agE, []IK(Xt) elo f(Xs)ds} =ag (Ptf]lK) (z) > o2,

so that 1k (z) ((Ptf)21K> () > a% 1k (z) for z € X. Iterating the procedure for any n > 1
we get

a’ﬂ
> [ Pf”]IH > ol [kl pe = —K
GRS I Y L P

|y

B(By inf g w'

As a result, since 1 < infx W < +00, we obtain in the large n limit the following lower
bound for the spectral radius:
Rt (f) 2 [(672¢ > 0,

which shows that R;(f) is positive. Since Ptf is compact, [27, Theorem 19.2] ensures
that R,(f) is a real eigenvalue of Ptf with associated eigenvector hy € Ky (in partic-
ular, hy > 0). Using the semigroup property of Ptf and standard arguments (see [94,
Theorem 2.4]), we can show that there exists r(f) € R such that R;(f) = ¢"/)* and

Plhy=e"Ditpy. (6.18)
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Step 3: Properties of iy For the remainder of the proof, we write for simplicity
r:=r(f) and h := h; (the function f being fixed). We show here that % is continuous and
positive. For any compact K C X and ¢t > 0, (6.18) leads to

P/ (1xh) - e”h’ - ‘Ptf(]lKh) - Ptfh’ -

P/ (nKCh)‘ -

P/ (1xe" P/ 1)

< s 1P s |[Le-PEW | 1w
w

Using Lemma 6.2 we obtain that, for any a > 0, there exists a compact set K, such that

le™ P/ (L, h) = h]| oo < Ce™® with C =" |1l 5z |1 P lI(mg)-

so that h is continuous as the uniform limit of continuous functions (since Ptf (1g, h)is
continuous by Lemma 6.4). Finally, since » > 0 and h is not identically equal to 0, there
exists ¢ € X such that h(zg) > 0. Moreover h is continuous, so there is ¢ > 0 for which
h > 0 on B(zg,¢). By (6.18) it holds, for any =z € X,

erth(x) = (Ptfh)(x) > Ptf (hILB(IO’E))(Jc) > (B(inf )h) (Ptf]lB(mo’E))(x).

Since h > 0 on B(xzo,¢) and h is continuous, infg(,,,-) b > 0. Moreover (Ptf]lB(rO’E))(x) >0
for any z € X by Lemma 6.5, so the previous lower bound shows that A(xz) > 0 for all
reX.

Step 4: Properties of eigenspaces and eigenfunctions We now show that the
eigenspace associated with 4 is of dimension one, and that any other eigenvector vanishes
somewhere in X. For this, we introduce the so called h-transform [76, 101, 23, 47].
A key element here is the fact that h(z) > 0 for all € X, which allows to define the
following Markov operator, for an arbitrary time ¢ > 0:

Qne = e " h P/ (hy), (6.19)

where h and h~! refer here to the multiplication operators by the functions h and h~*
respectively. We now prove that @, is ergodic by first noting that @;, admits Wh~! as
a Lyapunov function (using (6.4) and the normalization ||k g = 1 which implies that
Wh=! > 1). Using Assumption 2.7, we can also show that Wh~! has compact level sets,
see [47, Appendix E] for details.

Moreover, we can prove that (), satisfies a minorization condition on any compact
—IfllBge s

set. For this, we first use that Ptf > P, . Then, for any ¢ > 0 and o > 0, the
operator P, “" has a smooth transition density by hypoellipticity (because « and the
coefficients of £ belong to the class ., see [43, Theorem 4.1]). We next rely on [86,
Lemma 2.3] to guarantee the existence of a minorization measure for P, “". We can
indeed use this result since Lemma 6.5 ensures that any open set can be reached with
positive probability. Therefore, for any K C X compact with non-empty interior, there
is ax > 0 and a probability measure 7k such that, for any measurable set A C X,

Ve e K, (P/1a)@) > (P71 1) () 2 axcc (4).
Since h is continuous, this implies that, for any measurable ¢ > 0,

| K|ax ming hng(p)
maxx h K|’

Vee K, (Qup)(x)=>
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where both the minimum and maximum above are finite and non-zero (recall that |K| > 0
is the Lebesgue measure of K). This shows that (), satisfies a minorization condition [60]
over any compact set.

Therefore, the Markovian dynamics with kernel ), admits a unique invariant prob-
ability measure 1, with respect to which it is ergodic in By, -, (X). By this we mean
that (in view of [60, Theorem 1.2]) there exist @ > 0 and C' > 0 such that for any
pe B{?{?h—l (X )'

w

V=1 [[@u)" — (@) g < Ce o —mnle)llzg, (6.20)

and it holds u,(W/h) < 4-o0.

We can now use this ergodic behaviour to show that the eigenspace associated with r
has dimension one and that Ptf cannot have another positive eigenvector with norm 1
in By (X). Indeed, if there were another eigenvector i € B2 (X) associated with r, then
the fact that h /h € By, _.(X) together with (6.20) ensure that

o (§) -tz (l)

This shows that ~ and & would be proportional, and answers the claim that the eigenspace
associated with r has dimension 1. Assume now that there is another real eigenvalue
7 < r with real eigenvector h € B33 (X) such that h(z) > 0 for all z € X. Noting again
that h/h € B3, 1 (X) and since h > 0, (6.20) shows that, for any z € X,

(Qn)" (Z) () T M <Z> > 0. (6.21)

However it now holds, for any z € X,

(@ <h> () = €72 w) —— 0,

h h n——+o0o

where we used that h > 0 and 7 < r. Combining the two equations above shows that

h
Hh (h) = 0)

which contradicts (6.21). As a result, there cannot be another eigenvalue with a positive
eigenvector.

Step 5: The principal eigenvalue is the cumulant function Proving (6.14) now
follows by a simple rewriting. For x € X and ¢y > 0 fixed, it holds, for any n € IN*,

B, [ef7 IO 0] = | (A1 ] () = & [n(Qu)" ] (@),

so that

nto

L IOg ]Em |:ef0 f(Xs)dS:| — L
Tlto

; log [emtoh(Qh)"h_l(ac)] =r+4 % log [h(Qh)"h_l(;v)] .
nto nio

By (6.20) (since h ™! € Bfg, _1 (X)), we see that (h(Qs)"h ') (z) converges to py(h~1)h(z)
(with z fixed), so that

1 nt
r(f)= lim —IlogE, [efo "f(Xs)ds}.

n—+oco N 0
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We have chosen to work with an arbitrary time ¢, > 0 for convenience, so a priori the
above limit depends on ty. To conclude the proof, it remains to show that the limit
actually does not depend on the specific choice of ¢y and that

1 -t
- lim - J f(Xst}
)=, e 70004
This extension from ¢y > 0 fixed to any ¢ > 0 follows by standard arguments not
reproduced here (see e.g. [64, 47]). O

An important ingredient for the lower bound of the LDP is the Gateau-differentiability
of the cumulant functional, which we prove below.

Lemma 6.7. The functional

FEBR(X) s A(f) = lim LlogE, [efotﬂXs)dS} (6.22)

t——+oo ¢

is convex and Gateau-differentiable.

Proof. The convexity of A is a standard consequence of Holder’s inequality. Concerning
Gateau-differentiability, we follow the strategy of [55, Section 3] for a compact state
space, relying on results of Kato [72]. For this, we interpret the cumulant function (6.22)
as the largest eigenvalue of the tilted generator, r(f), as shown in Lemma 6.6. More
precisely, for f,g € B (X)) and a € R, A(f + ag) is associated with the largest eigenvalue
of the operator P/ "7 in B3 (X) through

Ptf+aghf+ag = et)\(f+ag)hf+ocg7

so that derivability in « can be shown through the differentiability of the spectrum of
a bounded operator. We thus show that the operator-valued function o — Ptf tog g
differentiable in operator norm.

To this end, we fix C' > 0, and prove that for |«| < C, there exists K € R, such that

Pf+ag—Pf— fsQH <K 2 6.23
H ¢ P el B(B3 (X)) s (6.23)

where .
1750 € B0 — B [ ([ g6, ds) off 1050
0

Note that the operator Q{ " is bounded on By (X) by the same martingale estimate used
to prove Lemma 6.3. In order to prove (6.23), we use the identity

2
Og‘eb—l—b‘é%e‘bl

to obtain, for any ¢ € Bjp(X) and z € X,

‘ [(Pthrag - Ptf - OZQ{’Q) %0} (ﬁ)’

t
< H(ADHBWEJE |:W<Xt) efo f(Xs)ds eafg 9(Xs)ds _ 1_ Oé/ g(Xs) ds
0

2
W(Xy) oIl 5= +ellgllsge) 5 w(X:) ds </t 9(Xs) ds) ]
0

< ¢l s Es [W(Xt)e(\|f|\Bgo+(1+a)nguBgo)fJ r»(Xs)ds} 7

2
(e
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where we used the inequality 22/2 < e for z > 0 in the last line. By manipulations similar
to the one used to prove Lemma 6.3, we can bound the latter expectation by e“*W (z) for
some constant ¢ > 0, which leads to (6.23) with K = e°.

Equation (6.23) shows that oo — Ptf a9 is differentiable in operator norm, and that

d

— pites _ ofg
dala=0 ¢ Qt

Thus, the principal eigenvalue A\(f + ag), which is always isolated, is differentiable,
see [72, Chapter II, Theorem 5.4] and [72, Chapter IV, Theorem 3.5]. This concludes the
proof of Gateau-differentiability. O

Remark 6.8. By pursuing further the Taylor expansion (6.23) in the proof of Lemma 6.7,
we can actually show that, for any f,g € B°(X), the function

a€C— ANf+ag)

is analytic (this analyticity was already proven in [76] using a different argument that can
be simplified with our tools). This relies on the simple inequality a™/n! < e® for any a > 0,
together with the series expansion of the exponential and martingale estimates as in the
proof of Lemma 6.7. Indeed, our proof, based on martingales, shows that for any ¢ > 0,
the function

o llog E, |e/o (F(X)tag(X.)) ds
t

is analytic. Moreover, it is finite on R and converges pointwise to a finite valued function
as t — +oo, as shown in Lemma 6.6. Therefore, the convergence holds uniformly on any
compact as t — +oo (see [45, Theorem VI.3.3]). Since a locally uniform limit of analytic
functions is analytic (see [102, Theorem 10.28]), the function a — A(f + «g) is analytic.

The last step before proving the large deviations principle itself is an exponential
tightness result, see [28, Section 1.2]. At this stage, the finiteness of A(f) together with
the Gateau-differentiability of f € B°(X) — A(f) already provides the upper bound over
compact sets and the lower bound in (2.20). In order to extend the upper bound to all
closed sets, we prove exponential tightness in the 7"-topology, see Appendix A for some
definitions (this exponential tightness is not explicitely stated in [76]).

Lemma 6.9. The family of probability measures t — P, (L; € -) over P(X) is exponen-
tially tight in the 7"-topology.

Proof. We adapt the strategy of [115, Corollary 2.3] and [111, Section 2.2] by introducing
the family of sets
Iy ={vePX)|v(¥) <N}, N>0.

For N > 0, the sets Iy are subsets of P, (X) since k < ¥. We show that they are actually
precompact in the 7"-topology.

Let us first show that I'y is precompact in the usual weak topology for any N > 0.
Consider for this the compact sets Kz = {z € X | ¥(x) < f} C X for 8 > 0 (recall that ¥
has compact level sets). Then, for any v € I'y, we have

Br(KE) +v(Vlk,) < V(\IlIlKg) +v(Plg,) =v(¥) <N.
This shows that for any § > 0 and any v € I'y,

oV
V(K[i)g ﬁv

hence (upon choosing 3 sufficiently large) for any N > 0 the family of measures I'yy is
tight, so it is precompact for the weak topology by the Prohorov theorem [12]. Now, if
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is bounded, I'y is tight for the 7"-topology and the theorem is shown, so we may assume
that « has compact level sets (see Assumption 2.7). For proving compactness in our
weighted topology, we show that k is uniformly integrable over I' 5 in order to use [110,
Theorem 7.12]. Since x < V¥, the set

An:{xeX

is compact for any n > 1. Moreover, since we assume x to be continuous with compact
level sets, for any n > 1 there exists m,, > n such that

v
{ g n} C {"f < mn}v

R

with m,, = 400 when n — 4o00. Therefore, forany v € I'y and n > 1,

1 1 1
/ /ﬁdl/g/ Iidl/zf/ mdug—/\l/du:—u(\lf)g
{r>mn} A n Af n n

N
n’
Taking the supremum over v € I'y in the above equation and recalling that m,, = +o0
when n — 400 we obtain

lim  sup / kdy = 0. (6.24)
{k>m}

Mm—=+00 LTy

We can then conclude that I'y is precompact for the 77-topology. Consider indeed a
sequence (Vp)new C I'y. By Prohorov’s theorem, (v,)nen has a subsequence weakly
converging towards a measure v, i.e. v,(p) = v(p) for any ¢ € C,,(X). Then, by [110,
Theorem 7.12], (6.24) ensures that v € P.(X) and for any f € BX(X), v,,(f) = v(f) as
n — 400. In other words, I' y is precompact for the 7"-topology.

We can now prove the 7"-exponential tightness of the empirical distribution (L;);>0
in P(X). Indeed, for any N,t > 0, Tchebytchev’s inequality leads to

t
P, (L €T%) =P, (/ U(X,)ds > Nt) <eME, [efo‘ WXs)dS} = e N (PY1) (2).
0
Renormalizing at log scale leads to

T+ log Po(Lo€T%) < N+ Tm_ < log[(P*1) (2)]. (6.25)

t——+oo t t——+o00

The right hand side of the above quantity may look infinite since ¥ grows faster than x.
However, using again the martingale M; defined in Lemma 6.1 we obtain, for any ¢ > 0,

"t LW

B, [ofi VO] < B, [W(X) e Jo O E] B[] < W (),
Thus it holds

lim %log[(Pt‘Pﬂ) (z)] < Tim %ngw [W(Xt)efJ“/(X-ﬂﬂ < lim %logW(x):().

t—+o0 t—+4o0 t—+4o00

As a result, (6.25) becomes

t—+oo

i log Po(Li€T§) < —N.

Since I'y is precompact in the 7%-topology for any N > 0, and N can be chosen arbitrarily
large, this proves the exponential tightness of the family of empirical distributions in the
T"-topology. O
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We are now in position to prove Theorem 2.11.

Proof of Theorem 2.11. The previous lemmas make it possible to apply the Gartner-Ellis
theorem (recalled in Appendix A). The function A in Theorem A.1 of Appendix A is the
cumulant function

1 ¢
. I~ . 1 I f(XS)ds}
)\'fEB”(X)Htl}?ootngz{eo .

The topological dual of (M, (X),7") is B°(X), where M, (X) is the set of measures
over X integrating « (see [102, 76] and [30, Lemma 3.3.8] for details). We have proved
that ) is well defined, Gateau-differentiable, and that the family of measures

t=m() =P, (Le€-),

is exponentially tight in the 7*-topology. Therefore, (7;):>( satisfies a large deviations
principle in the 7"-topology with good rate function given by

Vv e M(X), I(v)= sup {v(f)—A([f)}. (6.26)

feBg

Note first that I(v) > 0. We next observe that I(v) = +oo if v is not normalized
to 1 (take f to be constant in the supremum (6.26)), so we may consider I over P(X).
Moreover, choosing f = & in (6.26) and noting that A(k) < +oo by Lemma 6.6, we get
I(v) = +o if v ¢ P, (X). If v is not absolutely continuous with respect to x, there exists
a measurable set A C X such that u(A) =0 and v(A) > 0. Since 1 has a positive density
with respect to the Lebesgue measure, this means that A has zero Lebesgue measure.
Consider then f, = alsy € BZ(X) for a € R. Since A has zero Lebegue measure
and (X;);>0 has a smooth density for all ¢ > 0 (as a consequence of Assumption 2.5) it
holds, for all ¢t > 0,
E, [f.(Xt)] = aP, (X, € A) = 0.

Therefore, the process

Z = /0 ful(Xo) ds,

satisfies E;[Z;] = 0 for all ¢ > 0. Since Z; > 0, it holds Z; = 0 almost surely, for any ¢ > 0.
As a consequence we obtain

1 t 1
Vit >0, ZlogEx {ejo f“(XS)dS} = glogIEx [e?] = 0.
This shows that A(f,) = 0, so that from (6.26) we obtain
1(v) > av(A),

with v(A) > 0. By letting a — 400 we are led to I(v) = +oc.

Finally, we show that I(v) = 0 if and only if v = u, and that (L;,),>0 converges
almost surely to p in the 7"-topology for any sequence (t,,),>0 such that ¢,/ log(n) — +oo
(see [28, Appendix B] for the definition of this almost-sure convergence). Define

I = {z/eP(X) ’I(u) = jnf I}.

Since I has compact level sets (because it is a good rate function, see Theorem A.1), .# is

a non-empty closed subset of P(X) for the 7"-topology. Moreover, in order for the LDP
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upper bound to make sense, it holds infpx) I = 0. If .5 denotes an open neighborhood
of ., the lower semicontinuity of I implies that

inf T > 0.
75
Therefore, by the large deviations upper bound we have, for any ¢ > 0,

P, (Ly ¢ I5) =Py (Ly € I5) < C exp (—t i}; 1) , (6.27)

for some constant C' > 0. Consider now a sequence (¢,),>1 such that ¢, /log(n) — +oo
as n — +oo. In particular, there exists n, € N such that ¢, inf g¢ [ > 2log(n) for n = n,,
which implies

1
S Pu(Li, ¢ I5) <na+C Y — < +oo.

n=0 NN,

This shows that (L;, ),>0 converges almost surely to .# in the 7"-topology, by the Borel-
Cantelli lemma (and by definition of convergence in a topological space [28, Appendix B]).
However, we know by Proposition 2.10 that the only possible limit for (L;,),>0 is p,
hence .# = {u} and (L;, )»>0 almost surely converges to (.

We finally show for completeness that (L;);>¢ almost surely spends a finite Lebesgue
time outside .%;. For this we introduce the random subset of R of times ¢ > 0 for
which L; does not belong to .%;, namely T'= {t > 0| L, ¢ .%;}. Since

Pm(Lt ¢ jﬁ) = EI[]I{Lfﬁf&}L

we have, by Fubini’s theorem, for any ¢ > 0,

/Ot P, (Ls ¢ fa)ds =1, [/Ot ]I{L&%}ds] - Em“Tﬁ [07tm‘

By using (6.27) and the dominated convergence theorem, we obtain

+oo

As aresult, |T'| < +oo almost surely. This means that, for any neighborhood .#5 of .7 in
the 7"-topology, the empirical measure (L;):>( almost surely spends a finite Lebesgue
measure time outside .#5, and this concludes the proof. O

6.2 Proofs of Section 3

We start by providing a preliminary technical result in Section 6.2.1, which shows that
the eigenvectors hy considered in Lemma 6.6 belong to the generalized domain D (L)
defined in (3.4). We then turn to the proofs of Proposition 3.1 (see Section 6.2.2) and
Corollary 3.2 (see Section 6.2.3).

6.2.1 A preliminary technical result

Lemma 6.10. Fix f € BX°(X). The function h; € B{p(X) defined in Lemma 6.6 belongs
to DT (L) and satisfies
Lhy

fh—:f*/\(f)GBf?(X) (6.28)
f
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Proof. We already know by Lemma 6.6 that hy € C°(X) and hy > 0. It therefore suffices
to show that Ay € D(L) and to obtain the representation (6.28) for Lh;. We combine to
this end elements from [30, Theorem 4.2.25] and [114, Proposition B13].

We start by noting that, since hy is an eigenvector of the operator Ptf with eigen-
value et it holds

hy(z) = e Mt (Ptfhf) () = E, (hf(Xt)efJWXs)*A(f)] dS) : (6.29)
Therefore,

(Pehg) (@) =y (w) = T, | (1=l UODADIE) (X))
t f (6.30)
== [ B[00 = AU )],
0

where the last equality comes from Fubini’s theorem and
t t
D(t) — B(0) = / ' (s)ds,  B(s) = els V(X)=A]dO
0

Note that we can indeed apply Fubini’s theorem since there exist K, c > 0 such that

‘(f(Xs) _ )\(f))efj[f(Xe)f/\(f)] 0 hf(Xt)’

<K () + 1 ll3) gl s £(X )W (X et Jo <X 00,

and (since we are integrating nonnegative functions)

t t
/ Em [K(XS)W(Xt)eC fsf H(Xe)d@jl ds = ]Ex |:W(Xt) / K(XS) e€ fst r(Xo) db dS:|
0 0
< lEm |:W(Xt) ecfof’ N(Xe)d9:| ,

&
where the last expression is finite by manipulations similar to the ones performed in the
proof of Lemma 6.1.

We can next use (6.29) at initial time s € [0, t] together with a conditioning argument
to write

Eq [(f(X,) = A(D)el VDA b (x| = B, [(£(X) = M) (PN Dhg) (X))

E
By [(f(Xs) = M)y (Xs)] -

This finally shows that (6.30) becomes

Phy—hy = /O/PS[(/\(f) — f)hy]ds.

Since (A(f) — f)hys is in B3, (X) (as the product of functions in Bjp(X) and B:° (X)) and
(P:)t>0 is a semigroup of bounded operators on B2, (X) by (2.14), it holds

/0 Py(M(f) = f)hy| ds < +o0,

so that (3.1) is satisfied. As a result, hy € D(L) and Lhy = (A(f) — f)hs in the weak
sense defined by (3.2). O
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Remark 6.11. It is actually possible to make more general statements about the do-
mains of the generators of (Ptf )i>o for f € B°(X), similarly to [114, 115]. For this, one
considers the (closed) subset of functions ¢ € B (X) for which Ptfgo — @ in Bjy(X) when
t — 0, see [96, Exercice 1.16]. We can then define a generator £; with domain D(Ef)
for this semigroup. By manipulations similar to those of Lemma 6.10, we can show
that D(Ly) C D(L) when we define D(L) as in (3.2). In this case we obtain the represen-
tation £y = £ — f which could be expected. This procedure allows to define a common
domain for the operators £; with f € B°(X).

Here we bypass the approach sketched above because, for the proof of Proposition 3.1
given below, we can restrict our attention to the eigenvectors hy for f € B°(X). In
this case, it is clear that Ptfhf — hy in By (X) when t — 0, and we have the simple
representation formula Lh; = (A(f) — f)h;, which can be seen as a reformulation of the
eigenvalue equation (£ + f)hy = A(f)hy.

6.2.2 Proof of Proposition 3.1

For the proof, which is partly inspired by [30, Lemma 4.1.36], we denote by Ir the rate
function given by the Fenchel transform in (2.19) and Iy for the Varadhan functional on
the right hand side of (3.3). We repeatedly use the results of Lemmas 6.6 and 6.10.

We first show that Iy (v) = +oc0 if v is not absolutely continuous with respect to p
or does not belong to P, (X). Assume first that v <« p does not hold: there exists a
set A C X such that v(A) > 0 and p(A) = 0. For any ¢ € R we introduce f, = al 4
and denote by h, the eigenvector associated with the principal eigenvalue e**(fa) of Ptf °
for some ¢t > 0. Recall that h, € D*(L) by Lemma 6.10. As shown in the proof of
Theorem 2.11, it holds A(f,) = 0, so that (6.28) can be rewritten as

 Lh,
ha

:a]lA.

Therefore,

Iy(v) > / _Lha dv = av(A) > 0.
X ha

By letting a — +o00, we conclude that Iy (v) = +0co when v is not absolutely continuous
with respect to p. Next, if v ¢ P, (X), since £ > 1 it holds v(k) = +oco. We may then
choose f =k € B (X). By Lemma 6.10, the principal eigenvector h,, belongs to D (L)
with A(k) < +00, so we have

Lh,
IV(Z/)2/ - dy:/ kdv — A(k) = 400,
x e x
ie. Iyv(v) = +oo if v ¢ P, (X). This shows that Ir(v) = Iyv(v) when v is not absolutely
continuous with respect to p or v ¢ P, (X). We next show that Iy = Iy when v < p and

v € P.(X), which we assume until the end of the proof.
Let us first show that Iy > Iy. For this, we consider v € D™ (L) and introduce
Lu
fu=-".
u

Because of the definition (3.4) of D' (L), we know that f, € B°(X). We can then write,
since v € P, (X),

Ir(v) = v(fu) = M fu)- (6.31)

We now show that A(f,) < 0. By computations similar to the ones in the proof of
Lemma 6.1, and using the continuity of u € D*(ﬁ) (see also [115, Corollary 2.2]), we
obtain by the local martingale property that

0< Plu<u. (6.32)
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Therefore, recalling the definition (6.19) of the h-transformed evolution operator with a
time ¢ > 0 fixed (with r(f,) = A(f.) in view of Lemma 6.6), and denoting by h,, > 0 the
eigenvector associated with f,, in Lemma 6.6, (6.32) becomes

—ntA(fu) ¥ S on [ L v
e hu = Qhu <hu m N hu d/’thm

where the limit n — +oo follows from (6.20) (noting that u/h, € B;/)hfl (X)). The latter
limit is positive since u/h,, is continuous and positive, which implies that A(f,) < 0.
Therefore, (6.31) leads to

u

Be0) > v(h) = ME) 2 0lh) = [

Since u € DT (L) is arbitrary, taking the supremum shows that Ir(v) > Iy(v) for any
v € Py(X) with v < p.

We finally turn to the inequality Ir < Iy. Consider for any arbitrary f € BX°(X)
the eigenvector hy € Bjj(X) defined in Lemma 6.6. By Lemma 6.10, this eigenvector
belongs to D" (L) and satisfies Lhy = (A(f) — f)hs. Thus, since v € P, (X), we have

Given that, in the above equation, f is an arbitrary function belonging to B°(X'), taking
the supremum leads to

Iv(v) = sup {v(f) = A(f)}

feBx

This finally shows that Ir(v) = Iy(v) for all v € P, (X) with v < p and concludes the
proof.

6.2.3 Proof of Corollary 3.2

Since I is the Fenchel transform of )\, the result follows if we can show that the applica-
tion A defined on B2°(X) is stable by bi-Fenchel conjugacy. The convexity and finiteness
of A\ show that a (necessary and) sufficient condition for A to be bi-Fenchel stable is
for the functional f — A(f) to be lower-semicontinuous (see [8, Theorem 2.22]). We
show below that it is actually continuous: for any sequence (f,)n>0 in B°(X) such that
| fn = fllB> — 0 for some f € B (X), it holds A(f.) = A(f) as n — +oo. We shall use
for this a stability result from [22].

Consider a sequence ( f,)n>0 converging to f in B°(X). Using Lemma 6.3, for any
¢ € BR(X), t>0,z€ X andn € N, it holds (using again the inequality a < e® for a > 0)

|(Ple) @) — (PI"o) )|
< llellag B [W(Xt) ( / ) — £l ds) e<lflssoﬂfnlewfo‘stws]
0

< llellsglf = fullBeEq {W(Xt)GQ(Hf”BSO+an\|Bg_°)fotN(Xs)ds

< Cllellsgllf = fall BBy [Mi]
< Clellsgllf = fallp=W (),

for some constant C' > 0 depending on t > 0, ||f||p= and sup,> [|fullB=. We used
Lemma 6.1 and the supermartingale property of M, to obtain the last line. This leads to

1P/~ P/ ppgs) < CIF = fulle —— 0. (6.33)
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We know by Lemma 6.6 that A(f) and A\(f,,) are associated with the isolated largest
eigenvalue of the operators Ptf and Ptf" respectively. Therefore, (6.33) shows that
the approximation is strongly stable (we refer to [22], in particular the definitions in
Section 2.2 and Proposition 2.11), so [22, Proposition 2.2] ensures that A(f,) — A(f) as
n — +o0o. This shows that the function A : B°(X) — R is continuous and concludes the
proof.

6.2.4 Proof of Theorem 3.3

The proof, inspired by [15], relies on two ideas: performing a Witten transform inside
the variational representation (3.3) and separating the symmetric and antisymmetric
parts of the generator £. We write dv = pdu = e¥ du and assume first that v € C°(X)
instead of J# 1(u). Starting from (3.3), we consider a function u of the form

u=e?/p, ¥ECIX). (6.34)

We call this choice “variational Witten transform” for its similarity with the standard
Witten transform [112, 62, 83] and its use in the variational formula (3.3) satisfied by I.
Since u = e¥ % with v,y € C2°(X) it is clear that u € D+(£). This follows by noting that,
using the shorthand notation w = ¢ /2 +v/2 € C°(X), we have

Lu

1

Moreover, it holds u = e¢* > 0 and u is constant outside a compact set, so u € By (X)
and it holds u € D*(L).
We now rewrite the expression in (3.3) for « given by (6.34), using again the nota-

tion w = /2 4 v/2:
—/ Sy = — /Lwdu—f/ loTVw|? dv.

Recalling that S = 00’ /2 and expanding w = 1//2 + v/2, we obtain

/ /Ed}duf%/xﬁvdu

1 1 1 (6.35)
—*/v1/)~5v1bdl/—*/V’U'SV’L/JdV—f/V’U-SV”UdV.
4 Jx 2 Jx 4 Jx
We now decompose L into symmetric and antisymmetric parts. First, it holds
1 1 ) 1
5 [ vdr==3 [ esvyeran =5 [ (cav)av
* x - (6.36)

1 1
:§/XV1/)~SVvdl/f§/X(ﬁA¢)dy

On the other hand, using that £, is a first order differential operator satisfying £31 =
—LA1 =0, we obtain

/(£Av)e/”du:/(£Ae“)du:/(£R]l)e“du:0.
X X X

As a result
1 1 . 1 . 1
—— | Lvdv=—= [ (Lsv)e’du— = [ (Lav)e’du== [ Vov-SVudrv. (6.37)
2 Jx 2 Jx 2 Jx 2 Jx
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By plugging (6.36)-(6.37) into (6.35), we obtain

/—du— /Vv-SVvdV—l/(ﬁAw)dl/—l/ Vi - SV dv. (6.38)
X 2 Jx 4 Jx

The first term in the above equation reads (recalling that p = ")

le/XVv vadl/—/ V(vp) - SV(/p)du

By density of C°(X) in #! (), the above expression is valid for any p such that /p €
(). The above computation shows that this condition is equivalent to assuming that
v e A (v), and

1 1
Z/Xv”'sv”d’/:ﬂ”@fl(u)v

which does not involve the function ¢ € C°(X). Moreover, since Ly is a first order
differential operator, antisymmetric on L?(p), it holds

[ esvya=— [ @ersdn=- [ caywar

As a result, (6.38) rewrites

1 1
- [ = el + 5 [ Carhdy = 3o, (6.39

and this expression is finite for any ¢ € C°(X).

Our goal is now to take the supremum over functions ¢ € C°(X) in (6.39), and prove
that this is enough to obtain the supremum over D (L). We consider for this the terms
depending on ¢ in (6.39) and, using the duality between #1(v) and #~'(v) (see [75,
Section 2, Claim F]) we obtain

1 1 1 1
> [@avwdr = [ Vo 5Tudn < JiLavhe st - 10
2 Jx 4 Jx 2 4 (6.40)

1 1
S Z€|£Av|if*1(u) - 1(1 - 5)|¢|3f1(u)7

where we used Young’s inequality with € < 1 to obtain the second line. Since Lav €
#~1(v), the supremum over the functions ¢ € C2°(X) takes the value —oco when ¢ ¢
' (v). Therefore, by density of C°(X) in ' (v), the supremum over the functions of
the form (6.34) for ¢ € C°(X) recovers the supremum over DT (£) and it holds

1 1
I(v) = Z|U|.2}f1(r/) + Z“CAvij—l(u)’ (6.41)

by definition of the #~!(v)-norm in Section 2.1, which concludes the proof.

Remark 6.12. We have proved our result for measures of the form dv = e” du. Con-
sidering more general measures v < pu is made difficult because the Radon-Nikodym
derivative p = dv/du may vanish on some region of X, hence the definition of £ (log p)
is not clear. Given (6.40), we see that we can give a sense to our computations pro-
vided L4 (log p) defines a linear form on ! (v), namely: there exists C' > 0 such that

Vo e A ‘/ bLalog p) dv| < Clo ]t

We find it however clearer to work directly with exponential perturbations of the invariant
measure u.
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6.2.5 Proof of Corollary 3.4

The proof follows from the variational formulation of Theorem 3.3. Indeed, let us
rewrite (3.9) as

Ix(v) = 7, (v), (6.42)

—— inf
2 yer'(v)
where v is fixed and satisfies the assumptions of the theorem, and

Z,(¥) = %/X%(Wp) du—/Xw(ﬁAv) dv.

By [75, Section 2, Claim F], we can identify .7#~!(v) with the dual of J#!(v), so that Z,
reads

1
Ve AN (v), T,(¢) = 5\7#@01(”) — LAV, V) se-1(0), 1 ()

Denoting by V the adjoint of the gradient operator in L?(v), standard results of calculus
of variations show that the minimum in (6.42) is attained at a unique v, € ¢ 1 (v) solution
to

V(SV,) = Lav. (6.43)

Inserting 1, solution to (6.43) in (6.42) leads to

Ia(v) = %/X‘f(%wv)dv, (6.44)

which concludes the proof.

A Tools for large deviations principles

In this section, we remind some large deviations concepts (using the abuse of notation
discussed at the beginning of Section 6 for denoting expectations and probabilities).
For a Polish space ), we denote by )’ its topological dual (the set of continuous linear
functionals over )). We first recall the definition of an exponentially tight family of
measures. A family of measures (7;:);>0 over a Polish space ) is called exponentially
tight if for any N < +o0, there exists a (pre)compact set I'y C ) such that

— 1
tl}lﬁloo n logm (I'Yy) < —N.
In words, exponential tightness means that the measures (m;);>( concentrate exponen-
tially fast over compact sets. This property is used in large deviations to turn an upper
bound over compact sets into an upper bound over all closed sets.

We now define the cumulant function. Consider a family of measures (m;);>( over
a Polish space Y. The logarithmic moment generating function is defined as in [28,
Section 4.5]: forany ¢t > 0, f € )’ and a random variable Z; distributed according to m;,

A(f) = logE {e<f,z,,>y,,y] - log/ eIy (dy). (A1)
Yy

The scaled cumulant generating function is defined by
. 1
A(f) = ;At(tf). (A.2)

Let us relate this quantity with the objects introduced in Section 2. In our situation,
we consider fluctuations of the empirical measure L; € M(X) (where M(X) is the space
of measures with finite mass), so ) = M(X) and forI' € M(X),

m(T) =P, (L, €T).
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On the other hand, f belongs to a space of functions, typically ) = M(X)" = B®(X)
when the 7-topology is considered. In practice we may restrict ourselves to probability
measures because the rate function is infinite otherwise. We see that considering
L; € P.(X) leads to choosing f € B°(X). In any case the duality relation (A.1) reads in
this case

A(f) = 108;/

ey yp, (L; € dy) = logE, [eLt(f)] = logE, [e% 5 f(XS)dS} ,
P(X)
so that A;(f) coincides with the argument of the limit in (2.18). With these preliminaries,
we are in position to state the key theorem for the results in this work, which goes back
to [55, 45] and is presented for instance in [28, Corollary 4.6.14]. We recall that a rate
function is said to be good if its level sets are compact for the considered topology.
Theorem A.1 (Projective limit - Gartner-Ellis). Let (7¢):>0 be an exponentially tight family
of probability measures on a Polish space ). Assume that
AC) =, Tim_Au()

is finite valued over )’ and Gateau-differentiable. Then (m;);>( satisfies a large deviations
principle over ) with good rate function A*, the Legendre-Fenchel transform of A.

B Proof of Proposition 2.9

The proposition is a consequence of the equality

LW 0, r
W_—_i_— - - 2 .
W 9( LV 2|<r VV|)

Since |07 VV| has compact level sets and ¥ ~ |07 VV|? by (2.15), ¥ has compact level
sets. Since V has compact level sets, for ¢ < /2 it holds # <« W and W2 < C1W for

some constant C7 > 0. Moreover, outside a compact set, the function
U 0(—LV —§oVV])

TLZ T S (CLV -~ 5loVV)

is bounded above and below since the numerator and denominator are both equivalent

to |07 VV|?, so the second condition in (2.13) holds. Finally,
LW € 5 0
2 9 (—LV — Z1oVVI2) =220 —LV — Z |6V V|2 - VV|?
7 8( L 2|a \) 99( L 2|U |>+5(9 e)|leVV]|

= 2%‘1’ +e(0 —¢)|loVV A

Since ¥ ~ |cVV|?, we may choose ¢ small enough so as to obtain

LW
—2—— < U 4 (y,
% + C2
for some constant Cy € R. This proves the third item of (2.13).

We finally turn to the proof of (2.14). For this we compute
L(EW) = kLW + WLk + (67 Vk) - (6T VIWV).
Hence, using that W (z) = ¢’V (@), for any 5 > 0 it holds

L(xW) = LW + Lr + (6TV1ogW) - (67 V log k)
K

kW w

L 1

< -0+ =ty ﬂ\aTng W+ —|o"Vlog k|2
K 2 2n

L 1

= -V + EGQ\UTVV\Q + 25y —|oTVlogk|*.

2 K 2n
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Since ¥ ~ |07 VV|? at infinity and (2.16) holds, this shows that (2.14) is satisfied when
choosing 7 > 0 sufficiently small.

C Proof of Lemma 4.5

The proof relies on manipulations similar to those of [86]. A simple computation
shows that

LW
-7 (¢.p) =eq-VV —~e%|q|* +ve(1 — 20)p - ¢ + 67(1 — 0)[p|* — e[p|* — 67d. (C.1)
For any n > 0 it holds
2 2
pg>— la® _Ip®
2 2n

As a result, Assumption 4.4 leads to

E”/W 2 2 1NE 2 2 e
_ > _ _Jd= = _ eI =
i @0) > lal? (eve —7e* = TE(=20)) 4 pl? (67— 6%y~ = 5 (1-20)
— 0vd — eCly.
Since 6 > 0, it holds r
w
- ;I/ (Qap) 2 CL|Q|2 + b‘p|2 - 07

with - e
= —_ — ) = 2 = — — _— =
a=¢ (cv : ) 1€ b=6(1-6)py—c - 3=, C=6yd+<Cy.

The claim follows for 6 € (0,1) by choosing 7 < 2¢y /v and e > 0 sufficiently small.
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