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On the boundary local time measure of
super-Brownian motion
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Abstract

In [9] the Hausdorff dimension, df , of ∂R, the topological boundary of the range of
super-Brownian motion for dimensions d = 2, 3 was found; df = 4− 2

√
2 if d = 2, and

df = (9 −
√

17)/2 if d = 3. We will refine these dimension estimates in a number of
ways.

If Lx is the total occupation local time of d-dimensional super-Brownian motion, X,
for d = 2 and d = 3, we construct a random measure L, called the boundary local time
measure, as a rescaling of Lxe−λL

x

dx as λ→∞, thus confirming a conjecture of [19]
and further show that the support of L equals ∂R. This latter result uses a second
construction of a boundary local time L̃ given in terms of exit measures and we prove
that L̃ = cL a.s. for some constant c > 0. We derive reasonably explicit first and
second moment measures for L in terms of negative dimensional Bessel processes and
use them with the energy method to give a more direct proof of the lower bound of the
Hausdorff dimension of ∂R in [9]. The construction requires a refinement of the L2

upper bounds in [19] and [9] to exact L2 asymptotics. The methods also refine the left
tail bounds for Lx in [19] to exact asymptotics. We conjecture that the df -dimensional
Minkowski content of ∂R is equal to the total mass of the boundary local time L up to
some constant.

Keywords: super-Brownian motion; local time; exit measure; boundary local time measure.
MSC2020 subject classifications: 60G57; 60J68; 60H30; 35J75; 60J80.
Submitted to EJP on March 3, 2020, final version accepted on August 10, 2020.
Supersedes arXiv:2001.09137.

1 Introduction and main results

1.1 Introduction

Let MF = MF (Rd) be the space of finite measures on (Rd,B(Rd)) equipped with the
topology of weak convergence of measures. A super-Brownian motion (SBM) (Xt, t ≥ 0)

starting at X0 ∈MF is a continuous MF -valued strong Markov process defined on some
filtered probability space (Ω,F ,Ft, P ) described below and we let PX0

denotes any
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Boundary local time measure of super-Brownian motion

probability under which X is as above. We write µ(φ) =
∫
φ(x)µ(dx) for any measure

µ and take our branching rate to be one so that for any non-negative bounded Borel
functions φ, f on Rd,

EX0

(
exp
(
−Xt(φ)−

∫ t

0

Xs(f)ds
))

= exp
(
−X0(Vt(φ, f))

)
. (1.1)

Here Vt(x) = Vt(φ, f)(x) is the unique solution of the mild form of

∂V

∂t
=

∆Vt
2
− V 2

t

2
+ f, V0 = φ, (1.2)

that is,

Vt = Pt(φ) +

∫ t

0

Ps

(
f −

V 2
t−s
2

)
ds.

In the above (Pt) is the semigroup of standard d-dimensional Brownian motion. See
Chapter II of [20] for the above and further properties.

It is known that the extinction time of X is a.s. finite (see, e.g., Chp II.5 in [20]). The
total occupation time measure of X is the (a.s. finite) measure defined as

I(A) =

∫ ∞
0

Xs(A)ds.

Let S(µ) = Supp(µ) denote the closed support of a measure µ. We define the range, R,
of X to be R = Supp(I). In dimensions d ≤ 3, the occupation measure I has a density,
Lx, which is called (total) local time of X, that is,

I(f) =

∫ ∞
0

Xs(f) ds =

∫
Rd
f(x)Lx dx for all non-negative measurable f.

Moreover, x 7→ Lx is lower semicontinuous, is continuous on S(X0)c, and for d = 1 is
globally continuous (see Theorems 2 and 3 of [23]). Thus one can see that in dimensions
d ≤ 3,

R = {x : Lx > 0},

andR is a closed set of positive Lebesgue measure. In dimensions d ≥ 4, R is a Lebesgue
null set of Hausdorff dimension 4 for SBM starting from δ0 (see Theorem 1.4 of [2]),
which explains our restriction to d ≤ 3 in this work.

We will largely be considering the case when X0 = δ0. The Hausdorff dimensions
of the boundaries of SBM have been studied in [19] and [9]. Let ∂R be the topological
boundary of the range R and define F to be the boundary of the set where the local
time is positive, i.e. F := ∂{x : Lx > 0}. Let dim denote the Hausdorff dimension and
introduce:

p = p(d) =


3 if d = 1

2
√

2 if d = 2
1+
√

17
2 if d = 3,

and α =
p− 2

4− d
=


1/3 if d = 1
√

2− 1 if d = 2
√

17−3
2 if d = 3.

(1.3)

Theorem 1.1 ([19], [9]). With Pδ0 -probability one,

dim(F ) = dim(∂R) = df := d+ 2− p =


0 if d = 1

4− 2
√

2 ≈ 1.17 if d = 2
9−
√

17
2 ≈ 2.44 if d = 3.
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Boundary local time measure of super-Brownian motion

It is also natural to consider SBM under the canonical measure Nx0
. Recall from

Section II.7 in [20] that Nx0
is a σ-finite measure on C([0,∞),MF ), which is the space

of continuous MF (Rd)-valued paths furnished with the compact-open topology, such
that if we let Ξ =

∑
i∈I δνi be a Poisson point process on C([0,∞),MF ) with intensity

NX0
(dν) =

∫
Nx(dν)X0(dx), then

Xt =
∑
i∈I

νit =

∫
νt Ξ(dν), t > 0, (1.4)

has the law, PX0 , of a super-Brownian motion X starting from X0. In this way, Nx0

describes the contribution of a cluster from a single ancestor at x0 and the super-
Brownian motion is then obtained by a Poisson superposition of such clusters. We refer
the readers to Theorem II.7.3(c) in [20] for more details. The existence of the local
time Lx under Nx0 will follow from this decomposition and the existence under Pδx0 .
Therefore the local time Lx under PX0 may be decomposed as

Lx =
∑
i∈I

Lx(νi) =

∫
Lx(ν)Ξ(dν). (1.5)

The global continuity of local times Lx under Nx0 is given in Theorem 1.2 of [6]. It is not
surprising that Theorem 1.1 continues to hold under the canonical measure.

Theorem 1.2 ([19], [9]). N0-a.e. dim(F ) = dim(∂R) = df .

The definition of F is natural from an analytical perspective but the topological
boundary ∂R is a more natural random set from a geometrical point of view. One can
check that

∂R ⊂ F. (1.6)

In d = 1, it has been shown in Theorem 1.7 in [19] and Theorem 1.4 in [7] that there
exist random variables L and R such that

F = ∂R = {L,R} where L < 0 < R, N0-a.e. and Pδ0 -a.s. (1.7)

Whether or not F = ∂R remains open in d = 2 and d = 3. Given the simple nature of F
and ∂R in d = 1, we largely will focus on d = 2 and d = 3 in what follows.

Our main goal in this paper is to construct a random measure on ∂R or F . Recall α
from (1.3). For any λ > 0, under Pδ0 and N0 we define a random measure Lλ on Rd by

dLλ(x) = λ1+αLxe−λL
x

dx. (1.8)

The two authors in [19] conjecture that as λ→∞, Lλ converges in probability in the
space MF (Rd) to a finite measure L which necessarily is supported on F . In this paper,
we confirm this conjecture and further show that the support of L is precisely ∂R.

Convention on functions and constants Constants whose value is unimportant and
may change from line to line are denoted C, c, cd, c1, c2, . . . , while constants whose values
will be referred to later and appear initially in say, Lemma i.j are denoted ci.j , or ci.j
or Ci.j .

Notation Let MF be equipped with any complete metric d0 inducing the weak topology

and let {µt, t ∈ T} be a collection of MF -valued random vectors. We use µt
P→ µt0 as

t → t0 to denote the convergence in probability under PX0
if for any ε > 0, we have

PX0(d0(µt, µt0) > ε)→ 0 as t → t0. We slightly abuse the notation and use µt
P→ µt0

as t → t0 to denote the convergence in measure under NX0
if for any ε > 0, we

have NX0
({d0(µt, µt0) > ε} ∩A)→ 0 as t → t0 where A is any measurable set with

NX0
(A) <∞.

EJP 25 (2020), paper 106.
Page 3/66

https://www.imstat.org/ejp

https://doi.org/10.1214/20-EJP507
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Boundary local time measure of super-Brownian motion

1.2 Main results

Theorem 1.3. Let d = 2 or 3. Under both N0 and Pδ0 , there exists a random measure

L ∈ MF (Rd), supported on ∂R, such that Lλ P→ L as λ → ∞ and there is a sequence
λn →∞ such that Lλn → L a.s. as n→∞.

In Corollary 1.7 below we show that the support of L is exactly ∂R and so L 6= 0

N0-a.e. and Pδ0 -a.s. A different problem is studied in [11] where a random measure is
constructed on the boundary of the zero set of the density X(t, x) for any fixed t > 0 in
d = 1.

Next we consider the case under NX0 and PX0 for general initial condition X0. Since
the above theorem holds under Nx for any x by translation invariance of SBM, and
NX0(·) =

∫
Nx(·)X0(dx), it is easy to see that the above result continues to hold under

NX0 for any X0. However, the case under PX0 is somehow more delicate–instantaneous
extinction at time t = 0 will make the behavior of ∂R∩ S(X0) quite different from that
under Pδ0 and N0; see Proposition 1.6 and Remark 1.8(b) of [19] for such examples.
Therefore under PX0 we will restrict our interest to S(X0)c. For any λ > 0, under PX0

we define a random measure Lλ supported on S(X0)c by

dLλ(x) = λ1+αLxe−λL
x

1(x ∈ S(X0)c)dx. (1.9)

Notation For any δ > 0 and any set K, we let K≥δ = {x : d(x,K) ≥ δ} where
d(x,K) = inf{|x− y| : y ∈ K}. Similarly we define K>δ,K≤δ and K<δ. For any measure
µ and any set K, we use µ|K(·) ≡ µ(· ∩K) to denote the restriction of µ to K.

Theorem 1.4. Let d = 2 or 3 and let X0 ∈ MF (Rd). Under PX0
there exists a σ-finite

random measure L, supported on ∂R ∩ S(X0)c, such that for any k ≥ 1, we have

Lλ|S(X0)≥1/k
P→ L|S(X0)≥1/k as λ → ∞ and there is a sequence λn → ∞ such that

Lλn |S(X0)≥1/k → L|S(X0)≥1/k , ∀k ≥ 1 a.s.

Remark 1.5. (a) The behavior of ∂R on the boundary of S(X0) depend largely on the
mass distribution of X0 and is still quite different from that under N0 and Pδ0 . In the
proof we first give the existence of a finite measure lk by restricting our interest to
S(X0)≥1/k for any k ≥ 1 and then construct a σ-finite measure L supported on S(X0)c

by defining L|S(X0)≥1/k = lk for any k ≥ 1. In most cases we will only be considering the
properties of L on sets with positive distance away from S(X0) and the above theorem
suffices for our purposes.
(b) One sufficient condition on X0 to give the a.s finiteness of L(1) goes back to the
renormalization of local times in d = 2 or 3 (see [6]). For example in d = 2, if we have
infx∈S(X0)

∫
log+(1/|y − x|)X0(dy) =∞, then Theorem 1.11 of [6] will imply that PX0

-a.s.
there is some δ > 0 so that S(X0)<δ ⊂ Int(R), and therefore S(X0)<δ is not in the support
of L. Hence L = L|S(X0)≥δ and the a.s. finiteness of L(1) follows.

Theorem 1.6. PX0
-a.s. and NX0

-a.e. for any open set U ⊂ S(X0)c,

U ∩ ∂R 6= ∅ ⇒ L(U) > 0. (1.10)

In particular we have PX0 -a.s. that Supp(L) = S(X0)c ∩ ∂R and

S(X0)c ∩ ∂R 6= ∅ ⇒ L > 0. (1.11)

Note under PX0
we will be working on the space S(X0)c and so the set S(X0)c ∩ ∂R

will be a closed set in S(X0)c. The hypothesis in (1.11) is necessary–an example is given
in Proposition 1.5 of [19] where it fails with positive probability.
Let B(x0, ε) = Bε(x0) = {x : |x− x0| < ε} and set Bε = B(ε) = Bε(0).
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Corollary 1.7. Pδ0 -a.s. and N0-a.e. for any open set U ,

U ∩ ∂R 6= ∅ ⇒ L(U) > 0. (1.12)

In particular, Supp(L) = ∂R and L > 0, Pδ0 -a.s. and N0-a.e.

Proof. We know from the proof of Corollary 1.4 and Theorem 1.5 of [9] that Pδ0 -a.s. and
N0-a.e. there exists some δ > 0 such that Lx > 0 for all |x| < δ and so 0 /∈ ∂R, which
implies

U ∩ ∂R 6= ∅ ⇒ (U\{0}) ∩ ∂R 6= ∅.

Then we may apply Theorem 1.6 with U\{0} in place of U to complete the proof
of (1.12). Next for any x ∈ ∂R, take U = B(x, ε) for any ε > 0 and use the above to get
∂R ⊂ Supp(L). Together with Theorem 1.3 we conclude Supp(L) = ∂R, Pδ0 -a.s. and
N0-a.e. By (1.12), it follows immediately that L > 0, Pδ0 -a.s. and N0-a.e. �

Now we proceed to the first and second moment measures of L. Define

µ =


−1/2 if d = 1

0 if d = 2

1/2 if d = 3,

and ν =
√
µ2 + 4(4− d) =


7/2 if d = 1

2
√

2 if d = 2
√

17/2 if d = 3,

(1.13)

so that (recall (1.3)) d = 2 + 2µ and p = µ + ν. Let P̂ (2−2ν)
x denote the law of the

d-dimensional process {Yt : t ≥ 0} such that{
Yt = x+ B̂t +

∫ t
0
(−ν − µ) Ys

|Ys|2 ds, t < τ0,

Yt = 0, t ≥ τ0.
(1.14)

Here τ0 = inf{t ≥ 0 : |Yt| = 0} and B̂ is a standard d-dimensional Brownian motion

starting from x under P̂ (2−2ν)
x . Remark 1.9(b) below shows why P̂ (2−2ν)

x is well-defined.
Let V∞(x) := N0(Lx > 0) for all x 6= 0. For any x1 6= x2, we let ~x = (x1, x2) and define
for all x 6= x1, x2,

V ~∞,~x(x) := Nx

(
{Lx1 > 0} ∪ {Lx2 > 0}

)
. (1.15)

For i = 1, 2 we define

U ~∞,~x
i (x) :=

1

|x− xi|p
Ê

(2−2ν)
x−xi

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + xi)− V∞(Ys))ds
))
, (1.16)

and set

U ~∞,~x
1,2 (x) := −Ex

(∫ ∞
0

2∏
i=1

U ~∞,~x
i (Bt) exp

(
−
∫ t

0

V ~∞,~x(Bs)ds
)
dt
)
, (1.17)

where B is a d-dimensional Brownian motion starting from x under Px.

Theorem 1.8. (a) There is some constant K1.8 > 0 such that for any nonnegative
measurable φ : Rd → R, we have

N0

(∫
φ(x)dL(x)

)
= K1.8

∫
|x|−pφ(x)dx. (1.18)

(b) For any nonnegative measurable h : Rd ×Rd → R, we have

N0

(
(L × L)(h)

)
= K2

1.8

∫
h(x1, x2)(−U ~∞,~x

1,2 (0))dx1dx2. (1.19)
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Moreover, there is some constant c1.8 > 0 such that

N0

(∫
h(x1, x2)dL(x1)dL(x2)

)
≤ K2

1.8

∫
c1.8(|x1|−p + |x2|−p)|x1 − x2|2−ph(x1, x2)dx1dx2. (1.20)

Remark 1.9. (a) The superscript 2− 2ν < 0 on P̂ (2−2ν)
x is used to indicate the fact that

{|Ys|, s ≥ 0} under P̂ (2−2ν)
x is a stopped Bessel process of dimension 2 − 2ν starting

from |x| > 0 (see, e.g., (7.9)), thus giving the connection between the moment measures
of L and Bessel process of negative dimension. We refer the reader to [5] for more
information on Bessel process of negative dimensions. See also [17] where a connection
is made in d = 1 between the left-most point in the range of SBM and the Bessel process
of dimension 2− 2ν = −5 where ν = 7/2 as in (1.13) for d = 1.

(b) Under P̂ (2−2ν)
x , we have τ0 is the hitting time of 0 of a (2 − 2ν)-dimensional Bessel

process and so with P̂ (2−2ν)
x -probability one, τ0 <∞ (see, e.g., Exercise (1.33) in Chp. XI

of [21]). For any ε > 0, we have the drift in (1.14) is bounded for all 0 ≤ t ≤ τε and hence
the uniqueness of solutions to (1.14) holds for all 0 ≤ t ≤ τε (see also (7.13)). It then
follows by continuity that the uniqueness of solutions to (1.14) will hold for all 0 ≤ t ≤ τ0.

Theorem 1.10. (a) For any nonnegative measurable φ : Rd → R, we have

EX0
(L(φ)) = K1.8

∫
S(X0)c

φ(x)e−X0(V∞(x−·))X0(|x− ·|−p)dx. (1.21)

(b) For any nonnegative measurable h : Rd ×Rd → R, we have

EX0

(
(L × L)(h)

)
=K2

1.8

∫
(S(X0)c)2

h(x1, x2)

e−X0(V ~∞,~x)
(
X0(U ~∞,~x

1 )X0(U ~∞,~x
2 )−X0(U ~∞,~x

1,2 )
)
dx1dx2. (1.22)

Moreover,

EX0

(
(L×L)(h)

)
≤ K2

1.8

∫
(S(X0)c)2

h(x1, x2)

(
X0(|x1 − ·|−p)X0(|x2 − ·|−p)

+ c1.8

(
X0(|x1 − ·|−p) +X0(|x2 − ·|−p)

)
|x1 − x2|2−p

)
dx1dx2. (1.23)

Now that we have Supp(L) = ∂R a.s. under N0 and Pδ0 , one immediate application
with the above moment measures would be to use the energy method (see, e.g., Theorem
4.27 of [18]) to find the lower bound of the Hausdorff dimension of ∂R.

Theorem 1.11. For any η > 0, we have for all k ≥ 1,

(i) N0

(∫
1{k−1≤|x1|,|x2|≤k}|x1 − x2|−(d+2−p−η)L(dx1)L(dx2)

)
<∞,

(ii) Pδ0

(∫
1{k−1≤|x1|,|x2|≤k}|x1 − x2|−(d+2−p−η)L(dx1)L(dx2)

)
<∞.

In particular, dim(∂R) ≥ d+ 2− p, N0-a.e. and Pδ0 -a.s.

Proof. For any k ≥ 1 and η > 0 small, we apply Theorems 1.8(b) and 1.10(b) with

h(x1, x2) = |x1 − x2|−(d+2−p−η)1(k−1 ≤ |x1| ≤ k)1(k−1 ≤ |x2| ≤ k)
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to get (i) and (ii). Take a countable union of null sets to get N0-a.e. and Pδ0 -a.s. that∫
1{k−1≤|x1|,|x2|≤k}|x1 − x2|−(d+2−p−η)L(dx1)L(dx2) <∞,∀k ≥ 1. (1.24)

By the compactness of the range of SBM (see, e.g., Corollary III.1.7 of [20] and Theorem
IV.7(iii) of [16]) and that Lx is strictly positive for x near 0 (see the proof of Corollary 1.7),
we can conclude N0-a.e. and Pδ0 -a.s. that Supp(L) = ∂R ⊂ {x : k−1 ≤ |x| ≤ k} for k
large enough. Therefore it follows from Theorem 4.27 of [18] that N0-a.e. and Pδ0 -a.s.
dim(∂R) ≥ d+ 2− p− η. Let η ↓ 0 to get the desired result. �

Now we say a few words on the ideas underlying Theorem 1.3. For any point x near
F and ∂R, its local time Lx will either be zero or small and positive, and hence the
asymptotics of Pδ0(0 < Lx < ε) as ε ↓ 0 will be useful in studying F and ∂R. The Laplace
transform of Lx derived in Lemma 2.2 of [19] is given by

EX0
(e−λL

x

) = exp
(
−
∫
Ny(1− e−λL

x

)X0(dy)
)

= exp
(
−
∫
V λ(x− y)X0(dy)

)
, (1.25)

where V λ is the unique solution (see Section 2 of [19] and the references given there) to

∆V λ

2
=

(V λ)2

2
− λδ0, V λ > 0 on Rd. (1.26)

Recall V∞(x) = N0(Lx > 0). Let λ ↑ ∞ in (1.25) and (1.26) to see that V λ(x) ↑ V∞(x)

and

PX0
(Lx = 0) = exp

(
−
∫
Ny(Lx > 0)X0(dy)

)
= exp

(
−
∫
V∞(x− y)X0(dy)

)
. (1.27)

It is explicitly known that (see, e.g., (2.17) in [19])

V∞(x) =
2(4− d)

|x|2
:= λd|x|−2, (1.28)

and in particular V∞ solves

∆V∞

2
=

(V∞)2

2
for x 6= 0. (1.29)

Write f(t) ∼ g(t) as t ↓ 0 iff f(t)/g(t) is bounded below and above by constants c, c′ > 0

for small positive t, and similarly for f(t) ∼ g(t) as t→∞. By an application of Tauberian
theorem, it is shown in Theorem 1.3 of [19] that for any x 6= 0,

Pδ0(0 < Lx <
1

λ
) ∼ V∞(x)− V λ(x) ∼ |x|−pλ−α as λ→∞. (1.30)

The above bounds justify our explicit construction of Lλ in some way–one can check that
as λ is getting larger and larger, Lλ will concentrate more and more on the set of points
x whose local time Lx is approximately 1/λ and this probability is of order λ−α by (1.30).
In the end as λ→∞ the limiting measure will be supported on F or ∂R.

In fact we can refine the above bounds in (1.30) to exact asymptotics.

Proposition 1.12. There is some constant c1.12 > 0 so that for all x 6= 0, we have

(i) lim
λ→∞

λαN0(0 < Lx < 1/λ) = c1.12|x|−p.

(ii) lim
λ→∞

λαPδ0(0 < Lx < 1/λ) = c1.12|x|−pe−V
∞(x).
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The above exact asymptotic results may allow us to get an insight of the Minkowski
content of ∂R.

Conjecture 1. There is some constant c1 = c1.12K
−1
1.8 > 0 such that

λα1{0<Lx<1/λ}dx
P→ c1L as λ→∞ under N0 and Pδ0 . (1.31)

Recall α = (p− 2)/(4− d). By an application of the improved 4− d− η Hölder continuity
of Lx for x near ∂R for any η > 0 (see [7]), we further conjecture that

Conjecture 2. There is some constant c2 > 0 such that

λp−21{d(x,∂R)≤1/λ}dx
P→ c2L as λ→∞ under N0 and Pδ0 , (1.32)

which gives our conjecture on the Minkowski content of ∂R:

Conjecture 3.

Contd+2−p(∂R) = c2L(1), N0-a.e. and Pδ0 -a.s. (1.33)

Here Contδ(A) is the δ-dimensional Minkowski content of any compact set A ⊂ Rd

defined by Contδ(A) = limr→∞ r(d−δ)|A≤1/r|, provided the limit exists. Here we use | · |
to denote the d-dimensional volume (Lebesgue measure) in Rd.

1.3 An alternate model

While it is easy to derive from the definition of Lλ that the limiting measure L will
be supported on F , it is not obvious that its support is actually on the smaller set ∂R.
To handle this issue we will construct another random measure L̃(κ) supported on ∂R
for any κ > 0 by utilizing exit measures and show that there is some constant c(κ) > 0

such that L = c(κ)L̃(κ) a.s., thus proving that L indeed lives on ∂R. We also feel that the
construction of L̃(κ) may be of independent interest, given the central role exit measures
have played in the study of the boundaries of the range. We first introduce the definition
of exit measure. For K1,K2 non-empty, set d(K1,K2) = inf{|x − y| : x ∈ K1, y ∈ K2}.
Define

OX0
≡{D : D is an open set of Rd such that d(Dc, S(X0)) > 0 and that, with probability

one, a Brownian path starting from any x ∈ ∂D will exit D immediately}.
(1.34)

In what follows we always assume that G ∈ OX0
. The exit measure of SBM X from an

open set G under PX0
and NX0

is denoted by XG (see Chp. V of [16] for the construction
of the exit measure). Intuitively XG is a random finite measure supported on ∂G, which
corresponds to the mass started at X0 which is stopped at the instant it leaves G. What
follows may be found in Chp. V of [16] (see also Section 1 of [9]). The Laplace functional
of XG is given by

EX0

(
exp(−XG(g))

)
= exp

(
−NX0

(
1− e−XG(g)

))
= exp

(
−X0(Ug)

)
, (1.35)

where g : ∂G→ [0,∞) is continuous and Ug ≥ 0 is the unique continuous function on G
which is C2 on G and solves

∆Ug = (Ug)2 on G, Ug = g on ∂G. (1.36)

Define Gx0
ε = Gε(x0) = {x : |x− x0| > ε} and set Gε = Gε(0). For ε > 0 and λ ≥ 0, we let

Uλ,ε denote the unique continuous function on {|x| ≥ ε} such that (cf. (1.36))

∆Uλ,ε = (Uλ,ε)2 for |x| > ε, and Uλ,ε(x) = λ for |x| = ε. (1.37)
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Uniqueness of solutions implies the scaling property (see (3.3) of [19])

Uλ,ε(x) = ε−2Uλε
2,1(x/ε) for all |x| ≥ ε, (1.38)

and also shows Uλ,ε is radially symmetric, thus allowing us to write Uλ,ε(|x|) for the
value at x ∈ Rd. By (1.35) we have for any X0 ∈MF (Rd) satisfying S(X0) ⊂ Gε,

EX0

(
exp(−λXGε(1))

)
= exp

(
−NX0

(
1− e−λXGε (1)

))
= exp

(
−X0(Uλ,ε)

)
. (1.39)

Let λ ↑ ∞ in the above to see that Uλ,ε ↑ U∞,ε on Gε and

PX0
(XGε(1) = 0) = exp(−X0(U∞,ε)). (1.40)

Proposition V.9(iii) of [16] readily implies (see also (3.5) and (3.6) of [19])

U∞,ε is C2 and ∆U∞,ε = (U∞,ε)2 on Gε, (1.41)

lim
|x|→ε,|x|>ε

U∞,ε(x) = +∞, lim
|x|→∞

U∞,ε(x) = 0.

Theorem 1.1 of [8] gives a construction of the local time Lx in terms of the local
asymptotic behavior of the exit measures at x. If ψ0(ε) = π−1 log+(1/ε) in d = 2 and
ψ0(ε) = 1/(2πε) in d = 3, then for any x 6= 0, we have

XGxε
(1)ψ0(ε)→ Lx in measure under N0 and Pδ0 as ε ↓ 0. (1.42)

Motivated by the above, for any κ, ε > 0, under Pδ0 and N0 we define a measure L̃(κ)ε by

dL̃(κ)ε(x) =
XGxε

(1)

εp
exp(−κ

XGxε
(1)

ε2
)1(XGx

ε/2
= 0)1(|x| > ε)dx. (1.43)

It is easy to derive from the definition of XGxε
(1) (see Proposition V.1 and Lemma V.2 of

[16]) that for any fixed ε > 0, (ω, x) 7→ XGxε
(1)(ω) is F ×B(Rd) measurable and so L̃(κ)ε

is well defined and F -measurable.
We can deduce from (1.42) that L̃(κ)ε is closely related to Lλ (as in (1.8)): for example

in d = 3, we have ψ0(ε) = 1/(2πε) and so XGxε
(1) ∼ εLx as ε ↓ 0 by (1.42). Hence if

λ = κε−1,

XGxε
(1)

εp
exp(−κ

XGxε
(1)

ε2
) ∼ ε1−pLxe−κε

−1Lx ∼ λ1+αLxe−λL
x

(1.44)

as ε ↓ 0, where in the last approximation we have used the fact that α = p− 2 in d = 3.
In (1.43), the indicator function 1(|x| > ε) is to ensure that XGxε is well defined and the
extra indicator 1(XGx

ε/2
= 0) is to ensure that the limiting measures will be supported on

∂R rather than F . We will show below that they indeed differ only up to some constant.

Theorem 1.13. Let d = 2 or 3. For any κ > 0, under both N0 and Pδ0 , there exists a

random measure L̃(κ) ∈MF (Rd)such that L̃(κ)ε
P→ L̃(κ) as ε ↓ 0 and there is a sequence

εn ↓ 0 such that L̃(κ)εn → L̃(κ) a.s. as n→∞. Moreover, there is some positive constant
c1.13(κ) such that L̃(κ) = c1.13(κ)L a.s.

Turning to the PX0
case, again we will restrict our interest in S(X0)c as in (1.9). For

any κ, ε > 0, under PX0
we define a measure L̃(κ)ε supported on S(X0)c by

dL̃(κ)ε(x) =
XGxε

(1)

εp
exp(−κ

XGxε
(1)

ε2
)1(XGx

ε/2
= 0)1(x∈S(X0)>ε)dx. (1.45)

Theorem 1.14. Let d = 2 or 3 and X0 ∈ MF . For any κ > 0, under PX0 there exists a

σ-finite random measure L̃(κ)such that for any k ≥ 1, L̃(κ)ε|S(X0)≥1/k
P→ L̃(κ)|S(X0)≥1/k as

ε ↓ 0 and there is a sequence εn ↓ 0 such that L̃(κ)εn |S(X0)≥1/k → L̃(κ)|S(X0)≥1/k ,∀k ≥ 1

a.s. as n→∞. Moreover, we have L̃(κ) = c1.13(κ)L a.s.
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Organization of the paper In Section 2 we give preliminary results on super-Brownian
motion, the Brownian snake, exit measures and their special Markov property. In Sec-
tion 3 we establish the convergence of the mean measures of Lλ and L̃(κ)ε and give
the proof of Proposition 1.12. In Section 4 the second moment convergence results
will be given in Propositions 4.1, 4.2 and 4.3 while we defer their proofs to Sections 8
and 9. Assuming the results from Section 4, we will finish the proofs of our main results
Theorems 1.3 and 1.13 under N0 and Pδ0 in Section 5, while we include the similar proof
of Theorems 1.4 and 1.14 under PX0

for general initial conditions X0 in the Appendix A.
In Section 5 we also give the proof for the first and second moment measures of L
(Theorems 1.8 and 1.10). In Section 6 the proof of Theorem 1.6 will be finished by
utilizing the shrinking ball arguments from [9]. In Section 7 a key proposition in terms
of a change of measure method is given and finally in Sections 8 and 9 we finish the
essential proofs of Propositions 4.1, 4.2 and 4.3.

2 Exit measures and the special Markov property

We will use Le Gall’s Brownian snake construction of a SBM X, with initial condition
X0 ∈ MF (Rd). Set W = ∪t≥0C([0, t],Rd) with the natural metric (see page 54 of
[16]), and let ζ(w) = t be the lifetime of w ∈ C([0, t],Rd) ⊂ W. The Brownian snake
W = (Wt, t ≥ 0) is aW-valued continuous strong Markov process and, abusing notation
slightly, let Nx denote its excursion measure starting from the path at x ∈ Rd with
lifetime zero. As usual we let Ŵ (t) = Wt(ζ(Wt)) denote the tip of the snake at time
t, and σ(W ) > 0 denote the length of the excursion path. We refer the reader to
Ch. IV of [16] for the precise definitions. The construction of super-Brownian motion,
X = X(W ) under Nx and PX0 , may be found in Ch. IV of [16]. The “law” of X(W ) under
Nx is the canonical measure of SBM starting at x described in the last Section (and
also denoted by Nx). If Ξ =

∑
j∈J δWj is a Poisson point process on W with intensity

NX0(dW ) =
∫
Nx(dW )X0(dx), then by Theorem 4 of Ch. IV of [16] (cf. (1.4))

Xt(W ) =
∑
j∈J

Xt(Wj) =

∫
Xt(W )Ξ(dW ) for t > 0 (2.1)

defines a SBM with initial measure X0. We will refer to this as the standard set-up for X
under PX0

. It follows that the total local time Lx under PX0
may also be decomposed as

Lx =
∑
j∈J

Lx(Wj) =

∫
Lx(W )Ξ(dW ). (2.2)

Recall R = {x : Lx > 0} is the range of the SBM X under PX0
and NX0

. Under NX0

we have (see (8) on p. 69 of [16])

R = {Ŵ (s) : s ∈ [0, σ]}. (2.3)

Let G ∈ OX0
as in (1.34). Then

XG is a finite random measure supported on R∩ ∂G a.s. (2.4)

Under NX0 this follows from the definition of XG on p. 77 of [16] and the ensuing
discussion, and (2.3). Although [16] works under Nx for x ∈ G the above extends
immediately to PX0 because as in (2.23) of [19],

XG =
∑
j∈J

XG(Wj) =

∫
XG(W )dΞ(W ), (2.5)
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where Ξ is a Poisson point process onW with intensity NX0
.

Working under NX0
and following [15], we define

SG(Wu) = inf{t ≤ ζu : Wu(t) /∈ G} (inf ∅ =∞),

ηGs (W ) = inf{t :

∫ t

0

1(ζu ≤ SG(Wu)) du > s},

EG = σ(WηGs
, s ≥ 0) ∨ {NX0 − null sets}, (2.6)

where s→WηGs
is continuous (see p. 401 of [15]). Write the open set {u : SG(Wu) < ζu}

as countable union of disjoint open intervals, ∪i∈I(ai, bi). Clearly SG(Wu) = SiG <∞ for
all u ∈ [ai, bi] and we may define

W i
s(t) = W(ai+s)∧bi(S

i
G + t) for 0 ≤ t ≤ ζ(ai+s)∧bi − S

i
G.

Therefore for i ∈ I, W i ∈ C(R+,W) are the excursions of W outside G. Proposition 2.3
of [15] implies XG is EG-measurable and Corollary 2.8 of the same reference implies{

Conditional on EG, the point measure
∑
i∈I δW i is a Poisson

point measure with intensity NXG .
(2.7)

If D is an open set in OX0 such that Ḡ ⊂ D and d(Dc, Ḡ) > 0, then the definition (and
existence) of XD(W ) applies equally well to each XD(W i) and it is easy to check that

XD(W ) =
∑
i∈I

XD(W i). (2.8)

If U is an open subset of S(X0)c, then LU , the restriction of the local time Lx to U , is
in C(U) which is the set of continuous functions on U .

Proposition 2.1. Let X0 ∈MF (Rd).

(i) Let G be an open set in OX0
. Let ψ0 be a bounded measurable function on C(G

c
),

n ≥ 1 and Φ1 be a bounded measurable function on MF (Rd)n. Let Di be open sets in
OX0

, such that G ⊂ Di and d(Dc
i , Ḡ) > 0, ∀1 ≤ i ≤ n. Then

NX0

(
ψ0(LGc)Φ1(XD1

, . . . , XDn)|EG
)

= EXG

(
ψ0(LGc)Φ1(XD1

, . . . , XDn)
)
.

(ii) Let G1, G2 be open sets in OX0
such that G1 ⊂ G2 and d(Gc2, G1) > 0. If ψ2 : K → R is

Borel measurable, then we have

NX0
(ψ2(R∩Gc2)|EG1

) = EXG1
(ψ2(R∩Gc2)),

where K is the space of compact subsets of Rd equipped with the Hausdorff metric (see,
e.g., Section 2 of [9]).

(iii) Let G1, G2 be open sets in OX0
such that G1 ⊂ G2 and d(Gc2, G1) > 0. If ψ3 : R→ R

is Borel measurable, then for any λ > 0 we have

NX0(ψ3(Lλ(Gc2))|EG1) = EXG1
(ψ3(Lλ(Gc2))).

Proof. (ii) follows immediately from Proposition 2.2 in [9]. (i) and (iii) will follow in a
similar way as Proposition 2.6(b) of [19]. �

We will need a version of the above under PX0
as well, which is Proposition 2.3 in [9].

EJP 25 (2020), paper 106.
Page 11/66

https://www.imstat.org/ejp

https://doi.org/10.1214/20-EJP507
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Boundary local time measure of super-Brownian motion

Proposition 2.2. Let X0 ∈MF (Rd).
(i) Let G be an open set in OX0

. Let ψ0 be a bounded measurable function on C(G
c
),

n ≥ 1 and Φ1 be a bounded measurable function on MF (Rd)n. Let Di be open sets in
OX0

, such that G ⊂ Di and d(Dc
i , Ḡ) > 0, ∀1 ≤ i ≤ n. Then

EX0

(
ψ0(LGc)Φ1(XD1

, . . . , XDn)|EG
)

= EXG

(
ψ0(LGc)Φ1(XD1

, . . . , XDn)
)
.

(ii) Let G1, G2 be open sets in OX0
such that G1 ⊂ G2 and d(Gc2, G1) > 0. If ψ2 : K → R is

Borel measurable, then we have

EX0
(ψ2(R∩Gc2)|EG1

) = EXG1
(ψ2(R∩Gc2)).

3 Convergence of the mean measure and proof of Proposition
1.12

In this section we will give the convergence of first moment measures of Lλ and
L̃(κ)ε and finish the proof of Proposition 1.12.

3.1 Mean measure for local time

Recall V λ(x) = N0(1 − e−λL
x

) as in (1.25) and V λ is also the solution to (1.26).
Uniqueness of solutions implies the scaling property (see (2.13) of [19])

V λ(x) = r−2V λr
4−d

(x/r) for all x 6= 0, r > 0, (3.1)

and also shows V λ is radially symmetric, thus allowing us to write V λ(|x|) for the value at
x ∈ Rd. The monotone convergence theorem and the convexity of e−ax for a, x > 0 allow
us to differentiate V λ(x) = N0(1− e−λLx) with respect to λ > 0 through the expectation
so that for any λ > 0, we can define

V λ1 (x) :=
∂

∂λ
V λ(x) = N0(Lxe−λL

x

),∀x 6= 0. (3.2)

By differentiating both sides of (3.1) with respect to λ > 0, we obtain

V λ1 (x) = r−2V λr
4−d

1 (x/r)r4−d = r−2N0(r4−dLx/re−λr
4−dLx/r ), (3.3)

which is also a consequence of the scaling of Brownian snake under N0 (see, e.g., the
proof of Proposition V.9 (i) of [16]). Before turning to the calculation of the mean measure
of Lλ, we recall α as in (1.3) and give the following result from Proposition 5.5 of [19].

Lemma 3.1. There is some constant c3.1 > 0, depending on d so that

V∞(x)− V λ(x) ≤ c3.1|x|−pλ−α,∀x 6= 0, λ > 0.

The following is an easy consequence of the above lemma.

Proposition 3.2. There is some constant c3.2 > 0, depending on d so that

N0

(
λ1+αLxe−λL

x
)

= λ1+αV λ1 (x) ≤ c3.2|x|−p,∀x 6= 0, λ > 0. (3.4)

Proof. The first equality is immediate by definition (3.2). One can also conclude
from (3.2) that λ 7→ V λ1 (x) is monotone decreasing and so for any λ > 0,

V λ1 (x) ≤ 2

λ

∫ λ

λ/2

V λ
′

1 (x)dλ′ =
2

λ
(V λ(x)− V λ/2(x))

≤ 2

λ
(V∞(x)− V λ/2(x)) ≤ 2

λ
c3.1|x|−pλ−α2α, (3.5)

where the last inequality is from Lemma 3.1. Let c3.2 = 21+αc3.1 to finish the proof. �
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Let (Bt) denote a d-dimentional Brownian motion starting from x under Px. Define

τr = inf{t ≥ 0 : |Bt| ≤ r} for any r > 0 and let rλ = λ0λ
− 1

4−d where λ0 will be chosen to
be some fixed large constant below. In what follows we will always assume 0 < rλ < |x|.
Lemma 3.3. Let λ > 0 and |x| > rλ > 0. For any t > 0, we have

V λ1 (x) = Ex

(
V λ1 (B(t ∧ τrλ)) exp

(
−
∫ t∧τrλ

0

V λ(Bs)ds
))
.

Proof. It follows in a similar way to that of Lemma 9.4 in [19]. �

For γ ∈ R, we let (ρt) denote a γ-dimensional Bessel process starting from r > 0

under P (γ)
r and let (Fρt ) denote the right-continuous filtration generated by the Bessel

process. We slightly abuse the notation and define τR = τρR = inf{t ≥ 0 : ρt ≤ R} for
R > 0. The following results (i) and (ii) are from Lemmas 5.2 and 5.3 of [19] and the last
one follows from (ii) and a simple application of the Cauchy-Schwartz inequality.

Lemma 3.4. Assume 0 < 2γ ≤ ν2 and q > 2. Then
(i)

E(2+2ν)
r

(
exp
(∫ τ1

0

γ

ρ2
s

ds
)∣∣∣τ1 <∞) = rν−

√
ν2−2γ ,∀r ≥ 1.

(ii)

sup
r≥1

E(2+2ν)
r

(
exp
(∫ τ1

0

γ

ρqs
ds
)∣∣∣τ1 <∞) ≤ C3.4(q, ν) <∞.

(iii)

inf
r≥1

E(2+2ν)
r

(
exp
(
−
∫ τ1

0

γ

ρqs
ds
)∣∣∣τ1 <∞) ≥ c3.4(q, ν) > 0.

Lemma 3.5. Let rλ = λ0λ
− 1

4−d . There is some constant c3.5 > 0 such that for all λ0 > c3.5,
0 < γ ≤ 2, there is some constant C3.5(λ0, ν, γ) > 0 so that for all x 6= 0,

sup
λ>0

E
(2+2ν)
|x|

(
exp

(
γ

∫ τrλ

0

(V∞ − V λ)(ρs)ds
)∣∣∣τrλ <∞)

= lim
λ→∞

E
(2+2ν)
|x|

(
exp

(
γ

∫ τrλ

0

(V∞ − V λ)(ρs)ds
)∣∣∣τrλ <∞)

= C3.5(λ0, ν, γ) <∞. (3.6)

Proof. The scalings of Bessel process ρs and V∞, V λ give us that

E
(2+2ν)
|x|

(
exp

(
γ

∫ τrλ

0

(V∞ − V λ)(ρs)ds
)∣∣∣τrλ <∞)

=E
(2+2ν)
|x|/rλ

(
exp

(
γ

∫ τ1

0

(V∞ − V λr
4−d
λ )(ρs)ds

)∣∣∣τ1 <∞)
=E

(2+2ν)
|x|/rλ

(
exp

(
γ

∫ τ1

0

(V∞ − V λ
4−d
0 )(ρs)ds

)∣∣∣τ1 <∞), (3.7)

where we have used rλ = λ0λ
− 1

4−d in the last line. For any r > 1, we let

f(r) :=E(2+2ν)
r

(
exp

(
γ

∫ τ1

0

(V∞ − V λ
4−d
0 )(ρs)ds

)∣∣∣τ1 <∞)
=E(2+2ν)

r

(
exp

(
γ

∫ τ1

0

(V∞ − V λ
4−d
0 )(ρs)ds

)
1(τ1 <∞)

)
r2ν , (3.8)

where the second line is by P (2+2ν)
r (τR <∞) = (R/r)2ν for any r > R > 0. By (3.7) and

the definition of rλ, it suffices to show that there is some constant C3.5(λ0, ν, γ) > 0 so
that supr>1 f(r) = limr→∞ f(r) = C3.5(λ0, ν, γ).
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Let r > R > 1 and apply the strong Markov property in (3.8) to get

f(r) = E(2+2ν)
r

(
exp

(
γ

∫ τR

0

(V∞ − V λ
4−d
0 )(ρs)ds

)
1(τR <∞)

)
E

(2+2ν)
R

(
exp

(
γ

∫ τ1

0

(V∞ − V λ
4−d
0 )(ρs)ds

)
1(τ1 <∞)

)
r2ν

= E(2+2ν)
r

(
exp

(
γ

∫ τR

0

(V∞ − V λ
4−d
0 )(ρs)ds

)∣∣∣τR <∞)
E

(2+2ν)
R

(
exp

(
γ

∫ τ1

0

(V∞ − V λ
4−d
0 )(ρs)ds

)∣∣∣τ1 <∞) ≥ f(R), (3.9)

and it follows that r 7→ f(r) is monotone increasing for r > 1. By using Lemma 3.1 and
Lemma 3.4 (ii), we have

sup
r≥1

f(r) ≤ sup
r≥1

E(2+2ν)
r

(
exp

(∫ τ1

0

c3.1γλ
−(p−2)
0 ρ−ps ds

)∣∣∣τ1 <∞) <∞,
if we choose λ0 large enough so that 2γc3.1λ

−(p−2)
0 ≤ 4c3.1λ

−(p−2)
0 < ν2. Hence we

conclude supr≥1 f(r) = limr→∞ f(r) = C3.5(λ0, ν, γ) for some constant C3.5(λ0, ν, γ) > 0

and the proof is complete as noted above. �

We also state a result on the application of Girsanov’s theorem on Bessel process
from [24] (see also Proposition 2.5 of [19]).

Lemma 3.6. Let λ ≥ 0, µ ∈ R, r > 0 and ν =
√
λ2 + µ2. If Φt ≥ 0 is Fρt -adapted, then for

all R < r, we have

E(2+2µ)
r

(
Φt∧τR exp

(
− λ2

2

∫ t∧τR

0

1

ρ2
s

ds
))

= rν−µE(2+2ν)
r

(
(ρt∧τR)−ν+µΦt∧τR

)
.

The following result is an easy application of the above lemma and is proved in
Proposition 4.3 of [8].

Proposition 3.7. Let x ∈ Rd\{0} and 0 < ε < |x|. For any Borel measurable function
g : (0,∞)→ R that is bounded on any compact subset of (0,∞), we have

Ex

(
1(τε <∞) exp

(
−
∫ τε

0

g(|Bs|)ds
))

= εp|x|−pE(2+2ν)
|x|

(
exp

(
−
∫ τε

0

(g(ρs)− V∞(ρs))ds
)∣∣∣τε <∞), (3.10)

where B is a d-dimensional Brownian motion under Px for d ≤ 3 and ν is as in (1.13).

Proposition 3.8. There is some constant c3.8 = c3.8(d) > 0 such that

lim
λ→∞

N0

(
λ1+αLxe−λL

x
)

= lim
λ→∞

λ1+αV λ1 (x) = c3.8|x|−p,∀x 6= 0.

Proof. Recall rλ = λ0λ
− 1

4−d . We use Lemma 3.3, and the facts that V λ1 (x)→ 0 as |x| → ∞
and V λ1 (Bt∧τrλ ) is uniformly bounded for all t ≥ 0 by Proposition 3.2, to see that

λ1+αV λ1 (x) = λ1+α lim
t→∞

Ex

(
V λ1 (Bt∧τrλ ) exp

(
−
∫ t∧τrλ

0

V λ(Bs)ds
))

= λ1+αEx

(
1(τrλ <∞)V λ1 (Bτrλ ) exp

(
−
∫ τrλ

0

V λ(Bs)ds
))

= λ1+αV λ1 (rλ)Ex

(
1(τrλ <∞) exp

(
−
∫ τrλ

0

V λ(|Bs|)ds
))

= λ1+αV λ1 (rλ)
rpλ
|x|p

E
(2+2ν)
|x|

(
exp

( ∫ τrλ

0

(V∞ − V λ)(ρs)ds
)∣∣∣τrλ <∞),
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Boundary local time measure of super-Brownian motion

where the third equality is by the radial symmetry of V λ and V λ1 . The last equality
follows from Proposition 3.7 with g = V λ. Use the scaling of V λ1 from (3.3) to see that
the right-hand side of the above equals

λ1+αr2−d
λ V

λr4−dλ
1 (1)

rpλ
|x|p

E
(2+2ν)
|x|

(
exp

( ∫ τrλ

0

(V∞ − V λ)(ρs)ds
)∣∣∣τrλ <∞)

= |x|−pλp+2−d
0 V

λ4−d
0

1 (1)E
(2+2ν)
|x|

(
exp

( ∫ τrλ

0

(V∞ − V λ)(ρs)ds
)∣∣∣τrλ <∞),

where we have used the definition of rλ and α in the last equality. Choose λ0 > c3.5 and
then apply Lemma 3.5 with γ = 1 to conclude

lim
λ→∞

λ1+αV λ1 (x) = λp+2−d
0 V

λ4−d
0

1 (1)C3.5(λ0, ν, 1)|x|−p, (3.11)

and so the proof is complete. �

Corollary 3.9. For any x ∈ S(X0)c we have

lim
λ→∞

EX0

(
λ1+αLxe−λL

x
)

= e−
∫
V∞(y−x)X0(dy)c3.8

∫
|y − x|−pX0(dy).

Proof. For any x ∈ S(X0)c, we have d(x, S(X0)) > 0. The monotone convergence theorem
and the convexity of e−ax for a, x > 0 allow us to differentiate (1.39) to get

EX0

(
Lxe−λL

x
)

=

∫
V λ1 (y − x)X0(dy)e−

∫
V λ(y−x)X0(dy). (3.12)

By Proposition 3.2 we have λ1+αV λ1 (y − x) ≤ c3.2|y − x|−p,∀y 6= x, λ > 0, and so by
Proposition 3.8 we may apply the dominated convergence theorem to get

lim
λ→∞

∫
λ1+αV λ1 (y − x)X0(dy) =

∫
c3.8|y − x|−pX0(dy). (3.13)

Then it follows easily from (3.12), (3.13) and the monotone convergence theorem. �

3.2 Left tail of the local time

Proof of Proposition 1.12. First recall V λ and V∞ from (1.25) and (1.27) to see that for
all |x| > 0, we have

λαN0

(
e−λL

x

1(Lx > 0)
)

= λα(V∞(x)− V λ(x)). (3.14)

Let dλ(x) = V∞(x)− V λ(x) and rλ be as in Lemma 3.3. By the Feyman-Kac formula for
dλ (as in (5.2) of [19]), we get for |x| > rλ > 0,

dλ(x) = dλ(rλ)Ex

(
1{τrλ<∞} exp

(
−
∫ τrλ

0

(V∞ + V λ)(Bs)

2
ds
))
. (3.15)

By the scaling of V λ and V∞ and the definition of rλ, we have

dλ(rλ) = (V∞ − V λ)(rλ) = r−2
λ (V∞(1)− V λ

4−d
0 (1)) = r−2

λ dλ
4−d
0 (1).

Use the above and (3.15) to see that

λαdλ(x) = λαr−2
λ dλ

4−d
0 (1)Ex

(
1{τrλ<∞} exp

(
−
∫ τrλ

0

(V∞ + V λ)(Bs)

2
ds
))

=λαr−2
λ dλ

4−d
0 (1)rpλ|x|

−pE
(2+2ν)
|x|

(
exp

(∫ τrλ

0

(V∞ − V λ)(ρs)

2
ds
)∣∣∣τrλ <∞)

=|x|−pdλ
4−d
0 (1)λp−2

0 E
(2+2ν)
|x|

(
exp

(∫ τrλ

0

(V∞ − V λ)(ρs)

2
ds
)∣∣∣τrλ <∞),
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Boundary local time measure of super-Brownian motion

where the second equality is by Proposition 3.7 and in the last equality we have used the
definitions of rλ and α. Choose λ0 > c3.5 so that we can apply Lemma 3.5 with γ = 1/2 to
get

lim
λ→∞

λαdλ(x) = |x|−pdλ
4−d
0 (1)λp−2

0 C3.5(λ0, ν, 1/2). (3.16)

Recalling (3.14), we apply Tauberian theorem (see, e.g., Theorem 5.1 and 5.3 of Chp.
XIII of [3]) to get

lim
λ→∞

λαN0

(
0 < Lx < 1/λ

)
= c1.12|x|−p, (3.17)

where c1.12 = (Γ(α + 1))−1dλ
4−d
0 (1)λp−2

0 C3.5(λ0, ν, 1/2) and the proof of (i) is complete.
Turning to (ii) for Pδ0 , we note that for all |x| > 0, by (1.25) and (1.27) we have

λαEδ0

(
e−λL

x

1(Lx>0)

)
= λα(e−V

λ(x) − e−V
∞(x)) = λαe−V

∞(x)(eV
∞(x)−V λ(x) − 1)

→ e−V
∞(x)|x|−pdλ

4−d
0 (1)λp−2

0 C3.5(λ0, ν, 1/2) as λ→∞,

where the last line follows from (3.16). Apply Tauberian theorem again to get (ii) and
the proof is complete. �

3.3 Mean measure for exit measure

Now we will turn to the alternate model using exit measures. Recall from (1.39) that

Uλε
−2,ε(x) = N0

(
1− exp(−λ

XGxε
(1)

ε2
)
)
,∀|x| > ε. (3.18)

Similar to (3.2), we can differentiate the above with respect to λ > 0 through the
expectation so that for any λ > 0 and for all |x| > ε, we have

Uλε
−2,ε

1 (x) :=
∂

∂λ
Uλε

−2,ε(x) = N0

(XGxε
(1)

ε2
exp(−λ

XGxε
(1)

ε2
)
)
. (3.19)

By using Proposition 2.1(i), for any |x| > ε > 0 we have (more details can be found in
the derivation of (4.2) in [8])

N0

(XGxε
(1)

εp
exp(−κ

XGxε
(1)

ε2
)1(XGx

ε/2
= 0)

)
=N0

(XGxε
(1)

εp
exp(−(κ+ 4U∞,1(2))

XGxε
(1)

ε2
)
)
. (3.20)

The following result on the convergence of the mean measure of L̃(κ) is proved in
Theorem 1.3 of [8].

Proposition 3.10. For any κ > 0, there is some constant C3.10(κ) > 0 such that for all
x 6= 0,

lim
ε↓0
N0

(XGxε
(1)

εp
exp(−κ

XGxε
(1)

ε2
)1(XGx

ε/2
= 0)

)
= C3.10(κ)|x|−p,

and for any x ∈ S(X0)c,

lim
ε↓0
EX0

(XGxε
(1)

εp
exp(−κ

XGxε
(1)

ε2
)1(XGx

ε/2
= 0)

)
= e−

∫
V∞(y−x)X0(dy)

∫
C3.10(κ)|y − x|−pX0(dy).

Moreover, for any κ > 0 and x 6= 0, we have

N0

(XGxε
(1)

εp
exp(−κ

XGxε
(1)

ε2
)1(XGx

ε/2
= 0)

)
≤ |x|−p, ∀0 < ε < |x|. (3.21)
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Boundary local time measure of super-Brownian motion

4 Second moment convergence

One important step in proving the existence of the limiting measure in Theorems 1.3,
1.4 and Theorems 1.13, 1.14 is the exact convergence of the second moment measures,
that is to say for any x1 6= x2, the limitslimλ1,λ2→∞ λ1+α

1 λ1+α
2 Nx

(
Lx1Lx2 exp

(
−
∑2
i=1 λiL

xi
))

limε1,ε2↓0Nx

(∏2
i=1

X
G
xi
εi

(1)

εpi
exp

(
− κ

X
G
xi
εi

(1)

ε2i

)
1(XG

xi
εi/2

= 0)
) (4.1)

exist for all x 6= x1, x2. Similarly for any x1, x2 ∈ S(X0)c, the existence of the following
limits is required for Pδ0 and PX0

case:limλ1,λ2→∞ λ1+α
1 λ1+α

2 EX0

(
Lx1Lx2 exp

(
−
∑2
i=1 λiL

xi
))

limε1,ε2↓0EX0

(∏2
i=1

X
G
xi
εi

(1)

εpi
exp

(
− κ

X
G
xi
εi

(1)

ε2i

)
1(XG

xi
εi/2

= 0)
)
.

(4.2)

We first introduce some notations. For x1 6= x2, we let ~x = (x1, x2) and ~λ = (λ1, λ2) ∈
[0,∞)2\{(0, 0)}. Define V

~λ,~x ≥ 0 to be

V
~λ,~x(x) ≡ Nx

(
1− exp

(
−

2∑
i=1

λiL
xi
))
, ∀x 6= x1, x2, (4.3)

so that for any X0 ∈MF with d(xi, S(X0)) > 0, i = 1, 2,

EX0

(
exp

(
−

2∑
i=1

λiL
xi
))

= exp
(
−X0(V

~λ,~x)
)
, (4.4)

where (4.4) follows by (2.2) (see also Lemma 9.1 of [19]). Pick ε1, ε2 > 0 small enough so
that B(x1, ε1) ∩B(x2, ε2) = ∅. Let ~ε = (ε1, ε2) and G = Gx1

ε1 ∩G
x2
ε2 . Define U

~λ,~x,~ε ≥ 0 to be

U
~λ,~x,~ε(x) ≡ Nx

(
1−

2∏
i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)
)
, ∀x ∈ G, (4.5)

so that for any X0 ∈MF with d(S(X0), Gc) > 0,

EX0

( 2∏
i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)
)

= exp
(
−X0(U

~λ,~x,~ε)
)
. (4.6)

The proof of (4.6) follows easily from the monotone convergence theorem:

EX0

( 2∏
i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)
)

= lim
n→∞

EX0

(
exp

(
−

2∑
i=1

λi
XG

xi
εi

(1)

ε2
i

−
2∑
i=1

nXG
xi
εi/2

(1)
))

= lim
n→∞

exp
(
−
∫
Nx

(
1− exp

(
−

2∑
i=1

λi
XG

xi
εi

(1)

ε2
i

−
2∑
i=1

nXG
xi
εi/2

(1)
))
X0(dx)

)
= exp

(
−X0(U

~λ,~x,~ε)
)
,

where the second equality follows from the Poisson decomposition (2.5).
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The monotone convergence theorem and the convexity of e−ax for a, x > 0 allow us to
differentiate (4.5) with respect to λi > 0 and then further differentiate with respect to
λ3−i > 0 to get

U
~λ,~x,~ε
i (x) :=

d

dλi
U
~λ,~x,~ε(x)

= Nx

(XG
xi
εi

(1)

ε2
i

2∏
j=1

exp
(
− λj

X
G
xj
εj

(1)

ε2
j

)
1(X

G
xj
εj/2

= 0)
)
, i = 1, 2, (4.7)

and

U
~λ,~x,~ε
1,2 (x) :=

d2

dλ1dλ2
U
~λ,~x,~ε(x)

= −Nx
( 2∏
i=1

XG
xi
εi

(1)

ε2
i

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)
)
. (4.8)

Similarly we can differentiate (4.3) to get

V
~λ,~x
i (x) :=

d

dλi
V
~λ,~x(x) = Nx

(
Lxi exp

(
−

2∑
j=1

λjL
xj
))
, i = 1, 2, (4.9)

and

V
~λ,~x
1,2 (x) :=

d2

dλ1dλ2
V
~λ,~x(x) = −Nx

(
Lx1Lx2 exp

(
−

2∑
i=1

λiL
xi
))
. (4.10)

For the general initial condition case, we can also differentiate (4.4) and (4.6) to get

EX0

( 2∏
j=1

X
G
xj
εj

(1)

ε2
j

exp
(
− λj

X
G
xj
εj

(1)

ε2
j

)
1(X

G
xj
εj/2

= 0)
)

= exp
(
−X0(U

~λ,~x,~ε)
)(
X0(U

~λ,~x,~ε
1 )X0(U

~λ,~x,~ε
2 )−X0(U

~λ,~x,~ε
1,2 )

)
(4.11)

and

EX0

(
Lx1Lx2 exp

(
−

2∑
i=1

λiL
xi
))

= exp
(
−X0(V

~λ,~x)
)(
X0(V

~λ,~x
1 )X0(V

~λ,~x
2 )−X0(V

~λ,~x
1,2 )

)
. (4.12)

Hence one can see that it suffices to consider the convergence of U
~λ,~x,~ε
i (x), V

~λ,~x
i (x),

i = 1, 2 and U
~λ,~x,~ε
1,2 (x), V

~λ,~x
1,2 (x) for the proofs of (4.1) and (4.2).

Proposition 4.1. Fix any x1 6= x2.
(i) There exists some constant K4.1 > 0 so that for all x 6= x1, x2,

lim
λ1,λ2→∞

λ1+α
i V

~λ,~x
i (x) = K4.1U

~∞,~x
i (x), i = 1, 2,

where U ~∞,~x
i is as in (1.16). Moreover, K4.1 = c3.8.

(ii) For any λ1, λ2 > 0, there exist some constants C4.1(λ1), C4.1(λ2) > 0 such that for all
x 6= x1, x2, we have

lim
ε1,ε2↓0

1

εp−2
i

U
~λ,~x,~ε
i (x) = C4.1(λi)U

~∞,~x
i (x), i = 1, 2.

Moreover, the multiplicative constant c1.13(κ) in Theorem 1.13 is C4.1(κ)K−1
4.1 .
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Proposition 4.2. Fix any x1 6= x2. For all x 6= x1, x2, we have

(i) lim
λ1,λ2→∞

λ1+α
1 λ1+α

2 (−V ~λ,~x1,2 (x)) = K2
4.1(−U ~∞,~x

1,2 (x)).

(ii) lim
ε1,ε2↓0

1

εp−2
1

1

εp−2
2

(−U~λ,~x,~ε1,2 (x)) = C4.1(λ1)C4.1(λ2)(−U ~∞,~x
1,2 (x)).

Here U ~∞,~x
1,2 is as in (1.17) and there is some universal constant c4.2 > 0 such that for all

x 6= x1, x2,

0 ≤ −U ~∞,~x
1,2 (x) ≤ c4.2(|x− x1|−p + |x− x2|−p)|x1 − x2|2−p. (4.13)

The proofs of Propositions 4.1 and 4.2 are long and involved and will be deferred to
Sections 8 and 9.

In order to prove that L̃(κ) = c1.13(κ)L a.s., we implement ideas from the above: For

any x1 6= x2, λ1, λ2 > 0 and 0 < ε < |x2 − x1|/4, we define W
~λ,~x,ε ≥ 0 for all x 6= x1 and

|x− x2| > ε by

W
~λ,~x,ε(x) ≡ Nx

(
1− e−λ1L

x1
exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)
)
, (4.14)

so that for any X0 ∈MF with d(x1, S(X0)) > 0 and B(x2, ε) ⊂ S(X0)c,

EX0

(
exp

(
− λ1L

x1 − λ2

XG
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)
)

= exp
(
−X0(W

~λ,~x,ε)
)
, (4.15)

where (4.15) follows as in (4.6). Similar to (4.7) and (4.8), we can differentiate (4.14)
with respect to λi > 0 and then further differentiate with respect to λ3−i > 0 to get

W
~λ,~x,ε
1 (x) := d

dλ1
W

~λ,~x,ε(x)

= Nx

(
Lx1e−λ1L

x1
exp

(
− λ2

X
G
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)
)
,

W
~λ,~x,ε
2 (x) := d

dλ2
W

~λ,~x,ε(x)

= Nx

(
X
G
x2
ε

(1)

ε2 exp
(
− λ2

X
G
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)e−λ1L
x1
)
,

(4.16)

and

W
~λ,~x,ε
1,2 (x) :=

d2

dλ1dλ2
W

~λ,~x,ε(x)

=−Nx
(
Lx1e−λ1L

x1 XG
x2
ε

(1)

ε2
exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)
)
. (4.17)

For the general initial condition case, we can differentiate (4.15) to get

EX0

(
Lx1e−λ1L

x1 XG
x2
ε

(1)

ε2
exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)
)

= exp
(
−X0(W

~λ,~x,ε)
)(
X0(W

~λ,~x,ε
1 )X0(W

~λ,~x,ε
2 )−X0(W

~λ,~x,ε
1,2 )

)
. (4.18)

We will also need the following mixture of Propositions 4.1 and 4.2.

Proposition 4.3. Fix any x1 6= x2. For all x 6= x1, x2, we have

(i)

{
limλ1→∞,ε↓0 λ

1+α
1 W

~λ,~x,ε
1 (x) = K4.1U

~∞,~x
1 (x),

limλ→∞,ε↓0
1

εp−2W
~λ,~x,ε
2 (x) = C4.1(λ2)U ~∞,~x

2 (x).

(ii) lim
λ1→∞,ε↓0

λ1+α
1

1

εp−2
(−W~λ,~x,ε

1,2 (x)) = K4.1C4.1(λ2)(−U ~∞,~x
1,2 (x)).

The proof of Proposition 4.3 follows in a similar way to the proofs of Proposition 4.1
and Proposition 4.2 and is deferred to Section 8 and Section 9. We will first proceed to
the proof of our main results.
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5 Proofs of Theorems 1.3 and 1.13 and Theorems 1.8 and 1.10

In this section, we will finish the proofs of Theorems 1.3, 1.13 and Theorems 1.8, 1.10
assuming Propositions 4.1, 4.2 and 4.3.

5.1 Preliminaries

Recall from last section the definitions of V
~λ,~x, U

~λ,~x,~ε and W
~λ,~x,ε and their first and

second derivatives and recall V ~∞,~x from (1.15). Fix x1 6= x2. It is not hard to check that
(see Lemma 8.1) for all x 6= x1, x2,

lim
ε1,ε2↓0

U
~λ,~x,~ε(x) = lim

λ1,λ2→∞
V
~λ,~x(x) = lim

λ1→∞,ε↓0
W

~λ,~x,ε(x) = V ~∞,~x(x). (5.1)

Recall (4.9) and use Proposition 3.2 to get for all λ1, λ2 > 0 and x 6= x1, x2,

λ1+α
i V

~λ,~x
i (x) ≤ Nx

(
λ1+α
i Lxi exp(−λiLxi)

)
≤ c3.2|x− xi|−p, i = 1, 2. (5.2)

Recall (4.7). Similarly we can get for all ε1, ε2, λ1, λ2 > 0 and for all x so that |x−xi| > εi,
for i = 1, 2,

1

εp−2
i

U
~λ,~x,~ε
i (x) ≤Nx

(XG
xi
εi

(1)

εpi
exp(−λi

XG
xi
εi

(1)

ε2
i

)1(XG
xi
εi/2

= 0)
)
≤ |x− xi|−p, (5.3)

where the last equality is by (3.21). Recall W
~λ,~x,ε
i (x), i = 1, 2 from (4.16). It follows that

for any λ1, λ2, ε > 0 and for all x with x 6= x1 and |x− x2| > ε, we have

λ1+α
1 W

~λ,~x,ε
1 (x) ≤ λ1+α

1 Nx

(
Lx1 exp

(
− λ1L

x1

))
≤ c3.2|x− x1|−p, (5.4)

and

1

εp−2
W

~λ,~x,ε
2 (x) ≤ Nx

(XG
x2
ε

(1)

εp
exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)
)
≤ |x− x2|−p. (5.5)

The proof of Proposition 6.1 of [19] readily implies that (note U
~λ,~x is used there to

denote our V
~λ,~x
1,2 here) for all x1 6= x2, if |x−x1| ∧ |x−x2| > ε0 for some ε0 > 0, then there

is some constant C(ε0) > 0 so that

0 ≤ λ1+α
1 λ1+α

2 (−V ~λ,~x1,2 (x)) ≤ C(ε0)(1 + |x1 − x2|2−p), ∀λ1, λ2 ≥ 1. (5.6)

Similarly one can show that (see Lemma 9.5) for all ε1, ε2 > 0 small,

0 ≤ 1

εp−2
1

1

εp−2
2

(−U~λ,~x,~ε1,2 (x)) ≤ C(ε0)(1 + |x1 − x2|2−p), (5.7)

and for all λ1 ≥ 1 large and ε > 0 small,

0 ≤ λ1+α
1

1

εp−2
(−W~λ,~x,ε

1,2 (x))) ≤ C(ε0)(1 + |x1 − x2|2−p). (5.8)

Theorem 5.1. For any bounded Borel function h : Rd ×Rd → R supported on {(x1, x2) :

ε0 ≤ |x1|, |x2| ≤ ε−1
0 } for some ε0 > 0, we have

(a) lim
λ1,λ2→∞

N0

(
(Lλ1 × Lλ2)(h)

)
= K2

4.1

∫
h(x1, x2)(−U ~∞,~x

1,2 (0))dx1dx2,

(b) lim
ε1,ε2↓0

N0

(
(L̃(κ)ε1 × L̃(κ)ε2)(h)

)
= C4.1(κ)2

∫
h(x1, x2)(−U ~∞,~x

1,2 (0))dx1dx2.
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Proof. It suffices to consider nonnegative bounded Borel function h. By an application
of Fubini’s theorem, we have

N0

(
(Lλ1 × Lλ2)(h)

)
=

∫
ε0≤|x1|,|x2|≤ε−1

0

h(x1, x2)N0

(
λ1+α

1 λ1+α
2 Lx1Lx2e−λ1L

x1
e−λ2L

x2
)
dx1dx2

=

∫
ε0≤|x1|,|x2|≤ε−1

0

h(x1, x2)λ1+α
1 λ1+α

2 (−V ~λ,~x1,2 (0))dx1dx2,

where the second equality is by (4.10). Since h is bounded, in view of (5.6) we can see
that the integrand has an integrable bound and so (a) will follow immediately by the
dominated convergence theorem using Proposition 4.2(i). Similarly (b) will follow from
Proposition 4.2(ii) and (5.7). �

Corollary 5.2. For any bounded Borel function φ on Rd and for any k ≥ 1, we have
Lλ(φ · 1(k−1 ≤ | · | ≤ k)) converges in L2(N0) as λ → ∞ and L̃(κ)ε(φ · 1(k−1 ≤ | · | ≤ k))

converges in L2(N0) as ε ↓ 0.

Proof. For any bounded Borel function φ we let

h(x1, x2) = φ(x1)1(k−1 ≤ |x1| ≤ k) · φ(x2)1(k−1 ≤ |x2| ≤ k), (5.9)

and apply Theorem 5.1(b) with the above h to get

lim
ε1,ε2↓0

N0

((
L̃(κ)ε1(φ · 1(k−1 ≤ | · | ≤ k))− L̃(κ)ε2(φ · 1(k−1 ≤ | · | ≤ k))

)2)
= lim
ε1,ε2↓0

N0

(
(L̃(κ)ε1 × L̃(κ)ε1)(h)

)
− 2N0

(
(L̃(κ)ε1 × L̃(κ)ε2)(h)

)
+N0

(
(L̃(κ)ε2 × L̃(κ)ε2)(h)

)
= 0.

Therefore {L̃(κ)ε(φ · 1(k−1 ≤ | · | ≤ k)) : ε > 0} is a Cauchy sequence in L2(N0) as ε ↓ 0

and so converges in L2(N0). The case for Lλ is similar. �

Corollary 5.3. For any bounded Borel function φ on Rd and for any k ≥ 1, we have
C4.1(κ)Lλ(φ · 1(k−1≤|·|≤k))−K4.1L̃(κ)ε(φ · 1(k−1≤|·|≤k)) converges to 0 in L2(N0) as λ→∞
and ε ↓ 0.

Proof. It suffices to prove for nonnegative φ ≥ 0. Let h(x1, x2) be as in (5.9) and use
Fubini’s theorem to get

N0

(
Lλ(φ · 1(k−1≤|·|≤k))× L̃(κ)ε(φ · 1(k−1≤|·|≤k))

)
=

∫
h(x1, x2)N0

(
λ1+αLx1e−λL

x1 XG
x2
ε

(1)

εp
e−κ

X
G
x2
ε

(1)

ε2 1{X
G
x2
ε/2

=0}

)
dx1dx2

=

∫
k−1≤|x1|,|x2|≤k,x1 6=x2

h(x1, x2)λ1+α 1

εp−2
(−W~λ,~x,ε

1,2 (0))dx1dx2,

where ~λ = (λ, κ). Now apply Proposition 4.3(ii), (5.8) and the dominated convergence
theorem to conclude

lim
λ→∞,ε↓0

N0

(
Lλ(φ · 1(k−1≤|·|≤k))× L̃(κ)ε(φ · 1(k−1≤|·|≤k))

)
= K4.1C4.1(κ)

∫
k−1≤|x1|,|x2|≤k,x1 6=x2

h(x1, x2)(−U ~∞,~x
1,2 (0))dx1dx2. (5.10)
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Therefore

lim
λ→∞,ε↓0

N0

((
C4.1(κ)Lλ(φ · 1(k−1≤|·|≤k))−K4.1L̃(κ)ε(φ · 1(k−1≤|·|≤k))

)2)
= lim
λ→∞,ε↓0

C4.1(κ)2N0

(
(Lλ × Lλ)(h)

)
+K2

4.1N0

(
(L̃(κ)ε × L̃(κ)ε)(h)

)
− 2K4.1C4.1(κ)N0

(
Lλ(φ · 1(k−1≤|·|≤k))× L̃ε(φ · 1(k−1≤|·|≤k))

)
= 0,

where we have used Theorem 5.1 and (5.10) in the last equality. �

We continue to accommodate PX0 for the general initial condition case.

Theorem 5.4. For any bounded Borel function h : Rd ×Rd → R supported on the set
{(x1, x2) : xi ∈ S(X0)>ε0 ∩B(ε−1

0 ), i = 1, 2} for some ε0 > 0, we have

limλ1,λ2→∞EX0

(
(Lλ1 × Lλ2)(h)

)
= K2

4.1

∫
h(x1, x2)

e−X0(V ~∞,~x)
(
X0(U ~∞,~x

1 )X0(U ~∞,~x
2 )−X0(U ~∞,~x

1,2 )
)
dx1dx2,

limε1,ε2↓0EX0

(
(L̃(κ)ε1 × L̃(κ)ε2)(h)

)
= C4.1(κ)2

∫
h(x1, x2)

e−X0(V ~∞,~x)
(
X0(U ~∞,~x

1 )X0(U ~∞,~x
2 )−X0(U ~∞,~x

1,2 )
)
dx1dx2.

(5.11)

Proof. It suffices to prove for nonnegative h. By Fubini’s theorem and (4.12), we have

EX0

(
(Lλ1 × Lλ2)(h)

)
=

∫
x1,x2∈B(ε−1

0 )∩S(X0)>ε0
h(x1, x2)

e−X0(V
~λ,~x)
(
λ1+α

1 λ1+α
2 X0(V

~λ,~x
1 )X0(V

~λ,~x
2 )− λ1+α

1 λ1+α
2 X0(V

~λ,~x
1,2 )

)
dx1dx2.

The result follows by an application of the dominated convergence theorem using
Proposition 4.1(i), Proposition 4.2(i), (5.1), (5.2), (5.6), and the assumption on h. The
case for L̃(κ)ε follows in a similar way. �

Corollary 5.5. For any bounded Borel function φ on Rd and for any k ≥ 1, we have
Lλ(φ · 1{Bk∩S(X0)>1/k}) converges in L2(PX0

) as λ → ∞ and L̃(κ)ε(φ · 1{Bk∩S(X0)>1/k})

converges in L2(PX0
) as ε ↓ 0.

Proof. For any bounded Borel function φ we let

h(x1, x2) = φ(x1)1{Bk∩S(X0)>1/k}(x1) · φ(x2)1{Bk∩S(X0)>1/k}(x2).

Then the proof follows in a similar way to that of Corollary 5.2 by applying Theorem 5.4
with the above h. �

Corollary 5.6. For any bounded Borel function φ on Rd and for any k ≥ 1, we have
C4.1(κ)Lλ(φ · 1{Bk∩S(X0)>1/k})−K4.1L̃(κ)ε(φ · 1{Bk∩S(X0)>1/k}) converges to 0 in L2(PX0)

as λ→∞ and ε ↓ 0.

Proof. The proof is similar to that of Corollary 5.3 by using (4.18), (5.1), (5.4), (5.5), (5.8),
Proposition 4.3 and Theorem 5.4. �
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5.2 Proofs of Theorems 1.3 and 1.13

Proposition 5.7. For any k ≥ 1 and any sequence εn ↓ 0, we have N0-a.e. and PX0 -a.s.
that L̃(κ)εn(R) = 0 for all εn > 0 and L̃(κ)εn(R>1/k) = 0 for all 0 < εn < 1/k.

Proof. First for any ε > 0,

N0

(
L̃(κ)ε(R)

)
≤ N0

(∫ XGxε
(1)

εp
exp

(
− κ

XGxε
(1)

ε2

)
1(XGx

ε/2
=0)1(x∈R)dx

)
=

∫
N0

(XGxε
(1)

εp
exp

(
− κ

XGxε
(1)

ε2

)
1(XGx

ε/2
=0)1(x∈R)

)
dx

=

∫
N0

(XGxε
(1)

εp
exp

(
− κ

XGxε
(1)

ε2

)
1(XGx

ε/2
=0)PXGx

ε/2
(x ∈ R)

)
dx = 0,

where the first equality is by Fubini’s theorem and the second equality uses Proposi-
tion 2.1(ii). Hence L̃(κ)ε(R) = 0, N0-a.e.

Next for all x ∈ R>1/k and 0 < ε < 1/k, we have Bε(x) ⊂ Rc and (2.4) will then imply
XGxε

(1) = 0. Thus if 0 < ε < 1/k,

N0

(
L̃(κ)ε

(
R>1/k

))
≤ N0

(∫ XGxε (1)

εp
exp

(
− κ

XGxε (1)

ε2

)
1
Bε(x)⊂Rcdx

)
=

∫
N0

(XGxε
(1)

εp
exp

(
− κ

XGxε
(1)

ε2

)
1
Bε(x)⊂Rc

)
dx = 0.

Take a countable union of null sets to see that N0-a.e. L̃(κ)εn(R) = 0 for all εn > 0 and
L̃(κ)εn(R>1/k) = 0 for all 0 < εn < 1/k and so the proof for N0 is complete. The proof for
PX0 follows in a similar way. �

Proof of Theorems 1.3 and 1.13. We first give the convergence of Lλ to L and L̃(κ)ε to
L̃(κ) and then find some constant c1.13(κ) > 0 so that L̃(κ) = c1.13(κ)L a.s. Next we show
that the support of L̃(κ) is contained in ∂R and it follows that the support of L will also
be on ∂R, thus finishing both proofs of Theorem 1.3 and Theorem 1.13. Since the proof
for the convergence of Lλ and L̃(κ)ε are similar, we will only give the proof for the latter.

We first deal with N0. Let {φm}∞m=1 be a countable determining class for MF (Rd)

consisting of bounded, continuous functions and we take φ1 = 1. Consider

C = {ψm,k : ψm,k = φmχk,m ≥ 1, k ≥ 1},

where χk is defined by

χk(x) =


1, if k−1 ≤ |x| ≤ k,
0, if |x| ≤ (2k)−1 or |x| ≥ k + 1

continuous, on (2k)−1 ≤ |x| ≤ k−1 and k ≤ |x| ≤ k + 1.

(5.12)

Corollary 5.2 implies that for any ψm,k ∈ C, we have L̃(κ)ε(ψm,k) converges in L2(N0) to

some l̃(ψm,k) in L2(N0) and by taking a subsequence we get almost sure convergence.
Define subsequences iteratively and take a diagonal subsequence εn ↓ 0 (we may assume
for all n ≥ 1 that 0 < εn < 1) to get

L̃(κ)εn(ψm,k)→ l̃(ψm,k) as εn ↓ 0, for all m, k ≥ 1,N0-a.e. (5.13)

Fix ω outside a null set such that (5.13) hold. Choose m = 1 in (5.13) to see that
L̃(κ)εn(χk) → l̃(χk) for all k ≥ 1. Note we have l̃(χk) < ∞ by the choice of ω and so
N0-a.e. we have

sup
εn>0

L̃(κ)εn({x : k−1 ≤ |x| ≤ k}) ≤ sup
εn>0

L̃(κ)εn(χk) <∞,∀k ≥ 1. (5.14)
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The proof of Theorem 1.5 in [9] implies that N0-a.e. Lx is positive for x near 0, and hence
we have N0-a.e. that {x : |x| ≤ k−1} ⊂ R for k ≥ 1 large. Proposition 5.7 will then imply
N0-a.e. for k ≥ 1 large,

L̃(κ)εn({x : |x| ≤ k−1}) ≤ L̃(κ)εn(R) = 0 for all εn > 0. (5.15)

On the other hand, we know that the range of SBM X is compact N0-a.e. by (2.3) and
hence by Proposition 5.7 we have N0-a.e. that

for k ≥ 1 large, sup
εn>0

L̃(κ)εn({x : |x| ≥ k}) ≤ sup
εn>0

L̃(κ)εn(R>1) = 0. (5.16)

Combining (5.14), (5.15) and (5.16), we get

sup
εn>0

L̃(κ)εn(1) <∞,N0-a.e. (5.17)

Note (5.16) also implies the tightness of {L̃(κ)εn} and together with (5.17), we get the
relative compactness of {L̃(κ)εn} by Prohorov’s theorem (see, e.g., Theorem 7.8.7 of [1]).
By the relative compactness of {L̃(κ)εn}, any subsequence admits a further sequence
along which the measures converge to some L̃(κ) in the weak topology. It remains to
check all limit point coincide which is easy to see by (5.13) since C is a determining class
on MF (Rd). In conclusion, for any sequence εk ↓ 0, we can find a subsequence εkn ↓ 0

such that N0-a.e. L̃(κ)εkn → L̃(κ), which easily implies that L̃(κ)ε
P→ L̃(κ) under N0. The

case for Lλ P→ L under N0 is similar.
After establishing the existence of L and L̃(κ), we continue to show that they differ

only up to some constant. It is easy to check that for any ε, λ > 0 and any ψm,k ∈ C,

N0

((
K4.1L̃(κ)(ψm,k)− C4.1(κ)L(ψm,k)

)2)
≤ 4N0

((
K4.1L̃(κ)(ψm,k)−K4.1L̃(κ)ε(ψm,k)

)2)
+ 4N0

((
K4.1L̃(κ)ε(ψm,k)− C4.1(κ)Lλ(ψm,k)

)2)
+ 4N0

((
C4.1(κ)Lλ(ψm,k)− C4.1(κ)L(ψm,k)

)2)
. (5.18)

By letting λ → ∞ and ε ↓ 0, we conclude by Corollary 5.2 and Corollary 5.3 that each
term on the right-hand side of (5.18) converges to 0 and hence

K4.1L̃(κ)(ψm,k) = C4.1(κ)L(ψm,k),N0-a.e.

Take a countable union of null sets to conclude that N0-a.e. for all m, k ≥ 1, we have
C4.1(κ)L(ψm,k) = K4.1L̃(κ)(ψm,k) and so C4.1(κ)L = K4.1L̃(κ). Let c1.13(κ) = C4.1(κ)K−1

4.1

to see that N0-a.e. we have L̃(κ) = c1.13(κ)L.
Finally we will show that L̃(κ) (and hence L) is supported on ∂R. Let {εn}n≥1 be any

sequence such that N0-a.e. L̃(κ)εn → L̃(κ). By Proposition 5.7 we can fix ω outside a null
set such that L̃(κ)εn → L̃(κ) and L̃(κ)εn(R)→ 0 hold. It follows that

L̃(κ)(Int(R)) ≤ lim inf
εn↓0

L̃(κ)εn(Int(R)) ≤ lim inf
εn↓0

L̃(κ)εn(R) = 0, (5.19)

where the first inequality is by L̃(κ)εn → L̃(κ).
Next by Proposition 5.7 we can take a countable union of null sets and fix ω outside

a null set such that L̃(κ)εn → L̃(κ) and L̃(κ)εn(R>1/k)→ 0 holds for all k ≥ 1. Then we
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have

L̃(κ)(Rc) =L̃(κ)
( ∞⋃
k=1

R>1/k
)
≤
∞∑
k=1

L̃(κ)(R>1/k)

≤
∞∑
k=1

lim inf
εn↓0

L̃(κ)εn(R>1/k) = 0,

where the second inequality is by L̃(κ)εn → L̃(κ). Therefore we conclude the support of
L̃(κ) is on ∂R under N0.

Turning to the case under Pδ0 , the above arguments work in an exactly same way as
N0 and so we omit the details. �

5.3 On the moments of the boundary local time measure

In view of Theorems 5.1, 5.4 and Corollaries 5.2, 5.5, we can get the moment measure
formulas for L and L̃(κ) and finish the proof of Theorems 1.8 and 1.10.

Proof of Theorem 1.8. (a) Let λn be the sequence from Theorem 1.3 such that
Lλn → L, N0-a.e. For any bounded continuous function φ ≥ 0 and any k ≥ 1, we have
Lλn(φ ·χk)→ L(φ ·χk), N0-a.e., where χk is as in (5.12). Corollary 5.2 will then give that
Lλn(φ · χk) converges in L2(N0) to L(φ · χk). In particular, by working with the finite
measure N0(· ∩ {R ∩G1/4k 6= ∅}), we have Lλn(φ · χk) converges in L1(N0) to L(φ · χk)

and so

N0

(
L(φ · χk)

)
= lim
n→∞

N0

(
Lλn(φ · χk)

)
(5.20)

= lim
n→∞

∫
φ(x)χk(x)N0(λ1+α

n Lxe−λnL
x

)dx = c3.8

∫
|x|−pφ(x)χk(x)dx,

where the second equality is by Fubini’s theorem and in the last equality we have used
the dominated convergence theorem with Proposition 3.2 and Proposition 3.8. Let
k →∞ and apply the monotone class theorem to extend (5.20) to any Borel measurable
function φ and the proof follows by K4.1 = c3.8.

(b) By (4.13), (1.20) follows immediately from (1.19). For the proof of (1.19), we let
λn be the sequence such that Lλn → L, N0-a.e. For any bounded continuous function
h ≥ 0 and any k ≥ 1, we have N0-a.e. that

(i) limn→∞ Lλn(χk)→ L(χk).

(ii) limn→∞
∫
h(x1, x2)χk(x1)χk(x2)dLλn(x1)dLλn(x2)

=
∫
h(x1, x2)χk(x1)χk(x2)dL(x1)dL(x2).

(5.21)

Note h ≤ ‖h‖∞ and so

∣∣∣ ∫ h(x1, x2)χk(x1)χk(x2)dLλn(x1)dLλn(x2)
∣∣∣ ≤ ‖h‖∞(Lλn(χk))2. (5.22)

Use Corollary 5.2 and (5.21)(i) to get Lλn(χk) converges in L2(N0) to L(χk) and thus we
get N0((Lλn(χk))2) converges to N0((L(χk))2). Use (5.21)(i) again and work under the
finite measure N0(· ∩ {R ∩G1/4k 6= ∅}) to get {(Lλn(χk))2, n ≥ 1} is uniformly integrable.
By (5.22), the left-hand side term of (5.21)(ii) is also uniformly integrable and hence we
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conclude

N0

(∫
h(x1, x2)χk(x1)χk(x2)dL(x1)dL(x2)

)
= lim
n→∞

N0

(∫
h(x1, x2)χk(x1)χk(x2)dLλn(x1)dLλn(x2)

)
=K2

4.1

∫
h(x1, x2)χk(x1)χk(x2)(−U ~∞,~x

1,2 (0))dx1dx2, (5.23)

where the last equality is by Theorem 5.1. Let k → ∞ and apply the monotone class
theorem to extend (5.23) to any Borel measurable function. �

Proof of Theorem 1.10. The proof of (1.21) and (1.22) follows in a similar way to the
above proof of Theorem 1.8 by using Corollary 3.9, Theorem 5.4, Corollary 5.5. (1.23)
follows immediately from (1.22), (4.13) and the definitions of U ~∞,~x

i from (1.16). �

6 Exit measures and zero-one law

In this section we will give the proof of Theorem 1.6. Our approach to Theorem 1.6 is
similar to the proof of Theorem 1.2 in [9]; we utilize exit measures, which will be easy
consequences of the following two results. The first result is proved below.

Proposition 6.1. Let x1 ∈ Rd and r0 > 0 satisfy B2r0(x1) ⊂ S(X0)c. If 0 < r1 < r0, then
NX0

-a.e. {
XG

x1
r1

(1) = 0 and XG
x1
r0

(1) > 0 imply

L(Br(x1)) > 0 for every r > r1 s.t. XG
x1
r

(1) > 0.

Corollary 6.2. Let x1 ∈ Rd and r0 > 0 satisfy B2r0(x1) ⊂ S(X0)c. If 0 < r1 < r0, then
PX0

-a.s.
XG

x1
r1

(1) = 0 and XG
x1
r0

(1) > 0 imply L(Br0(x1)) > 0.

Proof. It follows in a similar way to the proof of Proposition 1.6 assuming Proposition
1.7 in [9] by replacing dim(∂R∩Br) ≥ df with L(Br) > 0. �

Proof of Theorem 1.6. By using Proposition 6.1 and Corollary 6.2, the proof of (1.10)
follows in a same way as the proof of Theorem 1.2 of [9]. (1.11) is immediate from (1.10).
To see that with PX0

-probability one, Supp(L) = S(X0)c ∩ ∂R, we pick any x ∈ S(X0)c ∩
∂R. There is some ε > 0 so that B(x, r) ⊂ S(X0)c and B(x, r) ∩ ∂R 6= ∅ for all 0 < r < ε.
Apply (1.10) with U = B(x, r) to see that L(B(x, r)) > 0 for all 0 < r < ε and so conclude
x ∈ Supp(L), giving S(X0)c ∩ ∂R ⊂ Supp(L). Together with Theorem 1.4 we have
Supp(L) = S(X0)c ∩ ∂R, PX0

-a.s. and the proof is complete. �

Now it remains to prove Proposition 6.1. We first state a result that plays the role of
Lemma 5.4 in [9].

Lemma 6.3. There is a constant q6.3 > 0 so that if X ′0 ∈ MF (Rd) is supported on
{|x| = r} and δ = X ′0(1) satisfies 0 < δ ≤ r2, then

PX′0

(
L
(
B
(

0, r −
√
δ

2

))
> 0
)
≥ q6.3.

Proof. Define X(δ)
0 (A) = δ−1X ′0(

√
δA), so that X(δ)

0 is supported on {|x| = r/
√
δ} and has

total mass one. By scaling properties of SBM, we may conclude that

PX′0

(
L
(
B
(

0, r −
√
δ

2

))
> 0
)

= P
X

(δ)
0

(
L
(
B
(

0,
r√
δ
− 1

2

))
> 0
)
. (6.1)
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Now work in our standard set-up for SBM with initial law X
(δ)
0 so that

Xt =
∑
j∈J Xt(Wj) =

∫
Xt(W )Ξ(dW ) for all t > 0, where Ξ is a Poisson point process

with intensity N
X

(δ)
0

. For r ≥
√
δ define

τρ(Wj) = inf{t ≥ 0 : |Ŵj(t)| ≤ ρ},

Uρ(Wj) = inf{t ≥ 0 : |Ŵj(t)− Ŵj(0)| ≥ ρ},

and N1 =
∑
j∈J

1(τ(r/
√
δ)−(1/2)(Wj) <∞) := #(Ir,δ).

Here as usual inf ∅ =∞. Then N1 is Poisson with mean

mr,δ := N
X

(δ)
0

(τ(r/
√
δ)−(1/2) <∞) ≤ N

X
(δ)
0

(U1/2(W ) <∞) (6.2)

= N0(U1/2(W ) <∞) := m <∞,

where X(δ)
0 (1) = 1 and translation invariance are used in the equality, and the finiteness

of m̄ follows from Theorem 1 of [13]. We may assume (by additional randomization)
that conditional on Ir,δ, {Wj : j ∈ Ir,δ} are iid with law N

X
(δ)
0

(W ∈ ·|τ(r/√δ)−(1/2) < ∞).

Therefore the right-hand side of (6.1) is at least

P
X

(δ)
0

(N1 = 1)N
X

(δ)
0

(
L
(
B
(

0,
r√
δ
− 1

2

))
> 0
∣∣∣τ r√

δ
− 1

2
<∞

)
=
mr,δe

−mr,δ

mr,δ
Nx0

(
L
(
B
(

0,
r√
δ
− 1

2

))
> 0
)
, (6.3)

where x0 = ( r√
δ
)e1 and e1 is the first unit basis vector. We also have used the facts

that spherical symmetry shows we could have taken any x0 on the sphere of radius
r/
√
δ and L(B(0, r√

δ
− 1

2 )) = 0 if τ r√
δ
− 1

2
= ∞ by the fact that Supp(L) = ∂R,Nx0 -a.e.

from Corollary 1.7 and translation variance. Now again use translation invariance and
spherical symmetry to see that the right side of (6.3) equals

e−mr,δN0

(
L
(
B
(
x0, |x0| −

1

2

))
> 0
)
≥ e−mN0

(
L(B(e1, 1/2)) > 0

)
≥ e−m

(
N0

(
L(B(e1, 1/2))

))2

N0

((
L(B(e1, 1/2))

)2) , (6.4)

where the first inequality follows by (6.2) and B(e1, 1/2) ⊂ B(x0, |x0| − 1
2 ) since

x0 = |x0|e1 and |x0| ≥ 1, and the last follows by the second moment method.
Now apply Theorem 1.8 (a) with φ(x) = 1B(e1,1/2)(x) and Theorem 1.8 (b) with

h(x1, x2) = 1B(e1,1/2)(x1)1B(e1,1/2)(x2) to get

N0

(
L(B(e1, 1/2))

)
= K4.1

∫
|x−e1|<1/2

|x|−pdx ≥ K4.1(
3

2
)−p|B(0, 1/2)| > 0

and

N0

((
L(B(e1, 1/2))

)2)
≤ K2

4.1

∫
|x1−e1|,|x2−e1|<1/2

c4.2(2p + 2p)|x1 − x2|2−pdx1dx2 <∞.

Thus we have shown that the right-hand side of (6.4) has some lower bound e−mc > 0

for some universal constant c > 0, and so have proved the lemma with q6.3 = e−mc. �
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Now we proceed to the proof of Proposition 6.1. Using the setting from Proposi-
tion 6.1, by translation invariance we may assume x1 = 0 and fix r0 > 0 such that

B2r0 ⊂ S(X0)c. (6.5)

Notation. We define Yr(·) = XGr0−r
(·) and Er = EGr0−r ∨{NX0

−null sets} for 0 ≤ r < r0.
It is not hard to show that Er is non-decreasing in r (see Section 6 of [9]). Intuitively Er
is the σ-field generated by the excursions of W in Gr0−r. By Proposition 2.3 of [15], Y
is (Er)-adapted. Let E+

r = Er+ denote the associated right-continuous filtration. Note
Proposition 6.2(b) in [9] gives a cadlag version of Yr(1) which has no negative jumps and
is an (E+

r )-supermartingale. In what follows we always work with this cadlag version of
Yr(1).

In addition to NX0
, we will also work under the probability QX0

(·) = NX0
(·|Y0(1) > 0),

where (6.5) ensures that NX0
(Y0(1) > 0) <∞. Note that

for any r.v. Z ≥ 0, and any r ≥ 0, QX0(Z|Er) = NX0(Z|Er) QX0 -a.s. (6.6)

because {Y0(1) > 0} ∈ E0. When conditioning on Er under QX0
, we are adding the

slightly larger class of QX0
-null sets to Er, but will not record this distinction in our

notation. We write Qx0
for Qδx0 as usual.

Let W denote a generic Brownian snake under NX0
and QX0

with the associated “tip
process” Ŵ (t) and excursion length σ. Define

T0(W ) = inf{r ∈ [0, r0) : Yr(1) = 0} ∈ [0, r0], where inf ∅ = r0,

and

T̂0(W ) = inf{|Ŵ (t)| : 0 ≤ t ≤ σ} = inf{|x| : x ∈ R},

where the last equality holds NX0
by (2.3). Clearly we have QX0

(·) = NX0
(·|T0 > 0). By

Lemma 7.1 of [9], we have

NX0
− a.e. {T0 > 0} = {T̂0 < r0}, and on this set T̂0 = r0 − T0. (6.7)

Define a sequence of (E+
r )-stopping times by

Tn−1 = inf{r ∈ [0, r0) : Yr(1) ≤ 1/n} (inf ∅ = r0).

Then

on {0 < T0} (and so QX0 -a.s.) Tn−1 ↑ T0 and Tn−1 < T0, (6.8)

where the last inequality holds since Yr(1) has no negative jumps. So under QX0
, T0 is a

predictable stopping time which is announced by {Tn−1} and so (see (12.9)(ii) in Chapter
VI of [22])

E+
T0− = ∨nE+

Tn
.

Lemma 6.4. If X0 = δx0 where |x0| ≥ 2r0, then L(Br0) ∈ E+

T−0
.

Proof. Note Theorem 1.3 implies there is some λn →∞ such that Lλn → L, Nx0 -a.e. by
translation invariance. On the other hand, by Theorem 1.8 we have Nx0

(L(∂Br0)) = 0

and so Nx0
-a.e., L(Br0) = limn→∞ Lλn(Br0). As is shown in the proof of Lemma 7.3 in [9],

we have ψ(W ) ∈ E+

T−0
for any Borel map ψ on C(R+,W). Then it follows that Lx ∈ E+

T−0

for any x ∈ Br0 and so Lλn(Br0) ∈ E+

T−0
for any λn > 0, thus proving L(Br0) ∈ E+

T−0
. �
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Proof of Proposition 6.1. Clearly it suffices to fix x0 ∈ S(X0) and prove the result with
Nx0

in place of NX0
. By translation invariance we may assume x1 = 0, and so |x0| ≥ 2r0.

Fix 0 < r1 < r0. Assume 0 ≤ r < r0 and n ∈ N is large enough so that r + n−1 < r0.
Recall that conditional expectations with respect to Er, under Nx0

and Qx0
, agree Qx0

-a.s.
Therefore up to Qx0

-null sets, on {4n−2 ≤ Yr(1) ≤ (r0 − r)2}(∈ Er) we have

Qx0

(
L(Br0) > 0

∣∣∣Er) ≥Qx0

(
L(B̄r0−r−n−1) > 0

∣∣∣Er)
≥Qx0

(
lim sup
k→∞

Lλk(B̄r0−r−n−1) > 0
∣∣∣Er)

= lim
m→∞

Qx0

(
lim sup
k→∞

Lλk(B̄r0−r−n−1) > m−1
∣∣∣Er), (6.9)

where the second inequality is by Lλk → L in MF with the {λk} from Theorem 1.3. The
last equality uses the monotone convergence theorem. For each m ≥ 1 we have

Qx0

(
lim sup
k→∞

Lλk(B̄r0−r−n−1) > m−1
∣∣∣Er)

≥ lim inf
k→∞

Qx0

(
Lλk(Br0−r−n−1) > m−1

∣∣∣Er)
= lim inf

k→∞
PYr

(
Lλk(Br0−r−n−1) > m−1

)
≥ PYr

(
lim inf
k→∞

Lλk(Br0−r−n−1) > m−1
)

(by Fatou’s Lemma)

≥ PYr
(
L(Br0−r−n−1) > m−1

)
(by Lλk |B̄r0−r−n−1

→ L|B̄r0−r−n−1
) (6.10)

where we have used Proposition 2.1(iii) in the equality and the last inequality is
by Theorem 1.4 and by replacing {λk} with a further subsequence which is still de-
noted by {λk}. Combining (6.9) and (6.10), we get up to Qx0 -null sets, on the event
{4n−2 ≤ Yr(1) ≤ (r0 − r)2} (which is in Er), we have

Qx0

(
L(Br0) > 0

∣∣∣Er) ≥ lim inf
m→∞

PYr

(
L(Br0−r−n−1) > m−1

)
(6.11)

=PYr

(
L(Br0−r−n−1) > 0

)
≥ PYr

(
L(B

r0−r−(
√
Yr(1)/2)

) > 0
)
≥ q6.3,

where Lemma 6.3 and the assumed upper bounds on Yr(1) are used in the last inequality,
and the assumed lower bound on Yr(1) is used in the next to last inequality. Let n→∞
and take limits from above in r ∈ Q+ (recall Yr(1) is cadlag) to conclude that Qx0 -a.s.
∀r ∈ Q ∩ (0, r0),

Mr := Qx0
(L(Br0) > 0|E+

r ) ≥ q6.3 on {0 < Yr(1) < (r0 − r)2}. (6.12)

Here Mr is a cadlag version of the bounded martingale on the left-hand side. Using
right-continuity one can strengthen (6.12) to Qx0 -a.s. ∀r ∈ (0, r0),

Mr = Qx0
(L(Br0) > 0|E+

r ) ≥ q6.3 on {0 < Yr(1) < (r0 − r)2}. (6.13)

On {0 < T0 ≤ r0 − r1}, by (6.8) and the lack of negative jumps for Yr(1), we have Qx0
-a.s.

that
for n large, Tn−1 ∈ (0, r0 − r1) and YTn−1 (1) = n−1 < (r0 − T1/n)2. (6.14)

By Corollary (17.10) in Chapter VI of [22], (6.13), and (6.14), we have Qx0
-a.s. on

{0 < T0 ≤ r0 − r1} ∈ E+
T0−,

Qx0(L(Br0) > 0|E+
T0−) = lim

n→∞
M(Tn−1) ≥ q6.3. (6.15)
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Multiplying the above by 1({0 < T0 ≤ r0 − r1}), we see from Lemma 6.4 that Qx0
-a.s.,

1({L(Br0) > 0} ∩ {0 < T0 ≤ r0 − r1}) ≥ q6.31({0 < T0 ≤ r0 − r1}),

and therefore by (6.7),

r1 ≤ T̂0 < r0 implies L(Br0) > 0 Qx0
-a.s.

This remains true if we replace r0 by any r ∈ (r1, r0] since we still have B2r ⊂ S(X0)c.
Therefore we may fix ω outside a Qx0

-null set so that for any r ∈ (r1, r0] ∩Q, r1 ≤ T̂0 < r

implies L(Br) > 0. By monotonicity of the conclusion in r this means that {r1 ≤ T̂0 < r0}
implies L(Br) > 0 for all r > T̂0. This gives Proposition 6.1 under Qx0

. The result under
Nx0

is now immediate from the definition of Qx0
, and {Y0(1) > 0} = {T̂0 < r0} Nx0

-a.e.
by (6.7). �

7 Change of measure

Before turning to the proofs of Propositions 4.1, 4.2 and 4.3, we state a result on the
change of measure that plays a central role in the proofs. This result is a generalization
of Proposition 3.7 where only radially symmetric functions are considered. We implement
the ideas there and prove stronger results to deal with non-radial functions.

Let Y = (Ys, s ≥ 0) denote the coordinate variables on C([0,∞),Rd) and set (Yt) to
be the right continuous filtration generated by Y . Under the law Px (Wiener measure),
Y is a standard d-dimensional Brownian motion starting from x. Recall µ, ν as in (1.13)
and recall P̂ (2−2ν)

x is the law under which, Y is the unique solution of{
Yt = x+ B̂t +

∫ t
0
(−ν − µ) Ys

|Ys|2 ds, t < τ0,

Yt = 0, t ≥ τ0,
(7.1)

where τε = τYε = inf{t ≥ 0 : |Yt| ≤ ε} and B̂ is a standard d-dimensional Brownian

motion under P̂ (2−2ν)
x . The upper index 2− 2ν < 0 on P̂ (2−2ν)

x is to remind us that under
P̂

(2−2ν)
x , the radial process {|Ys|, s ≥ 0}, as we will show later, is a (2− 2ν)-dimensional

Bessel process stopped at 0. Now we proceed to the key proposition for proving the
convergence of the second moments.

Proposition 7.1. Let x ∈ Rd\{0} and 0 < ε < |x|. If Φt ≥ 0 is Yt-adapted, then for any
Borel measurable function g : Rd → R such that Px-a.s.

∫ τε
0
|g(Ys)|ds <∞, we have

Ex

(
1(τε <∞)Φτε exp

(
−
∫ τε

0

g(Ys)ds
))

= εp|x|−pÊ(2−2ν)
x

(
Φτε exp

(
−
∫ τε

0

(g(Ys)− V∞(Ys))ds
))
. (7.2)

Proof. By the monotone convergence theorem we have

I :=Ex

(
1(τε <∞)Φτε exp

(
−
∫ τε

0

g(Ys)ds
))

= lim
t→∞

Ex

(
1(τε ≤ t)Φτε exp

(
−
∫ τε

0

g(Ys)ds
))

= lim
t→∞

Ex

(
1(τε ≤ τε ∧ t)Φτε∧t exp

(
−
∫ τε∧t

0

g(Ys)ds
))
. (7.3)

Use Ito’s lemma to see that under Px,

log |Yτε∧t| = log |Y0|+
∫ τε∧t

0

Ys
|Ys|2

· dYs +
1

2

∫ τε∧t

0

d− 2

|Ys|2
ds,∀t ≥ 0. (7.4)
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Recall µ, ν as in (1.13) and consider

Mε(t) = exp
(∫ t∧τε

0

(ν − µ)
Ys
|Ys|2

· dYs −
1

2

∫ t∧τε

0

(ν − µ)2

|Ys|2
ds
)
. (7.5)

As one can easily check, Mε is a martingale under Px. Moreover by using (7.4) we can
get

Mε(t) =
|Yτε∧t|ν−µ

|Y0|ν−µ
exp

(
−
∫ τε∧t

0

2(4− d)

|Ys|2
ds
)
. (7.6)

An application of Girsanov’s theorem (see, e.g., Chapter IV.4 of [12]) implies there is a
unique probability P̃ (2+2ν)

ε,x on C([0,∞),Rd) so that for any t ≥ 0,

dP̃ (2+2ν)
ε,x

∣∣∣
Yt

=
|Yτε∧t|ν−µ

|x|ν−µ
exp

(
−
∫ τε∧t

0

2(4− d)

|Ys|2
ds
)
dPx

∣∣∣
Yt
, (7.7)

and under P̃ (2+2ν)
ε,x , Y is the unique solution of

Yt = x+ B̃t +

∫ τε∧t

0

(ν − µ)
Ys
|Ys|2

ds, (7.8)

(so the drift is stopped when Y hits the ball B(0, ε)). Here B̃ is a standard d-dimensional

Brownian motion with respect to P̃ (2+2ν)
ε,x . The upper index 2+2ν on P̃ (2+2ν)

ε,x is to indicate
that the radial process {|Ys∧τε |, s ≥ 0} is a (2ν + 2)-dimensional Bessel process stopped
when it hits ε > 0:

|Yτε∧t|2 = |x|2 +

∫ τε∧t

0

2Ys · (dB̃s + (ν − µ)
Ys
|Ys|2

ds) + d(τε ∧ t)

= |x|2 +

∫ τε∧t

0

2|Ys|
d∑
i=1

Y is
|Ys|

dB̃is + (2ν + 2)(τε ∧ t)

= |x|2 +

∫ τε∧t

0

2|Ys|dβ̃s + (2ν + 2)(τε ∧ t), (7.9)

where the last equality follows since β̃t =
∑d
i=1

Y it
|Yt| B̃

i
t is a one-dimensional Brownian

motion under P̃ (2+2ν)
ε,x . Therefore {|Ys∧τε |2, s ≥ 0} satisfies the SDE of a stopped square

Bessel process of dimension 2+2ν and so {|Ys∧τε |, s ≥ 0} is a stopped (2+2ν)-dimensional
Bessel process (see Chp. XI of [21] for the definition of square Bessel process and its
connection with Bessel process). It follows that

P̃ (2+2ν)
ε,x (τε <∞) =

ε2ν

|x|2ν
. (7.10)

Now apply (7.7) to see that (7.3) becomes

I = lim
t→∞

Ẽ(2+2ν)
ε,x

(
1(τε≤τε∧t)Φτε∧t exp

(
−
∫ τε∧t

0

(g(Ys)− V∞(Ys))ds
) |Yτε∧t|µ−ν
|x|µ−ν

)
(7.11)

= lim
t→∞

Ẽ(2+2ν)
ε,x

(
1(τε ≤ t)Φτε exp

(
−
∫ τε

0

(g(Ys)− V∞(Ys))ds
) |Yτε |µ−ν
|x|µ−ν

)
=

εµ−ν

|x|µ−ν
Ẽ(2+2ν)
ε,x

(
1(τε <∞)Φτε exp

(
−
∫ τε

0

(g(Ys)− V∞(Ys))ds
))

=
εp

|x|p
Ẽ(2+2ν)
ε,x

(
Φτε exp

(
−
∫ τε

0

(g(Ys)− V∞(Ys))ds
)∣∣∣τε <∞),

where we have used the monotone convergence theorem in the next to last equality and
the last equality follows from (7.10) and p = µ+ ν.

We interrupt the proof of the proposition for another auxiliary result.
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Lemma 7.2. For any ε > 0 and |x| > ε, we have the law of {Ys∧τε , s ≥ 0} conditioning

on {τε <∞} under P̃ (2+2ν)
ε,x is equal to the law of {Ys∧τε , s ≥ 0} under P̂ (2−2ν)

x defined as
in (7.1).

Proof. For any 0 < t1 < · · · < tn and any bounded Borel functions φi : Rd → R, 1 ≤ i ≤ n,
we use (7.10) to get

J := Ẽ(2+2ν)
ε,x

( n∏
i=1

φi(Yti∧τε)
∣∣∣τε <∞) = Ẽ(2+2ν)

ε,x

( n∏
i=1

φi(Yti∧τε)1{τε<∞}

)
· |x|

2ν

ε2ν
(7.12)

= Ẽ(2+2ν)
ε,x

( n∏
i=1

φi(Yti∧τε)P̃
(2+2ν)
ε,Ytn∧τε

(τε <∞)
)
· |x|

2ν

ε2ν
= Ẽ(2+2ν)

ε,x

( n∏
i=1

φi(Yti∧τε)
|x|2ν

|Ytn∧τε |2ν
)
,

where the second last equality is by the strong Markov property of Y . Similar to the
derivation of (7.7) using (7.4), (7.5) and (7.6), by replacing ν with −ν in (7.5) and (7.6),
another application of Girsanov’s theorem implies there is a unique probability P̂ (2−2ν)

ε,x

on C([0,∞),Rd) so that for any t ≥ 0,

dP̂ (2−2ν)
ε,x

∣∣∣
Yt

=
|Yτε∧t|−ν−µ

|x|−ν−µ
exp

(
−
∫ τε∧t

0

2(4− d)

|Ys|2
ds
)
dPx

∣∣∣
Yt
, (7.13)

and under P̂ (2−2ν)
ε,x , Y is the unique solution of

Yt = x+ B̂t +

∫ τε∧t

0

(−ν − µ)
Ys
|Ys|2

ds, (7.14)

(so again the drift is stopped when Y hits the ball B(0, ε)). Here B̂ is a standard d-

dimensional Brownian motion with respect to P̂ (2−2ν)
ε,x . Combining (7.7) and (7.13), we

can get

P̂ (2−2ν)
ε,x

∣∣∣
Yt

=
|x|2ν

|Yτε∧t|2ν
P̃ (2+2ν)
ε,x

∣∣∣
Yt
. (7.15)

Now apply (7.15) in (7.12) to see that

J = Ê(2−2ν)
ε,x

( n∏
i=1

φi(Yti∧τε)
)

= Ê(2−2ν)
x

( n∏
i=1

φi(Yti∧τε)
)
,

where the last equality follows since one can easily check that {Yt∧τε , t ≥ 0} under

P̂
(2−2ν)
ε,x is equal in law to that under P̂ (2−2ν)

x (see (7.1) and (7.14)). So the proof is
complete. �

Returning to the proof of Proposition 7.1, we apply the above lemma in (7.11) to
conclude

I =
εp

|x|p
Ê(2−2ν)
x

(
Φτε exp

(
−
∫ τε

0

(g(Ys)− V∞(Ys))ds
))
, (7.16)

and the proof is complete. �

One can show (as for (7.9)) that the radial process {|Ys∧τ0 |, s ≥ 0} under P̂ (2−2ν)
x is a

(2− 2ν)-dimensional Bessel process stopped at 0. By applying Lemma 7.2 to the radial
process {|Ys∧τε |, s ≥ 0}, we can get following “well-known” result on Bessel process (see
Corollary 2.3 of Lawler [14]).

Corollary 7.3. For δ ∈ R, let (ρt) denote a δ-dimensional Bessel process starting from

r > 0 under P (δ)
r . For any γ > 0 and any ε > 0 such that r > ε, we have the law of

{ρs∧τε , s ≥ 0} conditioning on {τε <∞} under P (2+2γ)
r is equal to the law of {ρs∧τε , s ≥ 0}

under P (2−2γ)
r .
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8 Proofs of Proposition 4.1 and Proposition 4.3(i)

In this section we will give the proof of Proposition 4.1 and Proposition 4.3(i). Recall
the definitions of U

~λ,~x,~ε, V
~λ,~x and W

~λ,~x,ε from Section 4.
Throughout the rest of this paper, we note when dealing with U

~λ,~x,~ε, we will fix
λ1, λ2 > 0 and let ε1, ε2 converge to 0. For V

~λ,~x we will let λ1, λ2 converge to infinity; for
W

~λ,~x,ε we will fix λ2 > 0 and let λ1 converge to infinity and ε converge to 0.

8.1 Preliminaries

Lemma 8.1. For any x1 6= x2 and x 6= x1, x2„ we have

lim
ε1,ε2↓0

U
~λ,~x,~ε(x) = lim

λ1,λ2→∞
V
~λ,~x(x) = lim

λ1→∞,ε↓0
W

~λ,~x,ε(x) = V∞,~x(x),

where V∞,~x(x) is as in (1.15).

Proof. This result follows intuitively from (1.42) and more details for the proof can be
found in Appendix B. �

Use 1 − ab ≤ (1 − a) + (1 − b) for all 0 ≤ a, b ≤ 1 to see that for all x so that
|x− xi| > εi, i = 1, 2,

U
~λ,~x,~ε(x) ≤

2∑
i=1

Nx

(
1− exp

(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)
)

=

2∑
i=1

Nx

(
1− exp

(
− (λi + 4U∞,1(2))

XG
xi
εi

(1)

ε2
i

))
=U λ̃1ε

−2
1 ,ε1(x− x1) + U λ̃2ε

−2
2 ,ε2(x− x2), (8.1)

where the first equality follows in a similar way to the derivation of (3.20) and the last is
by (3.18) and by letting

λ̃i := λi + 4U∞,1(2), i = 1, 2. (8.2)

Next we apply 1 − ab ≥ (1 − a) ∨ (1 − b), ∀0 ≤ a, b ≤ 1 to see that for all x so that
|x− xi| > εi, i = 1, 2,

U
~λ,~x,~ε(x) ≥ U λ̃1ε

−2
1 ,ε1(x− x1) ∨ U λ̃2ε

−2
2 ,ε2(x− x2). (8.3)

Similar to the above derivations, one can also show that for all x 6= x1, x2,

V λ1(x− x1) ∨ V λ2(x− x2) ≤ V ~λ,~x(x) ≤ V λ1(x− x1) + V λ2(x− x2), (8.4)

and for all x 6= x1 and |x− x2| > ε,{
W

~λ,~x,ε(x) ≤ V λ1(x− x1) + U λ̃2ε
−2,ε(x− x2),

W
~λ,~x,ε(x) ≥ V λ1(x− x1) ∨ U λ̃2ε

−2,ε(x− x2).
(8.5)

By (4.1) of [9] we have 4U∞,1(2) ≥ 4V∞(2) = λd and so λ̃i ≥ λd. Then it follows from
(4.17) of [8] that

U λ̃iε
−2
i ,εi(x) ≥ V∞(x), for all |x| ≥ εi for i = 1, 2. (8.6)

Together with (8.3), we have for all x so that |x− xi| ≥ εi, i = 1, 2,

U
~λ,~x,~ε(x) ≥ V∞(x− x1) ∨ V∞(x− x2), (8.7)
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and by (8.5) we have for all x 6= x1 and |x− x2| > ε,

W
~λ,~x,ε(x) ≥ V λ1(x− x1) ∨ V∞(x− x2). (8.8)

Fix x1 6= x2 and x 6= x1, x2. Let (Bt) denote a d-dimentional Brownian motion starting

from x under Px. Let rλi = λ0λ
− 1

4−d
i , i = 1, 2, where λ0 will be chosen to be some fixed

large constant below. Set Trλ = T 1
rλ1
∧ T 2

rλ2
where T irλi = inf{t ≥ 0 : |Bt − xi| ≤ rλi} for

i = 1, 2. Let λ1, λ2 > 0 be large so that

0 < 4(rλ1
∨ rλ2

) ≤ min{|x− x1|, |x− x2|, |x1 − x2|}. (8.9)

The following result is from Lemma 9.4 of [19].

Lemma 8.2. For any t > 0, we have for i = 1, 2,

V
~λ,~x
i (x) = Ex

(
V
~λ,~x
i (B(t ∧ Trλ)) exp

(
−
∫ t∧Trλ

0

V
~λ,~x(Bs)ds

))
.

Lemma 8.3. Let G = Gx1
ε1 ∩G

x2
ε2 . Then U

~λ,~x,~ε is a C2 function on G and solves

∆U
~λ,~x,~ε = (U

~λ,~x,~ε)2 on G. (8.10)

Proof. The proof follows in a similar way to that of Lemma S.1.1 of [10] and will be given
in Appendix B. �

Set T i2εi = inf{t ≥ 0 : |Bt − xi| ≤ 2εi}, i = 1, 2 and Tε = T 1
2ε1 ∧ T

2
2ε2 . Let ε1, ε2 > 0 be

small so that 0 < 4(ε1 ∨ ε2) < min{|x1 − x|, |x2 − x|, |x1 − x2|}.
Lemma 8.4. For any t > 0, we have for i = 1, 2,

U
~λ,~x,~ε
i (x) = Ex

(
U
~λ,~x,~ε
i (B(t ∧ Tε)) exp

(
−
∫ t∧Tε

0

U
~λ,~x,~ε(Bs)ds

))
.

Proof. By using Lemma 8.3, the proof is similar to the derivation of Lemma 8.2. �

Lemma 8.5. Let G = {x : x 6= x1} ∩Gx2
ε . Then W

~λ,~x,ε is a C2 function on G and solves

∆W
~λ,~x,ε = (W

~λ,~x,ε)2 on G. (8.11)

Proof. It follows in a similar manner to the proof of Lemma 8.3. �

Let rλ1
= λ0λ

− 1
4−d

1 where λ0 will be chosen to be some fixed large constant below.
Set Tλ1,ε = T 1

rλ1
∧ T 2

2ε where T 1
rλ1

= inf{t ≥ 0 : |Bt − x1| ≤ rλ1
} and T 2

2ε = inf{t ≥ 0 :

|Bt − x2| ≤ 2ε}. Let λ1 > 0 large and ε > 0 small such that

0 < 4(rλ1 ∨ ε) < min{|x1 − x|, |x2 − x|, |x1 − x2|}.

Lemma 8.6. For any t > 0, we have for i = 1, 2,

W
~λ,~x,ε
i (x) = Ex

(
W

~λ,~x,ε
i (B(t ∧ Tλ1,ε)) exp

(
−
∫ t∧Tλ1,ε

0

W
~λ,~x,ε(Bs)ds

))
.

Proof. By using Lemma 8.5, the proof follows in a similar way to that of Lemma 8.2. �
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8.2 Proofs of Proposition 4.1 and Proposition 4.3(i)

Given the similarities of the proofs of Propositions 4.1(i), 4.1(ii) and 4.3(i), we will only
give the proof of Proposition 4.1(ii) here and other proofs can be found in Appendix C.

Proof of Proposition 4.1(ii). By symmetry it suffices to consider the case i = 1. Recall
Lemma 8.4 to get

1

εp−2
1

U
~λ,~x,~ε
1 (x) =

1

εp−2
1

lim
t→∞

Ex

(
U
~λ,~x,~ε
1 (B(t ∧ Tε)) exp

(
−
∫ t∧Tε

0

U
~λ,~x,~ε(Bs)ds

))
,

where Tε = T 1
2ε1 ∧ T

2
2ε2 and T i2εi = inf{t ≥ 0 : |Bt − xi| ≤ 2εi} for i = 1, 2. By (5.3), we

have U
~λ,~x,~ε
1 (x) → 0 as |x| → ∞ and U

~λ,~x,~ε
1 (B(t ∧ Tε)) is uniformly bounded for all t ≥ 0.

Apply the dominated convergence theorem to see that

1

εp−2
1

U
~λ,~x,~ε
1 (x) =

1

εp−2
1

Ex

(
1{Tε<∞}U

~λ,~x,~ε
1 (B(Tε)) exp

(
−
∫ Tε

0

U
~λ,~x,~ε(Bs)ds

))
(8.12)

=

2∑
i=1

Ex

(
1{T i2εi<∞}

1{T i2εi<T
3−i
2ε3−i

}
1

εp−2
1

U
~λ,~x,~ε
1 (B(T i2εi)) exp

(
−
∫ T i2εi

0

U
~λ,~x,~ε(Bs)ds

))
:= I1 + I2.

We first deal with I2. Note in the integrand of I2 we may assume that |B(T 2
2ε2)−x2| = 2ε2

and so for ε2 > 0 small we have |x1 − B(T 2
2ε2)| > ∆/2 where ∆ = |x1 − x2|. Apply (5.3)

with x = B(T 2
2ε2) to get

1

εp−2
1

U
~λ,~x,~ε
1 (B(T 2

2ε2)) ≤ |B(T 2
2ε2)− x1|−p ≤ ∆−p2p. (8.13)

Let τr = inf{t ≥ 0 : |Bt| ≤ r} and use the above and (8.7) to see that I2 becomes

I2 ≤ 2p∆−pEx

(
1{T 2

2ε2
<∞}1{T 2

2ε2
<T 1

2ε1
} exp

(
−
∫ T 2

2ε2

0

U
~λ,~x,~ε(Bs)ds

))
(8.14)

≤ 2p∆−pEx−x2

(
1{τ2ε2<∞} exp

(
−
∫ τ2ε2

0

V∞(Bs)ds
))

= 2p∆−p(2ε2/|x− x2|)p → 0 as ε2 ↓ 0,

where in the last equality we have used Proposition 7.1 with g = V∞.

Now we will turn to I1. Let (Yt, t ≥ 0) be the d-dimensional coordinate process under
Wiener measure, Px. By slightly abusing the notation, we set τr = τYr = inf{t ≥ 0 : |Yt| ≤
r} for any r > 0, and set

T ′2ε2 = T ′ ,Y2ε2
= inf{t ≥ 0 : |Yt − (x2 − x1)| ≤ 2ε2}. (8.15)

Then use translation invariance of Y to get

I1 = Ex−x1

(
1{τ2ε1<∞}1{τ2ε1<T ′2ε2}

1

εp−2
1

U
~λ,~x,~ε
1 (Yτ2ε1 + x1) exp

(
−
∫ τ2ε1

0

U
~λ,~x,~ε(Ys + x1)ds

))
.

Recall that P̂ (2−2ν)
x is the law of Y starting from x such that Y satisfies the SDE as
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in (7.1). Apply Proposition 7.1 with g(·) = U
~λ,~x,~ε(·+ x1) in the above to get

I1 =
(2ε1)p

|x− x1|p
Ê

(2−2ν)
x−x1

(
1{τ2ε1<T ′2ε2}

1

εp−2
1

U
~λ,~x,~ε
1 (Yτ2ε1 + x1)

× exp
(
−
∫ τ2ε1

0

(U
~λ,~x,~ε(Ys + x1)− V∞(Ys))ds

))
=

2p

|x− x1|p
Ê

(2−2ν)
x−x1

(
[1{τ2ε1<T ′2ε2}

]× [ε2
1U

~λ,~x,~ε
1 (Yτ2ε1 + x1)]

×
[

exp
(
−
∫ τ2ε1

0

(U
~λ,~x,~ε(Ys + x1)− U λ̃1ε

−2
1 ,ε1(Ys))ds

)]
×
[

exp
(
−
∫ τ2ε1

0

(U λ̃1ε
−2
1 ,ε1(Ys)− V∞(Ys))ds

)])
:=

2p

|x− x1|p
Ê

(2−2ν)
x−x1

([J1][J2][J3][J4]), (8.16)

where λ̃1 is as in (8.2) and we have ordered the fours terms in square brackets as
J1, . . . , J4.

We first consider J2. Recall (4.7) and use translation invariance to get

J2 =NYτ2ε1 +x1

(
XG

x1
ε1

(1)

2∏
i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)

)

=NYτ2ε1

(
XGε1

(1) exp
(
− λ1

XGε1
(1)

ε2
1

)
1(XGε1/2

= 0)

× exp
(
− λ2

X
G
x2−x1
ε2

(1)

ε2
2

)
1(X

G
x2−x1
ε2/2

= 0)

)
.

By the scaling of Brownian snake and its exit measure under the excursion measure Nx
(see, e.g., the proof of Proposition V.9 in [16]), we have

J2 =ε−2
1 NYτ2ε1 /ε1

(
ε2

1XG1
(1) exp

(
− λ1XG1

(1)
)

1(XG1/2
= 0)

× exp
(
− λ2

X
G

(x2−x1)/ε1
ε2/ε1

(1)

(ε2/ε1)2

)
1
(
X
G

(x2−x1)/ε1
ε2/2ε1

= 0
))

law
=NYτ2

(
XG1

(1) exp
(
− λ1XG1

(1)
)

1(XG1/2
= 0)

× exp
(
− λ2

X
G

(x2−x1)/ε1
ε2/ε1

(1)

(ε2/ε1)2

)
1
(
X
G

(x2−x1)/ε1
ε2/2ε1

= 0
))

, (8.17)

where the last equality is by the scaling of Y . Note for any K > 0, we have∣∣∣x2 − x1

ε1

∣∣∣− ε2

ε1
≥ |x2 − x1|/2

ε1
> K for ε1, ε2 small enough,

and so by (2.3) and (2.4) we conclude NYτ2 -a.e.

X
G

(x2−x1)/ε1
ε2/ε1

(1) = X
G

(x2−x1)/ε1
ε2/2ε1

(1) = 0 for ε1, ε2 small enough.
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Therefore an application of the dominated convergence theorem will give us

lim
ε1,ε2↓0

NYτ2

(
XG1

(1) exp
(
− λ1XG1

(1)
)

1(XG1/2
= 0)

× exp
(
− λ2

X
G

(x2−x1)/ε1
ε2/ε1

(1)

(ε2/ε1)2

)
1
(
X
G

(x2−x1)/ε1
ε2/2ε1

= 0
))

=NYτ2

(
XG1(1)e−λ1XG1

(1)1(XG1/2
= 0)

)
=N2e1

(
XG1

(1)e−λ1XG1
(1)1(XG1/2

= 0)
)

= U λ̃1,1
1 (2), (8.18)

where the next to last equality is by spherical symmetry and e1 is the first unit basis
vector. In the last equality we have used (3.20), (3.19) with ε = 1, x = 2e1 and (8.2). In
view of (8.17) and (8.18), we have proved

J2 = ε2
1 U

~λ,~x,~ε
1 (Yτ2ε1 + x1)→ U λ̃1,1

1 (2) in distribution as ε1, ε2 ↓ 0.

Since U λ̃1,1
1 (2) is a constant, we conclude that under P̂ (2−2ν)

x−x1
,

J2 = ε2
1 U

~λ,~x,~ε
1 (Yτ2ε1 + x1)→ U λ̃1,1

1 (2) in probability as ε1, ε2 ↓ 0. (8.19)

We continue to show that with P̂ (2−2ν)
x−x1

-probability one,

J1 = 1{τ2ε1<T ′2ε2}
→ 1 as ε1, ε2 ↓ 0, (8.20)

and

J3 = exp
(
−
∫ τ2ε1

0

(U
~λ,~x,~ε(Ys + x1)− U λ̃1ε

−2
1 ,ε1(Ys))ds

)
→ exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

as ε1, ε2 ↓ 0. (8.21)

Since the drift of {Yt, t ≥ 0} as in (7.1) is bounded up to time τε for any ε > 0 and
since Brownian motion in d ≥ 2 does not hit points, we conclude by Girsanov’s theorem
(recall (7.13)) that {Yt, t ≥ 0} does not hit the point x1 − x2 6= 0 and so with P̂

(2−2ν)
x−x1

probability one,

∃δ(ω) > 0 so that |Ys − (x2 − x1)| > δ for all 0 ≤ s ≤ τ0, (8.22)

which implies (recall (8.15))

T ′2ε2 =∞ for all 0 < ε2 < δ(ω)/2, P̂
(2−2ν)
x−x1

-a.s. (8.23)

Since τ0 under P̂ (2−2ν)
x−x1

is the hitting time τ0 of a (2− 2ν)-dimensional Bessel process, it

follows that with P̂ (2−2ν)
x−x1

-probability one (see, e.g., Exercise (1.33) in Chp. XI of [21])

τ0 <∞, P̂
(2−2ν)
x−x1

-a.s. (8.24)

Therefore by (8.23) we have (8.20).
Fix ω outside a null set such that both (8.22) and (8.24) hold. For all 0 < ε1, ε2 <

δ(ω)/2, we have

|Ys| ≥ 2ε1 and |Ys − (x2 − x1)| > δ > 2ε2, for all 0 < s < τ2ε1 . (8.25)
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Now apply (8.1) with Ys + x1 in place of x to get

(U
~λ,~x,~ε(Ys + x1)− U λ̃1ε

−2
1 ,ε1(Ys))1{0<s<τ2ε1}

≤ U λ̃2ε
−2
2 ,ε2(Ys − (x2 − x1))1{0<s<τ2ε1} ≤ U

λ̃2ε
−2
2 ,ε2(δ)1{0<s<τ0}, (8.26)

where in the last inequality we have used (8.25) and the fact that
r 7→ Uλ,ε(r) is decreasing from Lemma 3.2(b) of [19]. Corollary 4.3 of [9] gives us

U λ̃2,1(x) ≤ U∞,1(x) ≤ 3(4− d)|x|−2,∀|x| > 1 large.

By scaling of Uλ,ε from (1.38), we have for ε2 > 0 small,

U λ̃2ε
−2
2 ,ε2(δ) = ε−2

2 U λ̃2,1(δ/ε2) ≤ 3(4− d)δ−2 ≤ 6δ−2. (8.27)

Combining (8.26) and (8.27), we have for ε2 > 0 small,

(U
~λ,~x,~ε(Ys + x1)− U λ̃1ε

−2
1 ,ε1(Ys))1{0<s<τ2ε1} ≤ 6δ−21{0<s<τ0}. (8.28)

Since we have τ0(ω) < ∞ by (8.24), we conclude the left-hand side term of (8.28) is
bounded by an integrable bound. By (4.38) of [8] we have

lim
ε↓0

Uλε
−2,ε(x) = V∞(x),∀x 6= 0, for any λ > 0. (8.29)

Now use the dominated convergence theorem with Lemma 8.1, (8.28) and (8.29) to see
that with P̂ (2−2ν)

x−x1
-probability one,

lim
ε1,ε2↓0

∫ τ2ε1

0

(U
~λ,~x,~ε(Ys + x1)− U λ̃1ε

−2
1 ,ε1(Ys))ds =

∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds,

thus proving (8.21) holds.
Combine (8.19), (8.20) and (8.21) to see that under P̂ (2−2ν)

x−x1
, we have

J1J2J3 → U λ̃1,1
1 (2) exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

in probability as ε1, ε2 ↓ 0. (8.30)

Recall (5.3) to see that

J2 = ε2
1U

~λ,~x,~ε
1 (Yτ2ε1 + x1) ≤ εp1|Yτ2ε1 |

−p = 2−p, (8.31)

and together with (8.3) we have 0 ≤ J1J2J3 ≤ 2−p, P̂
(2−2ν)
x−x1

-a.s. Recalling J4 as in (8.16),
we have 0 ≤ J4 ≤ 1 by (8.6). By (1.27) and the definition of V ~∞,~x as in (1.15), we have

V ~∞,~x(x) ≥ V∞(x− x1) ∨ V∞(x− x2), ∀x 6= x1, x2. (8.32)

Now use (8.30) and the bounded convergence theorem to see that∣∣∣Ê(2−2ν)
x−x1

(J1J2J3J4)− Ê(2−2ν)
x−x1

(
U λ̃1,1

1 (2)

× exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
× J4

)∣∣∣
≤ Ê(2−2ν)

|x−x1|

(∣∣∣J1J2J3 − U λ̃1,1
1 (2) exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)∣∣∣)

→ 0 as ε1, ε2 ↓ 0.
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Boundary local time measure of super-Brownian motion

In view of (8.16), we conclude

lim
ε1,ε2↓0

I1 =
2pU λ̃1,1

1 (2)

|x− x1|p

× lim
ε1,ε2↓0

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
× J4

)
, (8.33)

provided we can show the limit on the right-hand side exists. We claim that there is
some constant C(λ̃1) > 0 such that

lim
ε1↓0

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
× J4

)
= C(λ̃1)Ê

(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
. (8.34)

It will then follow from (8.12), (8.14), (8.33) and (8.34) that

lim
ε1,ε2↓0

1

εp−2
1

U
~λ,~x,~ε
1 (x) = 2pU λ̃1,1

1 (2)C(λ̃1)

|x− x1|−pÊ(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
,

and the proof is complete by letting C4.1(λ1) = 2pU λ̃1,1
1 (2)C(λ̃1).

It remains to prove (8.34). First by the monotone convergence theorem and (8.32),
we have

lim
δ↓0

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

− exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))

= 0. (8.35)

Since 0 ≤ J4 ≤ 1 for any ε1 > 0, it follows from monotonicity and (8.32) that∣∣∣Ê(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
× J4

)
(8.36)

− Ê(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
× J4

)∣∣∣
≤Ê(2−2ν)

x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

− exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
→ 0 as δ ↓ 0

uniformly for all ε1 > 0 by (8.35). Fixing any δ > 0, we will show that

lim
ε1↓0

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
× J4

)
= C(λ̃1)Ê

(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
. (8.37)

Then one can easily conclude from (8.35), (8.36) and (8.37) that (8.34) holds.
It remains to prove (8.37). Recall (ρs) is a γ-dimensional Bessel process starting from

r > 0 under P (γ)
r and let τε = τρε = inf{t ≥ 0 : ρt ≤ ε}. Lemma 4.5 of [8] implies that for

any λ > 0, there is some constant 0 < C8.38(λ) <∞ so that for all x 6= 0,

lim
ε↓0

E
(2+2ν)
|x|

(
exp

(
−
∫ τ2ε

0

(Uλε
−2,ε − V∞)(ρs)ds

)∣∣∣τ2ε <∞) = C8.38(λ). (8.38)
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For 0 < ε1 < δ/2 we apply the strong Markov property of (Ys, s ≥ 0) to get

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

× exp
(
−
∫ τ2ε1

0

(U λ̃1ε
−2
1 ,ε1(Ys)− V∞(Ys))ds

))
=Ê

(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

× exp
(
−
∫ τδ

0

(U λ̃1ε
−2
1 ,ε1(Ys)− V∞(Ys))ds

)
× Ê(2−2ν)

Yτδ

(
exp

(
−
∫ τ2ε1

0

(U λ̃1ε
−2
1 ,ε1(Ys)− V∞(Ys))ds

)))
. (8.39)

For the last term on the right-hand side of (8.39), we can use the fact that under
P̂

(2−2ν)
x , {|Ys∧τ2ε1 |, s ≥ 0} is a stopped (2− 2ν)-dimensional Bessel process and then use

Corollary 7.3 to get

Ê
(2−2ν)
Yτδ

(
exp

(
−
∫ τ2ε1

0

(U λ̃1ε
−2
1 ,ε1(Ys)− V∞(Ys))ds

))
= E

(2−2ν)
|Yτδ |

(
exp

(
−
∫ τ2ε1

0

(U λ̃1ε
−2
1 ,ε1(ρs)− V∞(ρs))ds

))
= E

(2+2ν)
δ

(
exp

(
−
∫ τ2ε1

0

(U λ̃1ε
−2
1 ,ε1(ρs)− V∞(ρs))ds

)∣∣∣τ2ε1 <∞)
→ C8.38(λ̃1) as ε1 ↓ 0, (8.40)

where the last is by (8.38). Next since δ > 0 is fixed, by (8.29) it follows that with
P̂

(2−2ν)
x−x1

-probability one,

lim
ε1↓0

exp
(
−
∫ τδ

0

(U λ̃1ε
−2
1 ,ε1(Ys)− V∞(Ys))ds

)
= 1. (8.41)

In view of (8.32) and (8.6), with P̂ (2−2ν)
x−x1

-probability one, for any ε1 > 0 we have

exp
(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

× exp
(
−
∫ τδ

0

(U λ̃1ε
−2
1 ,ε1(Ys)− V∞(Ys))ds

)
× Ê(2−2ν)

Yτδ

(
exp

(
−
∫ τ2ε1

0

(U λ̃1ε
−2
1 ,ε1(Ys)− V∞(Ys))ds

))
≤ 1. (8.42)

Combine (8.40), (8.41) and (8.42) to see that the integrand in (8.39) converges pointwise
a.s. as ε1 ↓ 0 and is bounded by 1. Therefore we apply the bounded convergence theorem
to conclude

lim
ε1↓0

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
× J4

)
= C8.38(λ̃1)Ê

(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
,

and the proof of (8.37) is complete. �

9 Convergence of the second moments

In this section we will give the proofs of Proposition 4.2 and Proposition 4.3(ii).
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9.1 Preliminaries

Lemma 9.1. For any λ1, λ2, ε1, ε2, ε > 0, we have the following holds for all x so that
|x− x1| ∧ |x− x2| > (ε1 ∨ ε2 ∨ ε):

−U~λ,~x,~ε1,2 (x) ≤ min{2λ−1
2 |x− x1|−pεp−2

1 , 2λ−1
1 |x− x2|−pεp−2

2 },
−V ~λ,~x1,2 (x) ≤ min{2λ−1

2 c3.2λ
−(1+α)
1 |x− x1|−p, 2λ−1

1 c3.2λ
−(1+α)
2 |x− x2|−p},

−W~λ,~x,ε
1,2 (x) ≤ min{2λ−1

2 c3.2λ
−(1+α)
1 |x− x1|−p, 2λ−1

1 |x− x2|−pεp−2}.

Proof. Similar to the derivation of Lemma S.1.2 in [10], it is easy to conclude from the

definition (see (4.8)) that −U~λ,~x,~ε1,2 (x) is strictly decreasing in ~λ ∈ (0,∞)2. So we can use

this monotonicity and U
~λ,~x,~ε
2 ≥ 0 (see (4.7)) to get

−U~λ,~x,~ε1,2 (x) ≤ 2

λ1

∫ λ1

λ1/2

− ∂

∂λ′1
U

(λ′1,λ2),~x,~ε
2 (x)dλ′1 ≤

2

λ1
U

(λ1/2,λ2),~x,~ε
2 (x) ≤ 2

λ1
|x− x2|−pεp−2

2 ,

where the last inequality is by (5.3). The result for −U~λ,~x,~ε1,2 follows by symmetry.

The proofs for −V ~λ,~x1,2 and −W~λ,~x,ε
1,2 will follow in a similar way by using (5.2), (5.4)

and (5.5). �

Fix x1 6= x2 and x 6= x1, x2. Let Px denote the law of d-dimensional Brownian motion
B starting from x. Recall rλ1

, rλ2
and Trλ as in Lemma 8.2. The following result is from

Lemma 9.5 of [19].

Lemma 9.2. For all λ1, λ2 > 0 large,

−V ~λ,~x1,2 (x) =Ex

(∫ Trλ

0

2∏
i=1

V
~λ,~x
i (Bt) exp

(
−
∫ t

0

V
~λ,~x(Bs)ds

)
dt
)

+ Ex

(
exp

(
−
∫ Trλ

0

V
~λ,~x(Bs)ds

)
1(Trλ <∞)(−V ~λ,~x1,2 (BTrλ ))

)
.

Lemma 9.3. For all ε1, ε2 > 0 small, we have

−U~λ,~x,~ε1,2 (x) =Ex

(∫ Tε

0

2∏
i=1

U
~λ,~x,~ε
i (Bt) exp

(
−
∫ t

0

U
~λ,~x,~ε(Bs)ds

)
dt
)

+ Ex

(
exp

(
−
∫ Tε

0

U
~λ,~x,~ε(Bs)ds

)
1(Tε <∞)(−U~λ,~x,~ε1,2 (BTε))

)
,

where Tε is as in Lemma 8.4.

Proof. In view of Lemma 8.4, it follows in a similar manner to the proof of Lemma 9.2. �

Lemma 9.4. For all λ1 > 0 large and ε > 0 small,

−W~λ,~x,ε
1,2 (x) = Ex

(∫ Tλ1,ε

0

2∏
i=1

W
~λ,~x,~ε
i (Bt) exp

(
−
∫ t

0

W
~λ,~x,~ε(Bs)ds

)
dt
)

+ Ex

(
exp

(
−
∫ Tλ1,ε

0

W
~λ,~x,~ε(Bs)ds

)
1(Tλ1,ε <∞)(−W~λ,~x,~ε

1,2 (BTλ1,ε))
)
,

where Tλ1,ε is as in Lemma 8.6.

Proof. In view of Lemma 8.6, it follows in a similar manner to the proof of Lemma 9.2. �
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Lemma 9.5. For any x1 6= x2, if |x − x1| ∧ |x − x2| > ε0 for some ε0 > 0, then there is
some constant C9.5(ε0) > 0 so that for all ε1, ε2 > 0 small,

0 ≤ 1

εp−2
1

1

εp−2
2

(−U~λ,~x,~ε1,2 (x))) ≤ C9.5(ε0)(1 + |x1 − x2|2−p), (9.1)

and for all λ1 ≥ 1 large and ε > 0 small,

0 ≤ λ1+α
1

εp−2
(−W~λ,~x,ε

1,2 (x))) ≤ C9.5(ε0)(1 + |x1 − x2|2−p). (9.2)

Proof. In view of Lemma 9.3 and Lemma 9.4, it follows in a similar manner to the proof
of Proposition 6.1 of [19] and Proposition 5.1 of [9]. �

9.2 Proofs of Proposition 4.2 and 4.3(ii)

Given the similarities of the proofs of Propositions 4.2(i), 4.2(ii) and 4.3(ii), we will
only give the proof of 4.2(ii) here and other proofs can be found in Appendix D.

Proof of Proposition 4.2(ii). For any x1 6= x2, we fix any x 6= x1, x2. In order to find the

limit of ε−(p−2)
1 ε

−(p−2)
2 (−U~λ,~x,~ε1,2 (x)) as ε1, ε2 ↓ 0, by Lemma 9.3, it suffices to calculate the

limits of following as ε1, ε2 ↓ 0.

K1 +K2 :=
1

εp−2
1

1

εp−2
2

Ex

(∫ Tε

0

2∏
i=1

U
~λ,~x,~ε
i (Bt) exp

(
−
∫ t

0

U
~λ,~x,~ε(Bs)ds

)
dt
)

+
1

εp−2
1

1

εp−2
2

Ex

(
exp

(
−
∫ Tε

0

U
~λ,~x,~ε(Bs)ds

)
1(Tε<∞)(−U

~λ,~x,~ε
1,2 (BTε))

)
. (9.3)

Recall Tε = T i2εi ∧ T
3−i
2ε3−i

where T i2εi = inf{t ≥ 0 : |Bt| ≤ 2εi}, i = 1, 2. Let ε1, ε2 > 0 be
small so that 0 < 4(ε1 ∨ ε2) < |x1 − x2|.

We first consider K2. On {Tε < ∞}, by considering Tε = T i2εi < T 3−i
2ε3−i

we may set
BTε = BT i2εi

so that |BT i2εi − xi| = 2εi and |x3−i −BT i2εi | ≥ ∆/2 where ∆ = |x1 − x2|.
Lemma 9.1 and the above imply

−U~λ,~x,~ε1,2 (BTε) = −U~λ,~x,~ε1,2 (BT i2εi
) ≤ 2

λi
∆−p2pεp−2

3−i ≤ c∆
−pεp−2

3−i .

This shows that

K2 ≤
1

εp−2
1

1

εp−2
2

2∑
i=1

c∆−pεp−2
3−iEx

(
1{T i2εi<∞}

1{T i2εi<T
3−i
2ε3−i

} exp
(
−
∫ T i2εi

0

U
~λ,~x,~ε(Bs)ds

))
.

(9.4)

From (8.14) we have for i = 1, 2,

Ex

(
1{T i2εi<∞}

1{T i2εi<T
3−i
2ε3−i

} exp
(
−
∫ T i2εi

0

U
~λ,~x,~ε(Bs)ds

))
≤ (2εi)

p|x− xi|−p,

and so (9.4) becomes

K2 ≤
1

εp−2
1

1

εp−2
2

c∆−p
2∑
i=1

εp−2
3−i (2εi)

p|x− xi|−p

≤ C∆−p(ε2
1 + ε2

2)

2∑
i=1

|x− xi|−p → 0 as ε1, ε2 ↓ 0. (9.5)
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Turning to K1, we first recall

K1 =

∫ ∫ ∞
0

1

εp−2
1

1

εp−2
2

U
~λ,~x,~ε
1 (Bt)U

~λ,~x,~ε
2 (Bt) exp

(
−
∫ t

0

U
~λ,~x,~ε(Bs)ds

)
1(t≤Tε)dtdPx. (9.6)

We know Tε → ∞ as ε1, ε2 ↓ 0 since Brownian motion in d ≥ 2 doesn’t hit points. By
Proposition 4.1 and Lemma 8.1, for Leb× Px-a.e. (t, ω), we have

lim
ε1,ε2↓0

1

εp−2
1

1

εp−2
2

U
~λ,~x,~ε
1 (Bt)U

~λ,~x,~ε
2 (Bt) exp

(
−
∫ t

0

U
~λ,~x,~ε(Bs)ds

)
1(t ≤ Tε)

= C4.1(λ1)C4.1(λ2)U ~∞,~x
1 (Bt)U

~∞,~x
2 (Bt) exp

(
−
∫ t

0

V ~∞,~x(Bs)ds
)
. (9.7)

Recall the definition of U ~∞,~x
1,2 (x) as in (1.17). If we can find an integrable bound for the

left-hand side term of (9.7), by the dominated convergence theorem we can conclude
from (9.6) and (9.7) that

lim
ε1,ε2↓0

K1 = C4.1(λ1)C4.1(λ2)(−U ~∞,~x
1,2 (x)), (9.8)

and the proof will be finished by Lemma 9.3, (9.3), (9.5) and (9.8).
It suffices to find an integrable bound for the left-hand side term of (9.7). Recall (5.3)

and (8.7) to see that

1

εp−2
1

1

εp−2
2

U
~λ,~x,~ε
1 (Bt)U

~λ,~x,~ε
2 (Bt) exp

(
−
∫ t

0

U
~λ,~x,~ε(Bs)ds

)
1(t ≤ Tε) (9.9)

≤|Bt − x1|−p|Bt − x2|−p exp
(
−
∫ t

0

U
~λ,~x,~ε(Bs)ds

)
1(t ≤ Tε)

≤
2∑
i=1

|Bt − xi|−p|Bt − x3−i|−p1(|Bt − xi| ≤ |Bt − x3−i|) exp
(
−
∫ t

0

V∞(Bs − xi)ds
)

≤2p
2∑
i=1

|Bt − xi|−p(|Bt − xi|−p ∧∆−p) exp
(
−
∫ t

0

V∞(Bs − xi)ds
)
,

where in the last inequality we have used |Bt − x3−i| ≥ (|Bt − xi| ∨ (∆/2)) on the set
{|Bt − xi| ≤ |Bt − x3−i|}.

It remains to show that for i = 1, 2,

Ii : =

∫ ∫ ∞
0

|Bt − xi|−p(|Bt − xi|−p ∧∆−p)

exp
(
−
∫ t

0

V∞(Bs − xi)ds
)
dtdPx <∞. (9.10)

Let rε = 2ε. For i = 1, 2, by translation invariance and the monotone convergence
theorem we have

Ii =Ex−xi

(∫ ∞
0

|Bt|−p(|Bt|−p ∧∆−p) exp
(
−
∫ t

0

V∞(Bs)ds
)
dt
)

= lim
ε↓0

Ex−xi

(∫ τrε

0

|Bt|−p(|Bt|−p ∧∆−p) exp
(
−
∫ t

0

V∞(Bs)ds
)
dt
)
. (9.11)

By (S.18) and (S.20) of [10], we have

Ex−xi

(∫ τrε

0

|Bt|−p(|Bt|−p ∧∆−p) exp
(∫ t

0

2pDλ(2)εp−2

|Bs|p
ds
)

exp
(
−
∫ t

0

2(4− d)

|Bs|2
ds
)
dt
)
≤ C∆2−p|x− xi|−p,∀ε > 0 small, (9.12)

EJP 25 (2020), paper 106.
Page 43/66

https://www.imstat.org/ejp

https://doi.org/10.1214/20-EJP507
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Boundary local time measure of super-Brownian motion

where Dλ(2) = U∞,1(2)− Uλ,1(2) with λ > 0 large. Therefore we conclude from (9.11)
and (9.12) that Ii < ∞ and the proof of (9.10) is complete. It remains to prove (4.13).
Recall the definition of (−U ~∞,~x

1,2 (x)) as in (1.17). By (1.16), (8.32) and (9.9), it follows
immediately from (9.11) and (9.12). �

A Proofs of Theorems 1.4 and 1.14 under PX0

We deal with the case PX0
for the general initial condition X0 and recall S(X0)

is the closed support of X0. Recall S(X0)≥δ = {x : d(x, S(X0)) ≥ δ} for any δ > 0,
where d(x, S(X0)) = inf{|x− y| : y ∈ S(X0)}. Similarly we define S(X0)>δ, S(X0)≤δ and
S(X0)<δ.

We first give the convergence of Lλ to L and L̃(κ)ε to L̃(κ) and then find some
constant c1.13(κ) > 0 so that L̃(κ) = c1.13(κ)L a.s. Next we show that the support of
L̃(κ) is contained in ∂R ∩ S(X0)c and it follows that the support of L will also be on
∂R ∩ S(X0)c, thus finishing both proofs of Theorem 1.4 and Theorem 1.14. Since the
proof for the convergence of Lλ and L̃(κ)ε are similar, we will only give the proof for the
latter.

Let {φm}∞m=1 be a countable determining class for MF (Rd) consisting of bounded,
continuous functions and we take φ1 = 1. Define

CX0 = {ψX0

m,k : ψX0

m,k = φm · χX0

k ,m ≥ 1, k ≥ 1},

where

χX0

k (x) =


1, if x ∈ Bk ∩ S(X0)>1/k,

0, if d(x, S(X0)) ≤ (2k)−1 or |x| ≥ k + 1

continuous, on (2k)−1 ≤ d(x, S(X0)) ≤ k−1 and k ≤ |x| ≤ k + 1.

(A.1)

Corollary 5.5 implies that for any ψX0

m,k ∈ CX0
, we have L̃(κ)ε(ψX0

m,k) converges in L2(PX0
)

to some l̃(ψX0

m,k) and by taking a subsequence we get almost sure convergence. Define
subsequences iteratively and take a diagonal subsequence εn ↓ 0 (we may assume
0 < εn < 1 for all n ≥ 1) to get

L̃(κ)εn(ψX0

m,k)→ l̃(ψX0

m,k) as εn ↓ 0, for all m, k ≥ 1, PX0 -a.s. (A.2)

For any fixed 0 < δ < 1 we will consider the restriction of {L̃(κ)εn} to S(X0)≥δ and
we write L̃(κ)εnδ ≡ L̃(κ)εn |S(X0)≥δ (recall µ|K(·) = µ(· ∩K)).

First we use Corollary III.1.5 of [20] to see that with PX0
-probability one there is

some β′(ω) ∈ (0, 1] such that for all 0 < t < β′, the closed support of Xt is within
the region {x : d(x, S(X0)) < 3(t log(1/t))1/2}. Pick 0 < β < β′ small enough so that
3(β log(1/β))1/2 < δ and hence

R∩ S(X0)≥δ ⊂
⋃
t≥β

Supp(Xt).

By Corollary III.1.7 of [20] we conclude from the above that for any δ > 0,

R∩ S(X0)≥δ is bounded, PX0 -a.s. (A.3)

Next we claim that for any 0 < δ < 1 and any εn ↓ 0, with PX0 -probability one we
have

sup
0<εn<δ/2

L̃(κ)εn
(

(R∩ S(X0)≥δ/2)>1 ∩ S(X0)≥δ
)

= 0. (A.4)
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To see this, we fix ε < δ/2 < 1. For all x ∈ (R∩ S(X0)≥δ/2)>1, we have

Bε(x) ⊂ (R∩ S(X0)≥δ/2)c.

Next for all x ∈ S(X0)≥δ, we have Bε(x) ⊂ S(X0)>δ/2 and in particular

Bε(x) ⊂ (R∩ S(X0)≤δ/2)c.

Therefore we conclude x ∈ (R∩ S(X0)≥δ/2)>1 ∩ S(X0)≥δ would imply Bε(x) ⊂ Rc, and
by (2.4) we have XGxε

(1) = 0. It follows that for all 0 < εn < δ/2,

EX0

(
L̃(κ)εn

(
(R∩ S(X0)≥δ/2)>1 ∩ S(X0)≥δ

))
≤ EX0

(∫ XGxε
(1)

εp
exp

(
− κ

XGxε
(1)

ε2

)
1(Bε(x) ⊂ Rc)dx

)
=

∫
EX0

(XGxε
(1)

εp
exp

(
− κ

XGxε
(1)

ε2

)
1(Bε(x) ⊂ Rc)

)
dx = 0.

Thus we get (A.4) by taking a countable union of null sets.
Now use (A.3) and (A.4) to see that with PX0 -probability one, for M ≥ 1 large we

have

sup
0<εn<δ/2

L̃(κ)εnδ

(
{x : |x| ≥M}

)
≤ sup

0<εn<δ/2

L̃(κ)εnδ

(
(R∩ S(X0)≥δ/2)>1

)
= sup

0<εn<δ/2

L̃(κ)εn
(

(R∩ S(X0)≥δ/2)>1 ∩ S(X0)≥δ
)

= 0. (A.5)

For any M > 1, by using (A.2) with m = 1, we conclude with PX0
-probability one, for

k ≥ 1 large, we have

sup
0<εn<δ/2

L̃(κ)εnδ (BM ) = sup
0<εn<δ/2

L̃(κ)εn(S(X0)≥δ ∩BM ) ≤ sup
0<εn<δ/2

L̃(κ)εn(χX0

k ) <∞.

Together with (A.5), we have

sup
0<εn<δ/2

L̃(κ)εnδ (1) ≤ sup
0<εn<δ/2

L̃(κ)εnδ (BM ) + sup
0<εn<δ/2

L̃(κ)εnδ

(
{x : |x| ≥M}

)
<∞. (A.6)

Note (A.5) also implies the tightness of {L̃(κ)εnδ , 0 < εn < δ/2} and together with (A.6),

we get the relative compactness of {L̃(κ)εnδ , 0 < εn < δ/2} by Prohorov’s theorem (see,
e.g., Theorem 7.8.7 of [1]). Therefore any subsequence admits a further sequence along
which the measures converge to some l̃(κ)δ supported on S(X0)≥δ in the weak topology.
It remains to check all limit point coincide which is easy to see by (A.2) since CX0 is
a determining class on MF (S(X0)≥δ). Therefore for any δ > 0, under PX0 we have

L̃(κ)εnδ
P→ l̃(κ)δ as ε ↓ 0.

Note by definition, l̃(κ)δ′ and l̃(κ)δ agree on S(X0)≥δ for all δ ≥ δ′ > 0. Take δ = 1/k

and define a σ-finite measure L̃(κ) on S(X0)c by

L̃(κ)|S(X0)≥1/k ≡ l̃(κ)1/k,∀k ≥ 1. (A.7)

Thus we conclude L̃(κ)ε|S(X0)≥1/k
P→ L̃(κ)|S(X0)≥1/k as ε ↓ 0 under PX0 for all k ≥ 1

and by taking a diagonal subsequence, we can find some sequence εn ↓ 0 so that
L̃(κ)εn |S(X0)≥1/k → L̃(κ)|S(X0)≥1/k ,∀k ≥ 1 a.s. as n→∞.

With the construction of L̃(κ), and by a similar argument for the construction of
L complete under PX0

, we now show PX0
-a.s. that L̃(κ) = c1.13(κ)L. By the above
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construction, it suffices to show that for any k ≥ 1, we have PX0
-a.s. that L̃(κ)|S(X0)≥1/k =

c1.13(κ)L|S(X0)≥1/k .
Similar to the derivation of (5.18), by Corollary 5.5 and Corollary 5.6, we can get

PX0
-a.s. that C4.1(κ)L(ψX0

m,k) = K4.1L̃(κ)(ψX0

m,k) for all m, k ≥ 1 and so we have

C4.1(κ)L|S(X0)≥1/k = K4.1L̃(κ)|S(X0)≥1/k for all k ≥ 1.

Then it follows that PX0 -a.s. L̃(κ) = c1.13(κ)L as noted above.
Finally by using Proposition 5.7, one can show that L̃(κ) (and hence L) is supported

on ∂R in a similar way to the proof of Theorem 1.3 under N0 in Section 5.2. The
construction of L̃(κ) will then give us that L̃(κ) is supported on ∂R∩ S(X0)c. The proof
is then complete.

B Proofs of Lemmas 8.1 and 8.3

B.1 Proof of Lemma 8.1

Recall from (1.15) that

V∞,~x(x) = Nx

(
{Lx1 > 0} ∪ {Lx2 > 0}

)
<∞,

where the finiteness is by N0(Lx > 0) = V∞(x) < ∞. Therefore by (4.3) and the
monotone convergence theorem we have

V∞,~x(x)− V ~λ,~x(x) = Nx

(
1− 1{Lx1=0}∩{Lx2=0}

)
−Nx

(
1− e−λ1L

x1−λ2L
x2
)

= Nx

(
e−λ1L

x1−λ2L
x2

1{Lx1>0}∪{Lx2>0}

)
→ 0 as λ1, λ2 →∞.

Now we will turn to the proof for U
~λ,~x,~ε and W

~λ,~x,ε. For any x so that |x−xi| > εi, i = 1, 2,
we first define K1,K2 by

Ki ≡ Nx
((

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)− 1{Lxi=0}

)2)
(B.1)

= Nx

((
exp

(
− 2λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)

− 2 exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)1{Lxi=0} + 1{Lxi=0}

)
.

Use Proposition 2.1(i) to see that

Ki = Nx

((
exp

(
− 2λi

XG
xi
εi

(1)

ε2
i

)
PX

G
xi
εi

(XG
xi
εi/2

= 0) (B.2)

− 2 exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
PX

G
xi
εi

(XG
xi
εi/2

= 0, Lxi = 0) + PX
G
xi
εi

(Lxi = 0)
)
.

Apply (1.27) to see that

PX
G
xi
εi

(Lxi = 0) = exp
(
− V∞(εi)XG

xi
εi

(1)
)

= exp
(
− λd

XG
xi
εi

(1)

ε2
i

)
,

and as in the derivation of (3.20), we have

PX
G
xi
εi

(XG
xi
εi/2

= 0) = exp
(
− 4U∞,1(2)

XG
xi
εi

(1)

ε2
i

)
.
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Use Proposition 2.2(i) to get

PX
G
xi
εi

(XG
xi
εi/2

= 0, Lxi = 0) = PX
G
xi
εi

(
1(XG

xi
εi/2

= 0)PX
G
xi
εi/2

(Lxi = 0)
)

= PX
G
xi
εi

(XG
xi
εi/2

= 0).

Returning to (B.2), we have

Ki =Nx

(
exp

(
− (2λi + 4U∞,1(2))

XG
xi
εi

(1)

ε2
i

)
(B.3)

− 2 exp
(
− (λi + 4U∞,1(2))

XG
xi
εi

(1)

ε2
i

)
+ exp

(
− λd

XG
xi
εi

(1)

ε2
i

))
≤Nx

(
exp

(
− λd

XG
xi
εi

(1)

ε2
i

)
− exp

(
− (λi + 4U∞,1(2))

XG
xi
εi

(1)

ε2
i

))
=U (λi+4U∞,1(2))ε−2

i ,εi(x− xi)− Uλdε
−2
i ,εi(x− xi)→ 0 as εi ↓ 0,

where the second equality is by (3.18) and the convergence to 0 follows from (8.29).
Turning to U

~λ,~x,~ε(x), for ε1, ε2 > 0 small enough, by definition we have

I =U
~λ,~x,~ε(x)− V∞,~x(x)

=Nx

(
1−

2∏
i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)
)
−Nx

(
1− 1{Lx1=0}1{Lx2=0}

)
=Nx

(
1{Lx1=0}1{Lx2=0} −

2∏
i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)
)
.

By Jensen’s inequality we have

I2 ≤Nx
(( 2∏

i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)− 1{Lx1=0}1{Lx2=0}

)2)
≤2Nx

(( 2∏
i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)

− 1{Lx1=0} exp
(
− λ2

XG
x2
ε2

(1)

ε2
2

)
1(XG

x2
ε2/2

= 0)
)2)

+2Nx

((
1{Lx1=0} exp

(
− λ2

XG
x2
ε2

(1)

ε2
2

)
1(XG

x2
ε2/2

= 0)− 1{Lx1=0}1{Lx2=0}

)2)
,

where the last inequality is by (a+ b)2 ≤ 2a2 + 2b2,∀a, b ∈ R. Then we have

I2 ≤ 2Nx

((
exp

(
− λ1

XG
x1
ε1

(1)

ε2
1

)
1(XG

x1
ε1/2

= 0)− 1{Lx1=0}

)2)
+ 2Nx

((
exp

(
− λ2

XG
x2
ε2

(1)

ε2
2

)
1(XG

x2
ε2/2

= 0)− 1{Lx2=0}

)2)
= 2K1 + 2K2 → 0

as ε1, ε2 ↓ 0 where we have used (B.1) and (B.3) in the last line.
Turning to W

~λ,~x,ε(x), for ε > 0 small enough we have

J = W
~λ,~x,ε(x)− V∞,~x(x)

= Nx

(
1− e−λ1L

x1
exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1(X

G
x2
ε/2

=0)

)
−Nx

(
1− 1{Lx1=0}1{Lx2=0}

)
= Nx

(
1{Lx1=0}1{Lx2=0} − e−λ1L

x1
exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)
)
.
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By Jensen’s inequality we have

J2 ≤Nx
((
e−λ1L

x1
exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)− 1{Lx1=0}1{Lx2=0}

)2)
≤2Nx

((
e−λ1L

x1
exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)

− 1{Lx1=0} exp
(
− λ2

XG
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)
)2)

+ 2Nx

((
1{Lx1=0} exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1(XG

x2
ε/2

= 0)− 1{Lx1=0}1{Lx2=0}

)2)
≤2Nx

((
e−λ1L

x1 − 1{Lx1=0}

)2)
+ 2Nx

((
exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1(X

G
x2
ε/2

=0) − 1{Lx2=0}

)2)
≤2Nx

(
e−2λ1L

x1
1{Lx1>0}

)
+ 2K2 → 0,

as λ1 →∞ and ε ↓ 0 where we have used the monotone convergence theorem and (B.3)
in the last line.

B.2 Proof of Lemma 8.3

Recall G = Gx1
ε1 ∩G

x2
ε2 . For all x ∈ G we let

u(x) ≡ U~λ,~x,~ε = Nx

(
1−

2∏
i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)
)
.

Define

λ̃i = λi + 4U∞,1(2), i = 1, 2, (B.4)

and recall (8.1) to get for all x ∈ G,

u(x) ≤ U λ̃1ε
−2
1 ,ε1(x− x1) + U λ̃2ε

−2
2 ,ε2(x− x2) ≤ λ̃1ε

−2
1 + λ̃2ε

−2
2 , (B.5)

where the last inequality follows from that r 7→ Uλ,ε(r) is decreasing by Lemma 3.2(b) of
[19] and that Uλ,ε(ε) = λ. Next, for any x′ ∈ G, let D be an open ball that contains x′,
whose closure is in G. Use Proposition 2.1(i) to see that for x ∈ D,

u(x) = Nx

(
1−

2∏
i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)
)

=Nx

(
1− EXD

( 2∏
i=1

exp
(
− λi

XG
xi
εi

(1)

ε2
i

)
1(XG

xi
εi/2

= 0)
))

=Nx

(
1− exp

(
−
∫
u(y)XD(dy)

))
,

the last equality by (4.6) with X0 = XD. Therefore

u(x) = Nx

(
1− exp

(
−
∫
u(y)XD(dy)

))
, ∀x ∈ D.

Note u is bounded in G by (B.5), and hence on ∂D. Use Theorem V.6 of [16] to conclude

∆u(x) = (u(x))2, ∀x ∈ D, and, in particular, for x = x′.

Since x′ is arbitrary, it holds for all x ∈ G.
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C Proofs of Propositions 4.1(i) and 4.3(i)

Proof of Proposition 4.1(i). By symmetry it suffices to consider the case i = 1. Recall
Lemma 8.2 to get

λ1+α
1 V

~λ,~x
1 (x) =λ1+α

1 lim
t→∞

Ex

(
V
~λ,~x
1 (B(t ∧ Trλ)) exp

(
−
∫ t∧Trλ

0

V
~λ,~x(Bs)ds

))
,

where Trλ = T 1
rλ1
∧ T 2

rλ2
and T irλi = inf{t ≥ 0 : |Bt − xi| ≤ rλi}. Here rλi = λ0λ

− 1
4−d

i and

we will choose λ0 to be some fixed large constant below. By (5.2), we have V
~λ,~x
1 (x)→ 0

as |x| → ∞ and V
~λ,~x
1 (B(t ∧ Trλ)) is uniformly bounded for all t ≥ 0. Apply the dominated

convergence theorem to see that

λ1+α
1 V

~λ,~x
1 (x) =λ1+α

1 Ex

(
1{Trλ<∞}V

~λ,~x
1 (B(Trλ)) exp

(
−
∫ Trλ

0

V
~λ,~x(Bs)ds

))
=

2∑
i=1

Ex

(
1{T irλi

<∞}1{T irλi
<T 3−i

rλ3−i
}λ

1+α
1 V

~λ,~x
1 (B(T irλi

))

exp
(
−
∫ T irλi

0

V
~λ,~x(Bs)ds

))
:= I1 + I2. (C.1)

We first deal with I2. Note in the integrand of I2 we may assume that |B(T 2
rλ2

)−x2| = rλ2

and so by (8.9) we have |x1 −B(T 2
rλ2

)| > ∆/2 where ∆ = |x1 − x2|. Apply (5.2) with

x = B(T 2
rλ2

) to get

λ1+α
1 V

~λ,~x
1 (B(T 2

rλ2
)) ≤ c3.2|B(T 2

rλ2
)− x1|−p ≤ c3.2∆−p2p. (C.2)

Let τr = inf{t ≥ 0 : |Bt| ≤ r} and use (C.2) and (8.4) to see that I2 becomes

I2 ≤ c3.22p∆−pEx

(
1{T 2

rλ2
<∞}1{T 2

rλ2
<T 1

rλ1
} exp

(
−
∫ T 2

rλ2

0

V
~λ,~x(Bs)ds

))
(C.3)

≤ c3.22p∆−pEx−x2

(
1{τrλ2<∞}

exp
(
−
∫ τrλ2

0

V λ2(Bs)ds
))

= c3.22p∆−prpλ2
|x− x2|−pE(2+2ν)

|x−x2|

(
exp

(∫ τrλ2

0

(V∞ − V λ2)(ρs)ds
)∣∣∣τrλ2 <∞)

≤ c3.22p∆−prpλ2
|x− x2|−pC3.5(λ0, ν, 1)→ 0 as λ2 →∞,

where we have used Proposition 3.7 in the equality and we choose λ0 > c3.5 to apply
Lemma 3.5 in the last inequality.

Now we will turn to I1. Let (Yt, t ≥ 0) be the d-dimensional coordinate process under
Wiener measure, Px. By slightly abusing the notation, we set τr = τYr = inf{t ≥ 0 : |Yt| ≤
r} for any r > 0, and set

T ′rλ2
= T ′ ,Yrλ2

= inf{t ≥ 0 : |Yt − (x2 − x1)| ≤ rλ2}. (C.4)

Then use translation invariance of Y to get

I1 =Ex−x1

(
1{τrλ1<∞}

1{τrλ1<T
′
rλ2
}λ

1+α
1 V

~λ,~x
1 (Y (τrλ1 ) + x1) exp

(
−
∫ τrλ1

0

V
~λ,~x(Ys + x1)ds

))
.

Recall that P̂ (2−2ν)
x is the law of Y starting from x such that Y is the unique solution of{

Yt = x+ B̂t +
∫ t

0
(−ν − µ) Ys

|Ys|2 ds, t < τ0,

Yt = 0, t ≥ τ0,
(C.5)
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Boundary local time measure of super-Brownian motion

where B̂ is a standard d-dimensional Brownian motion under P̂ (2−2ν)
x . Apply Proposi-

tion 7.1 with g(·) = V
~λ,~x(·+ x1) in the above to get

I1 =
rpλ1

|x− x1|p
Ê

(2−2ν)
x−x1

(
1{τrλ1<T

′
rλ2
}λ

1+α
1 V

~λ,~x
1 (Y (τrλ1 ) + x1)

× exp
(
−
∫ τrλ1

0

(V
~λ,~x(Ys + x1)− V∞(Ys))ds

))
=

1

|x− x1|p
Ê

(2−2ν)
x−x1

(
[1{τrλ1<T

′
rλ2
}][r

p
λ1
λ1+α

1 V
~λ,~x
1 (Y (τrλ1 ) + x1)]

×
[

exp
(
−
∫ τrλ1

0

(V
~λ,~x(Ys + x1)− V λ1(Ys))ds

)]
×
[

exp
(∫ τrλ1

0

(V∞(Ys)− V λ1(Ys))ds
)])

:=
1

|x− x1|p
Ê

(2−2ν)
x−x1

([J̃1][J̃2][J̃3][J̃4]), (C.6)

where we have ordered the fours terms in square brackets as J̃1, . . . , J̃4.
We first consider J̃2. Recall (4.9) and use translation invariance to get

J̃2 =rpλ1
λ1+α

1 NY (τrλ1
)+x1

(
Lx1 exp(−λ1L

x1 − λ2L
x2)
)

=rpλ1
λ1+α

1 NY (τrλ1
)

(
L0 exp(−λ1L

0 − λ2L
x2−x1)

)
.

By the scaling of Brownian snake and its local time (Lx0) under the excursion measure
Nx (see, e.g., Proof of Proposition V.9 in [16]), we have

J̃2 =rpλ1
λ1+α

1 r−2
λ1
NY (τrλ1

)/rλ1

(
r4−d
λ1

L0e−λ1r
4−d
λ1

L0

e−λ2r
4−d
λ1

L
(x2−x1)/rλ1

)
=λp+2−d

0 NY (τrλ1
)/rλ1

(
L0e−λ

4−d
0 L0

e−λ2r
4−d
λ1

L
(x2−x1)/rλ1

)
law
=λp+2−d

0 NY (τ1)

(
L0e−λ

4−d
0 L0

e−λ2r
4−d
λ1

L
(x2−x1)/rλ1

)
, (C.7)

where in the next to last equality we have used the definitions of rλ1
and α and the last

equality follows from the scaling of Y . Note for any K > 0, we have∣∣∣x2 − x1

rλ1

∣∣∣ > K for λ1 large enough,

and so by the compactness of the support of SBM (see (2.3)), we conclude NY (τ1)-a.e.,

L(x2−x1)/rλ1 = 0 for λ1 large enough.

Therefore an application of the dominated convergence theorem Theorem will give us

lim
λ1,λ2→∞

NY (τ1)

(
L0 exp(−λ4−d

0 L0 − λ2r
4−d
λ1

L(x2−x1)/rλ1 )
)
,

=NY (τ1)

(
L0 exp(−λ4−d

0 L0)
)

= Ne1

(
L0 exp(−λ4−d

0 L0)
)

= V
λ4−d
0

1 (1), (C.8)

where in the next to last equality we have used spherical symmetry and e1 is the first
unit basis vector. The last equality follows by (3.2). In view of (C.7), we have proved

J̃2 = rpλ1
λ1+α

1 V
~λ,~x
1 (Y (τrλ1 ) + x1)

d→ λp+2−d
0 V

λ4−d
0

1 (1) in distribution (C.9)
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as λ1, λ2 →∞, and furthermore, under P̂ (2−2ν)
x−x1

we have

J̃2 = rpλ1
λ1+α

1 V
~λ,~x
1 (Y (τrλ1 ) + x1)→ λp+2−d

0 V
λ4−d
0

1 (1) in probability (C.10)

as λ1, λ2 →∞ since λp+2−d
0 V

λ4−d
0

1 (1) is a constant.

By (8.20), with P̂ (2−2ν)
x−x1

-probability one we have

J̃1 = 1{τrλ1<T
′
rλ2
} → 1 as λ1, λ2 →∞. (C.11)

As for (8.21), we use Lemma 8.1 to see that with P̂ (2−2ν)
x−x1

-probability one,

J̃3 = exp
(
−
∫ τrλ1

0

(V
~λ,~x(Ys + x1)− V λ1(Ys))ds

)
→ exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

as λ1, λ2 →∞. (C.12)

Here one can see from (8.4) that

0 ≤ V ~λ,~x(Ys + x1)− V λ1(Ys) ≤ V λ2(Ys − (x2 − x1)) ≤ V∞(Ys − (x2 − x1)),

and so apply the dominated convergence theorem as before.
Combining (C.10), (C.11) and (C.12), we conclude that under P̂ (2−2ν)

x−x1
,

J̃1J̃2J̃3 → λp+2−d
0 V

λ4−d
0

1 (1) exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

in probability as λ1, λ2 →∞. (C.13)

Recall (5.2) to see that

J̃2 =rpλ1
λ1+α

1 V
~λ,~x
1 (Y (τrλ1 ) + x1) ≤ rpλ1

c3.2|Y (τrλ1 )|−p = c3.2.

Use (8.4) to see that J̃3 ≤ 1 and so conclude

J̃1J̃2J̃3 ≤ c3.2, P̂
(2−2ν)
x−x1

-a.s. (C.14)

Recall (8.32) and use (C.13), (C.14) and the bounded convergence theorem to get

lim
λ1,λ2→∞

Ê
(2−2ν)
x−x1

((
λp+2−d

0 V
λ4−d
0

1 (1) exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

− J̃1J̃2J̃3

)2)
= 0. (C.15)

Recalling J̃4 as in (C.6), we use the fact that under P̂ (2−2ν)
x−x1

, the process {|Ys∧τrλ1 |, s ≥ 0}
is a stopped (2− 2ν)-dimensional Bessel process and then use Corollary 7.3 to get for all
λ1 > 0,

Ê
(2−2ν)
x−x1

(J̃4

2
) = Ê

(2−2ν)
x−x1

(
exp

(
2

∫ τrλ1

0

(V∞(Ys)− V λ1(Ys))ds
))

=E
(2−2ν)
|x−x1|

(
exp

(
2

∫ τrλ1

0

(V∞(ρs)− V λ(ρs))ds
))

=E
(2+2ν)
|x−x1|

(
exp

(
2

∫ τrλ1

0

(V∞(ρs)− V λ(ρs))ds
)∣∣∣τrλ1 <∞)

≤C3.5(λ0, ν, 2) <∞, (C.16)
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where we have chosen λ0 > c3.5 so that we can apply Lemma 3.5 in the last inequality.
Now we can conclude that∣∣∣Ê(2−2ν)

x−x1
(J̃1J̃2J̃3J̃4)− Ê(2−2ν)

x−x1

(
λp+2−d

0 V
λ4−d
0

1 (1)

× exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
× J̃4

)∣∣∣
≤Ê(2−2ν)
|x−x1|

(
J̃4 ×

∣∣∣J̃1J̃2J̃3 − λp+2−d
0 V

λ4−d
0

1 (1)

× exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)∣∣∣)

≤
(
Ê

(2−2ν)
x−x1

(J̃4

2
)
)1/2(

Ê
(2−2ν)
x−x1

(
J̃1J̃2J̃3 − λp+2−d

0 V
λ4−d
0

1 (1)

× exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))2)1/2

→ 0

as λ1, λ2 →∞, where the second inequality is by the Cauchy-Schwartz inequality and
the convergence to 0 follows from (C.15) and (C.16). In view of (C.6), we conclude

lim
λ1,λ2→∞

I1 =
λp+2−d

0 V
λ4−d
0

1 (1)

|x− x1|p
(C.17)

lim
λ1,λ2→∞

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
· J̃4

)
,

provided we can show the limit on the right-hand side exists.

Recall C3.5(λ0, ν, 1) as in Lemma 3.5. We claim that

lim
λ1→∞

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
· J̃4

)
(C.18)

=C3.5(λ0, ν, 1)Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
.

It will then follow from (C.1), (C.3), (C.17) and (C.18) that

lim
λ1,λ2→∞

λ1+α
1 V

~λ,~x
1 (x) = λp+2−d

0 V
λ4−d
0

1 (1)C3.5(λ0, ν, 1)

|x− x1|−pÊ(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
,

and the proof will be complete by letting K4.1 = λp+2−d
0 V

λ4−d
0

1 (1)C3.5(λ0, ν, 1). Recall c3.8
as in Lemma 3.8 (see (3.11)) to conclude K4.1 = c3.8.

It remains to prove (C.18). First by (8.32) and the monotone convergence theorem,
we have

lim
δ→0

∣∣∣Ê(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))

− Ê(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))∣∣∣ = 0. (C.19)
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Since J̃4 has an uniform L2 bound for all λ1 > 0 by (C.16), by Cauchy-Schwartz we have

∣∣∣Ê(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
× J̃4

)
(C.20)

− Ê(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
× J̃4

)∣∣∣
≤
(
Ê

(2−2ν)
x−x1

(J̃4

2
)
)1/2(

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

− exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))2)1/2

→ 0 as δ ↓ 0

uniformly for all λ1 > 0, where the last follows from the monotone convergence theorem
and (C.16). Fixing any δ > 0, we will show that

lim
λ1→∞

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
· J̃4

)
(C.21)

=C3.5(λ0, ν, 1)Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
,

and one can easily conclude from (C.19), (C.20) and (C.21) that (C.18) holds.

It remains to prove (C.21). For rλ1
< δ we use the strong Markov property of

(Ys, s ≥ 0) to get

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

× exp
(∫ τrλ1

0

(V∞ − V λ1)(Ys)ds
))

=Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

× exp
(∫ τδ

0

(V∞(Ys)− V λ1(Ys))ds
)

× Ê(2−2ν)
Yτδ

(
exp

(∫ τrλ1

0

(V∞(Ys)− V λ1(Ys))ds
)))

. (C.22)

Using Corollary 7.3 as in (C.16), we have

Ê
(2−2ν)
Yτδ

(
exp

(∫ τrλ1

0

(V∞(Ys)− V λ1(Ys))ds
))

= E
(2−2ν)
|Yτδ |

(
exp

(∫ τrλ1

0

(V∞(ρs)− V λ1(ρs))ds
))

= E
(2+2ν)
δ

(
exp

(∫ τrλ1

0

(V∞(ρs)− V λ1(ρs))ds
)∣∣∣τrλ1 <∞)

↑ C3.5(λ0, ν, 1) as λ1 →∞, (C.23)

where the last follows from Lemma 3.5 by choosing λ0 > c3.5. Next since δ > 0 is fixed,
we have

lim
λ1→∞

exp
(∫ τδ

0

(V∞(Ys)− V λ1(Ys))ds
)
→ 1, P̂

(2−2ν)
x−x1

-a.s. (C.24)
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In view of (C.23) and (8.32), with P̂ (2−2ν)
x−x1

-probability one, for any λ1 > 0 we have

exp
(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

× exp
(∫ τδ

0

(V∞(Ys)− V λ1(Ys))ds
)

× Ê(2−2ν)
Yτδ

(
exp

(∫ τrλ1

0

(V∞(Ys)− V λ1(Ys))ds
))

≤ exp
(∫ τδ

0

V∞(Ys)ds
)
· C3.5(λ0, ν, 1). (C.25)

Similar to (C.23), we apply Corollary 7.3 and Lemma 3.4(i) to get

Ê
(2−2ν)
x−x1

(
exp

(∫ τδ

0

V∞(Ys)ds
))

= E
(2−2ν)
|x−x1|

(
exp

(∫ τδ

0

V∞(ρs)ds
))

(C.26)

=E
(2+2ν)
|x−x1|

(
exp

(∫ τδ

0

V∞(ρs)ds
)∣∣∣τδ <∞)

=E
(2+2ν)
|x−x1|/δ

(
exp

(∫ τ1

0

V∞(ρs)ds
)∣∣∣τ1 <∞) = (|x− x1|/δ)ν−µ <∞,

where the second last equality is by scaling of Bessel process. Combine (C.23)–(C.26)
to see that the integrand in (C.22) converges pointwise a.s. and is bounded by (the

integrable) exp
( ∫ τδ

0
V∞(Ys)ds

)
· C3.5(λ0, ν, 1). Therefore by the dominated convergence

theorem we conclude that

lim
λ1→∞

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

× exp
(∫ τrλ1

0

(V∞ − V λ1)(Ys)ds
))

=C3.5(λ0, ν, 1)Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τδ

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
,

and the proof of (C.21) is complete. �

Proof of Proposition 4.3(i). We will only give the convergence of λ1+α
1 W

~λ,~x,ε
1 (x) and leave

the details for the convergence of 1
εp−2W

~λ,~x,ε
2 (x) to the readers. Recall Lemma 8.6 to see

that

λ1+α
1 W

~λ,~x,ε
1 (x) = λ1+α

1 lim
t→∞

Ex

(
W

~λ,~x,ε
1 (B(t ∧ Tλ1,ε)) exp

(
−
∫ t∧Tλ1,ε

0

W
~λ,~x,ε(Bs)ds

))
,

where Tλ1,ε = T 1
rλ1
∧ T 2

2ε and T 1
rλ1

= inf{t ≥ 0 : |Bt − x1| ≤ rλ1} and T 2
2ε = inf{t ≥ 0 :

|Bt − x2| ≤ 2ε}. Here rλ1
= λ0λ

− 1
4−d

1 and we will choose λ0 to be some fixed large

constant below. By (5.4), we have W
~λ,~x,ε
1 (x)→ 0 as |x| → ∞ and W

~λ,~x,ε
1 (B(t ∧ Trλ,ε)) is

uniformly bounded for all t ≥ 0. Apply the dominated convergence theorem to get

λ1+α
1 W

~λ,~x,ε
1 (x) (C.27)

=λ1+α
1 Ex

(
1{Tλ1,ε<∞}W

~λ,~x,ε
1 (B(Tλ1,ε)) exp

(
−
∫ Tλ1,ε

0

W
~λ,~x,ε(Bs)ds

))
=Ex

(
1{T 1

rλ1
<∞}1{T 1

rλ1
<T 2

2ε}λ
1+α
1 W

~λ,~x,ε
1 (B(T 1

rλ1
)) exp

(
−
∫ T 1

rλ1

0

W
~λ,~x,ε(Bs)ds

))
+ Ex

(
1{T 2

2ε<∞}1{T 2
2ε<T

1
rλ1
}λ

1+α
1 W

~λ,~x,ε
1 (B(T 2

2ε)) exp
(
−
∫ T 2

2ε

0

W
~λ,~x,ε(Bs)ds

))
:=I1 + I2.
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We first deal with I2. Note in the integrand of I2 we may assume that |B(T 2
2ε)− x2| = 2ε

and so for ε < |x1 − x2|/4 we have |x1 −B(T 2
2ε)| > ∆/2 where ∆ = |x1 − x2|. Apply (5.4)

with x = B(T 2
2ε) to get

λ1+α
1 W

~λ,~x,ε
1 (B(T 2

2ε)) ≤ c3.2|B(T 2
2ε)− x1|−p ≤ c3.2∆−p2p. (C.28)

Let τr = inf{t ≥ 0 : |Bt| ≤ r} and use (C.28) and (8.8) to see that I2 becomes

I2 ≤ c3.22p∆−pEx

(
1{T 2

2ε<∞}1{T 2
2ε<T

1
rλ1
} exp

(
−
∫ T 2

2ε

0

W
~λ,~x,ε(Bs)ds

))
≤ c3.22p∆−pEx−x2

(
1{τ2ε<∞} exp

(
−
∫ τ2ε

0

V∞(Bs)ds
))

= c3.22p∆−p(2ε/|x− x2|)p → 0 as ε ↓ 0, (C.29)

where we have used Proposition 3.7 in the last equality with g = V∞.
Now we will turn to I1. Let (Yt, t ≥ 0) be the d-dimensional coordinate process under

Wiener measure, Px. By slightly abusing the notation, we set τr = τYr = inf{t ≥ 0 : |Yt| ≤
r} for any r > 0, and set

T ′2ε = T ′ ,Y2ε = inf{t ≥ 0 : |Yt − (x2 − x1)| ≤ 2ε}. (C.30)

Then use translation invariance of Y to get

I1 = Ex−x1

(
1{τrλ1<∞}

1{τrλ1<T
′
2ε}λ

1+α
1 W

~λ,~x,ε
1 (Y (τrλ1 ) + x1)

× exp
(
−
∫ τrλ1

0

W
~λ,~x,ε(Ys + x1)ds

))
.

Recall that P̂ (2−2ν)
x is the law of Y starting from x such that Y satisfy the SDE as in (C.5).

Now apply Proposition 7.1 with g(·) = W
~λ,~x,ε(·+ x1) to get

I1 =
rpλ1

|x− x1|p
Ê

(2−2ν)
x−x1

(
1{τrλ1<T

′
2ε}λ

1+α
1 W

~λ,~x,ε
1 (Y (τrλ1 ) + x1)

× exp
(
−
∫ τrλ1

0

(W
~λ,~x,ε(Ys + x1)− V∞(Ys))ds

))
=

1

|x− x1|p
Ê

(2−2ν)
x−x1

(
[1{τrλ1<T

′
2ε}][r

p
λ1
λ1+α

1 W
~λ,~x,ε
1 (Y (τrλ1 ) + x1)]

×
[

exp
(
−
∫ τrλ1

0

(W
~λ,~x,ε(Ys + x1)− V λ1(Ys))ds

)]
×
[

exp
(∫ τrλ1

0

(V∞(Ys)− V λ1(Ys))ds
)])

:=
1

|x− x1|p
Ê

(2−2ν)
x−x1

([Ĵ1][Ĵ2][Ĵ3][Ĵ4]). (C.31)

We first consider Ĵ2. Recall the definition of W
~λ,~x,ε
1 as in Section 4 and use translation

invariance to get

Ĵ2 =rpλ1
λ1+α

1 NY (τrλ1
)+x1

(
Lx1e−λ1L

x1
exp

(
− λ2

XG
x2
ε

(1)

ε2

)
1{X

G
x2
ε/2

=0}

)
=rpλ1

λ1+α
1 NY (τrλ1

)

(
L0e−λ1L

0

exp
(
− λ2

X
G
x2−x1
ε

(1)

ε2

)
1{X

G
x2−x1
ε/2

=0}

)
.

EJP 25 (2020), paper 106.
Page 55/66

https://www.imstat.org/ejp

https://doi.org/10.1214/20-EJP507
https://imstat.org/journals-and-publications/electronic-journal-of-probability/


Boundary local time measure of super-Brownian motion

By the scaling of Brownian snake and its local time and exit measure under the excursion
measure Nx (see, e.g., Proof of Proposition V.9 in [16]), we have

Ĵ2 =rpλ1
λ1+α

1 r−2
λ1
NY (τrλ1

)/rλ1

(
r4−d
λ1

L0 exp(−λ1r
4−d
λ1

L0)

× exp
(
− λ2

X
G

(x2−x1)/rλ1
ε/rλ1

(1)

(ε/rλ1
)2

)
1
(
X
G

(x2−x1)/rλ1
ε/2rλ1

= 0
))

.

Use the definitions of rλ1
and α to see that the above becomes

Ĵ2 =λp+2−d
0 NY (τrλ1

)/rλ1

(
L0 exp(−λ4−d

0 L0) (C.32)

× exp
(
− λ2

X
G

(x2−x1)/rλ1
ε/rλ1

(1)

(ε/rλ1)2

)
1
(
X
G

(x2−x1)/rλ1
ε/2rλ1

= 0
))

law
=λp+2−d

0 NY (τ1)

(
L0 exp(−λ4−d

0 L0)

× exp
(
− λ2

X
G

(x2−x1)/rλ1
ε/rλ1

(1)

(ε/rλ1
)2

)
1
(
X
G

(x2−x1)/rλ1
ε/2rλ1

= 0
))
,

where the last equality follows from the scaling of Y . Note for any K > 0, for all
0 < ε < |x1 − x2|/2, we have∣∣∣x2 − x1

rλ1

∣∣∣− ε

rλ1

≥ |x1 − x2|/2
rλ1

> K for λ1 large enough,

and so by (2.3) and (2.4) we conclude NY (τ1)-a.e.

X
G

(x2−x1)/rλ1
ε/rλ1

(1) = X
G

(x2−x1)/rλ1
ε/2rλ1

(1) = 0 for λ1 large enough.

Therefore an application of the dominated convergence theorem Theorem will give us

lim
λ1→∞,ε↓0

NY (τ1)

(
L0e−λ

4−d
0 L0

exp
(
− λ2

X
G

(x2−x1)/rλ1
ε/rλ1

(1)

(ε/rλ1)2

)
1
(
X
G

(x2−x1)/rλ1
ε/2rλ1

= 0
))

=NY (τ1)

(
L0e−λ

4−d
0 L0

)
= Ne1

(
L0e−λ

4−d
0 L0

)
= V

λ4−d
0

1 (1), (C.33)

where in the next to last equality we have used spherical symmetry and e1 is the first
unit basis vector. The last equality follows by (3.2). In view of (C.32), we have proved

Ĵ2 = rpλ1
λ1+α

1 W
~λ,~x,ε
1 (Yτrλ1

+ x1)→ λp+2−d
0 V

λ4−d
0

1 (1) in distribution

as λ1 →∞, ε ↓ 0, and furthermore under P̂ (2−2ν)
x−x1

, we have

Ĵ2 = rpλ1
λ1+α

1 W
~λ,~x,ε
1 (Yτrλ1

+ x1)→ λp+2−d
0 V

λ4−d
0

1 (1) in probability (C.34)

as λ1 →∞, ε ↓ 0 since λp+2−d
0 V

λ4−d
0

1 (1) is a constant.

By (8.20), with P̂ (2−2ν)
x−x1

-probability one we have

Ĵ1 = 1{τrλ1<T
′
2ε} → 1 as λ1 →∞, ε ↓ 0. (C.35)
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Boundary local time measure of super-Brownian motion

As for (8.21), we use Lemma 8.1 to see that with P̂ (2−2ν)
x−x1

-probability one,

Ĵ3 = exp
(
−
∫ τrλ1

0

(W
~λ,~x,ε(Ys + x1)− V λ1(Ys))ds

)
→ exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

as λ1 →∞, ε ↓ 0. (C.36)

Here one can see from (8.5) that

0 ≤W~λ,~x,ε(Ys + x1)− V λ1(Ys) ≤ U λ̃2ε
−2,ε(Ys − (x2 − x1)), (C.37)

where λ̃2 is as in (8.2). Then argue as in the derivation of (8.27) and apply the dominated
convergence theorem as before.

Combine (C.34), (C.35) and (C.36) to see that under P̂ (2−2ν)
x−x1

, we have

Ĵ1Ĵ2Ĵ3 → λp+2−d
0 V

λ4−d
0

1 (1) exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

in probability as λ1 →∞, ε ↓ 0. (C.38)

Recall from (5.4) to see that

J̃2 ≤rpλ1
λ1+α

1 W
~λ,~x,ε
1 (Y (τrλ1 ) + x1) ≤ rpλ1

c3.2|Y (τrλ1 )|−p = c3.2.

By (C.37) we have Ĵ3 ≤ 1 and so conclude

Ĵ1Ĵ2Ĵ3 ≤ c3.2, P̂ (2−2ν)
x−x1

-a.s. (C.39)

Recall (8.32) and use (C.38), (C.39) and the bounded convergence theorem to get

lim
λ1→∞,ε↓0

Ê
(2−2ν)
x−x1

((
λp+2−d

0 V
λ4−d
0

1 (1) exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

− Ĵ1Ĵ2Ĵ3

)2)
= 0. (C.40)

Recall J̃4 from (C.6) to see that

Ĵ4 = exp
(∫ τrλ1

0

(V∞(Ys)− V λ1(Ys))ds
)

= J̃4.

By (C.16) and by choosing λ0 > c3.5, we have

Ê
(2−2ν)
x−x1

(Ĵ4
2
) = Ê

(2−2ν)
x−x1

(J̃4

2
) ≤ C3.5(λ0, ν, 2) <∞,∀λ1 > 0. (C.41)

Now we conclude∣∣∣Ê(2−2ν)
x−x1

(Ĵ1Ĵ2Ĵ3Ĵ4)− Ê(2−2ν)
x−x1

(
λp+2−d

0 V
λ4−d
0

1 (1)

exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
· Ĵ4

)∣∣∣
≤Ê(2−2ν)
|x−x1|

(
Ĵ4 ·

∣∣∣Ĵ1Ĵ2Ĵ3 − λp+2−d
0 V

λ4−d
0

1 (1)

exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)∣∣∣)

≤Ê(2−2ν)
x−x1

((
λp+2−d

0 V
λ4−d
0

1 (1) exp
(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)

− Ĵ1Ĵ2Ĵ3

)2)1/2(
Ê

(2−2ν)
x−x1

(Ĵ4
2
)
)1/2

→ 0 as λ1 →∞, ε ↓ 0,
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Boundary local time measure of super-Brownian motion

where the second inequality is by Cauchy-Schwartz and the convergence to 0 follows
from (C.40) and (C.41). In view of (C.31), we have

lim
λ1→∞,ε↓0

I1

=
λp+2−d

0 V
λ4−d
0

1 (1)

|x− x1|p
lim

λ1→∞
Ê

(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
)
· Ĵ4

)
=
λp+2−d

0 V
λ4−d
0

1 (1)

|x− x1|p
C3.5(λ0, ν, 1)Ê

(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
,

(C.42)

where the last equality is by (C.18) (recall Ĵ4 = J̃4).
Now we conclude from (C.27), (C.29) and (C.42) that

lim
λ1→∞,ε↓0

λ1+α
1 W

~λ,~x,ε
1 (x) = λp+2−d

0 V
λ4−d
0

1 (1)C3.5(λ0, ν, 1)|x− x1|−p

Ê
(2−2ν)
x−x1

(
exp

(
−
∫ τ0

0

(V ~∞,~x(Ys + x1)− V∞(Ys))ds
))
,

and the proof is complete. �

D Proofs of Proposition 4.2(i) and Proposition 4.3(ii)

Proof of Proposition 4.2(i). For any x1 6= x2, we fix x 6= x1, x2. In order to find the limit

of λ1+α
1 λ1+α

2 (−V ~λ,~x1,2 (x)) as λ1, λ2 →∞, by Lemma 9.2, it suffices to find the limits of the
following as λ1, λ2 →∞.

K1 +K2 ≡ λ1+α
1 λ1+α

2 Ex

(∫ Trλ

0

2∏
i=1

V
~λ,~x
i (Bt) exp

(
−
∫ t

0

V
~λ,~x(Bs)ds

)
dt
)

+λ1+α
1 λ1+α

2 Ex

(
exp

(
−
∫ Trλ

0

V
~λ,~x(Bs)ds

)
1(Trλ<∞)(−V

~λ,~x
1,2 (BTrλ ))

)
. (D.1)

In the above Trλ = T 1
rλ1
∧ T 2

rλ2
and T irλi = inf{t ≥ 0 : |Bt− xi| ≤ rλi}. Here rλi = λ0λ

− 1
4−d

i

and we will choose λ0 to be some fixed large constant below. Let λ1, λ2 > 0 be large so
that

0 < 4(rλ1 ∨ rλ2) < min{|x1 − x|, |x2 − x|, |x1 − x2|}. (D.2)

We first consider K2. On {Trλ < ∞}, by considering Trλ = T irλi
< T 3−i

rλ3−i
we may set

xλ(ω) = B(Trλ) = B(T irλi
) so that |xλ − xi| = rλi and by (D.2) we have |x3−i − xλ| ≥ ∆/2

where ∆ = |x1 − x2|. Lemma 9.1 and the above imply

(−V ~λ,~x,~ε1,2 (B(Trλ))) ≤ 2

λi
c3.2λ

−(1+α)
3−i ∆−p2p ≤ c∆−p 1

λ1+α
3−i

1

λi
.

This shows that

K2 ≤ λ1+α
1 λ1+α

2

2∑
i=1

c∆−p
1

λ1+α
3−i

1

λi

Ex

(
1(T irλi

<∞)1(T irλi
< T 3−i

rλ3−i
) exp

(
−
∫ T irλi

0

V
~λ,~x(Bs)ds

))
. (D.3)
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Boundary local time measure of super-Brownian motion

From (C.3), by choosing λ0 > c3.5 we have for i = 1, 2,

Ex

(
1(T irλi

<∞)1(T irλi
< T 3−i

rλ3−i
) exp

(
−
∫ T irλi

0

V
~λ,~x(Bs)ds

))
≤ rpλi |x− xi|

−pC3.5(λ0, ν, 1), (D.4)

and so (D.3) becomes

K2 ≤λ1+α
1 λ1+α

2 c∆−p
2∑
i=1

1

λ1+α
3−i

1

λi
rpλi |x− xi|

−pC3.5(λ0, ν, 1)

≤C∆−pλp0(λ
− 2

4−d
1 + λ

− 2
4−d

2 )

2∑
i=1

|x− xi|−p → 0 as λ1, λ2 →∞, (D.5)

where in the last equality we have used the definitions of rλi and α.
Now we will turn to K1. Recall

K1 =

∫ ∫ ∞
0

λ1+α
1 λ1+α

2 V
~λ,~x
1 (Bt)V

~λ,~x
2 (Bt) exp

(
−
∫ t

0

V
~λ,~x(Bs)ds

)
1(t ≤ Trλ)dtdPx.

By Proposition 4.1 and Lemma 8.1, for Leg × Px-a.e. (t, ω), we have

lim
λ1,λ2→∞

λ1+α
1 λ1+α

2 V
~λ,~x
1 (Bt)V

~λ,~x
2 (Bt) exp

(
−
∫ t

0

V
~λ,~x(Bs)ds

)
1(t ≤ Trλ)

= K2
4.1U

~∞,~x
1 (Bt)U

~∞,~x
2 (Bt) exp

(
−
∫ t

0

V ~∞,~x(Bs)ds
)
. (D.6)

Use the bounds (5.2) and (8.4) to see that

λ1+α
1 λ1+α

2 V
~λ,~x
1 (Bt)V

~λ,~x
2 (Bt) exp

(
−
∫ t

0

V
~λ,~x(Bs)ds

)
1(t ≤ Trλ)

≤c23.2|Bt − x1|−p|Bt − x2|−p exp
(
−
∫ t

0

V
~λ,~x(Bs)ds

)
1(t ≤ Trλ)

≤c23.2
2∑
i=1

|Bt − x1|−p|Bt − x2|−p1(|Bt − xi| ≤ |Bt − x3−i|)

exp
(
−
∫ t

0

V λi(Bs − xi)ds
)

1(t ≤ Trλ)

≤c23.22p∆−p
2∑
i=1

|Bt − xi|−p exp
(
−
∫ t

0

V λi(Bs − xi)ds
)

1(t ≤ T irλi ), (D.7)

where we have used |Bt − x3−i| > ∆/2 on {|Bt − xi| ≤ |Bt − x3−i|} and Trλ ≤ T irλi in the

last inequality. It is clear that for Leg × Px-a.e. (t, ω) we have

lim
λi→∞

|Bt − xi|−p exp
(
−
∫ t

0

V λi(Bs − xi)ds
)

1(t ≤ T irλi )

= |Bt − xi|−p exp
(
−
∫ t

0

V∞(Bs − xi)ds
)
. (D.8)

In view of (D.6), (D.7) and (D.8), if one can show that for i = 1, 2,

lim
λi→∞

∫ ∫ ∞
0

|Bt − xi|−p exp
(
−
∫ t

0

V λi(Bs − xi)ds
)

1(t ≤ T irλi )dtdPx

=

∫ ∫ ∞
0

|Bt − xi|−p exp
(
−
∫ t

0

V∞(Bs − xi)ds
)
dtdPx <∞, (D.9)
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then a generalized the dominated convergence theorem Theorem (see, e.g., Exercise 20
of Chp. 2 of [4]) implies that

lim
λ1,λ2→∞

K1 = lim
λ1,λ2→∞

∫ ∫ ∞
0

λ1+α
1 λ1+α

2 V
~λ,~x
1 (Bt)V

~λ,~x
2 (Bt)

exp
(
−
∫ t

0

V
~λ,~x(Bs)ds

)
1(t ≤ Trλ)dtdPx

= K2
4.1

∫ ∫ ∞
0

U ~∞,~x
1 (Bt)U

~∞,~x
2 (Bt) exp

(
−
∫ t

0

V ~∞,~x(Bs)ds
)
dtdPx

= K2
4.1(−U ~∞,~x

1,2 (x)), (D.10)

where the last is by (1.17). The proof will then be finished by Lemma 9.2, (D.1), (D.5)
and (D.10).

It remains to prove (D.9) and it suffices to consider i = 1. We first show that for any
0 < q < 6− p, we have

sup
λ>0

∫ ∫ ∞
0

|Bt − x1|−q exp
(
−
∫ t

0

V λ(Bs − x1)ds
)

1(t ≤ T 1
rλ

)dtdPx <∞. (D.11)

Assuming the above, we can apply Fatou’s Lemma to see that∫ ∫ ∞
0

|Bt − x1|−q exp
(
−
∫ t

0

V∞(Bs − x1)ds
)
dtdPx (D.12)

≤ lim inf
λ→∞

∫ ∫ ∞
0

|Bt − x1|−q exp
(
−
∫ t

0

V λ(Bs − x1)ds
)

1(t ≤ T 1
rλ

)dtdPx <∞,

thus giving the finiteness in (D.9) (recall p ∈ (2, 3)).

To see that (D.11) holds, by Fubini’s theorem and translation invariance we have

I(λ) :=

∫ ∫ ∞
0

|Bt − x1|−q exp
(
−
∫ t

0

V λ(Bs − x1)ds
)

1(t ≤ T 1
rλ

)dtdPx

=

∫ ∞
0

Ex−x1

(
|Bt|−q exp

(
−
∫ t

0

V λ(Bs)ds
)

1(t ≤ τrλ)
)
dt, (D.13)

where τr = inf{t ≥ 0 : |Bt| ≤ r} for any r > 0. Let µ, ν are as in (1.13) and then apply
Lemma 3.6 to get

Ex−x1

(
|Bt|−q exp

(
−
∫ t

0

V λ(Bs)ds
)

1(t ≤ τrλ)
)

(D.14)

=E
(2+2µ)
|x−x1|

(
ρ−qt exp

(
−
∫ t

0

V λ(ρs)ds
)

1(t ≤ τrλ)
)

=|x− x1|ν−µE(2+2ν)
|x−x1|

(
ρ−q−ν+µ
t exp

(∫ t

0

(V∞ − V λ)(ρs)ds
)

1(t≤τrλ )

)
,

where we slightly abuse the notation and let τr = τρr = inf{t ≥ 0 : ρt ≤ r} for any r > 0.
Use the above to see that (D.13) becomes

I(λ) = |x− x1|ν−µ
∫ ∞

0

E
(2+2ν)
|x−x1|

(
ρ−q−ν+µ
t exp

(∫ t

0

(V∞ − V λ)(ρs)ds
)

1(t≤τrλ )

)
dt

= |x− x1|ν−µE(2+2ν)
|x−x1|

(∫ τrλ

0

ρ−q−ν+µ
t exp

(∫ t

0

(V∞ − V λ)(ρs)ds
)
dt
)
,
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where the second equality is by Fubini’s theorem. Now use the scaling of Bessel process
and V∞, V λ (recall rλ = λ0λ

− 1
4−d ) to see that

I(λ) = |x− x1|ν−µE(2+2ν)
|x−x1|/rλ

(∫ τ1

0

r2−q−ν+µ
λ ρ−q−ν+µ

t exp
(∫ t

0

(V∞ − V λ
4−d
0 )(ρs)ds

)
dt
)

≤ |x− x1|ν−µE(2+2ν)
|x−x1|/rλ

(∫ τ1

0

r2−q−ν+µ
λ ρ−q−ν+µ

t exp
(∫ t

0

c3.1λ
−(p−2)
0 ρ−ps ds

)
dt
)
,

(D.15)

where the last inequality is by Lemma 3.1.
We interrupt the proof for another auxiliary result from [19].

Lemma D.1. There is some universal constant cD.1 > 0 such that for any r > 0 with
r < |x| and 0 < δ < (p− 2)(2− µ) and 2 + µ− ν < q < 6− p, we have

E
(2+2ν)
|x|/r

(∫ τ1

0

ρt
−q−ν+µ exp

(∫ t

0

δρ−ps ds
)
dt
)
≤ cD.1r−2+q+ν−µ|x|2−q−ν+µ.

Proof. This is included in the proof of Proposition 6.1 of [19] with r = rλ. In particular,
the above expectation appears in (9.23) of [19] and is bounded by eJi in (9.27) of that
paper. Following the inequalities in that work, noting we only need to use Lemma 9.6(b)
with a = 1, γ > 1 and γ + p − 2 < 1 + ν where 2γ = q + ν − µ, we arrive at the above
bound. �

Returning to (D.15), we choose λ0 > 0 so that c3.1λ
−(p−2)
0 < (p − 2)(2 − µ). If λ is

sufficiently large so that rλ < |x− x1| we may apply Lemma D.1 to conclude

I(λ) ≤ |x− x1|ν−µr2−q−ν+µ
λ cD.1|x− x1|2−q−ν+µr−2+q+ν−µ

λ = cD.1|x− x1|2−q <∞,

and we finish the proof of (D.11).
Next we show that for any fixed T > 0,

lim
λ→∞

∫ ∫ T

0

|Bt − x1|−p exp
(
−
∫ t

0

V λ(Bs − x1)ds
)

1(t ≤ T 1
rλ

)dtdPx

=

∫ ∫ T

0

|Bt − x1|−p exp
(
−
∫ t

0

V∞(Bs − x1)ds
)
dtdPx. (D.16)

Since we are working under a finite measure 1(t ≤ T )dtdPx, it suffices to show that

{|Bt−x1|−p exp
(
−
∫ t

0
V λ(Bs−x1)ds

)
1(t ≤ T 1

rλ
)} is a uniformly integrable family indexed

by λ sufficiently large. This in turn will follow from a (1 + γ) moment bound for γ > 0

which is uniform in λ sufficiently large. Since p ∈ (2, 3), we can pick γ > 0 small such
that q := p(1 + γ) < 6− p. Therefore by (D.11) we have∫ ∫ T

0

|Bt − x1|−p(1+γ) exp
(
− (1 + γ)

∫ t

0

V λ(Bs − x1)ds
)

1(t ≤ T 1
rλ

)dtdPx

≤
∫ ∫ ∞

0

|Bt − x1|−q exp
(
−
∫ t

0

V λ(Bs − x1)ds
)

1(t ≤ T 1
rλ

)dtdPx <∞,

and (D.16) follows as noted above.
Use (D.12) with q = p to get

lim
T→∞

∫ ∫ ∞
T

|Bt − x1|−p exp
(
−
∫ t

0

V∞(Bs − x1)ds
)
dtdPx = 0. (D.17)
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We claim that

lim
T→∞

sup
λ>0

∫ ∫ ∞
T

|Bt − x1|−p exp
(
−
∫ t

0

V λ(Bs − x1)ds
)

1(t≤T 1
rλ

)dtdPx = 0. (D.18)

Then the proof of (D.9) will follow immediately from (D.16), (D.17) and (D.18).
It remains to prove (D.18). Similar to the derivation of (D.13) and (D.14) with q = p,

we have∫ ∫ ∞
T

|Bt − x1|−p exp
(
−
∫ t

0

V λ(Bs − x1)ds
)

1(t≤T 1
rλ

)dtdPx (D.19)

=|x− x1|ν−µ
∫ ∞
T

E
(2+2ν)
|x−x1|

(
ρ−p−ν+µ
t exp

(∫ t

0

(V∞ − V λ)(ρs)ds
)

1(t≤τrλ )

)
dt.

Use p = µ+ ν to see that the integrand of the right-hand side term of the above equals

E
(2+2ν)
|x−x1|

(
ρ−2ν
t exp

(∫ t

0

(V∞ − V λ)(ρs)ds
)

1(t ≤ τrλ)
)

(D.20)

≤
(
E

(2+2ν)
|x−x1| (ρ

−2ν
t )

)1/2

×
(
E

(2+2ν)
|x−x1|

(
ρ−2ν
t exp

(∫ t

0

2(V∞ − V λ)(ρs)ds
)

1(t ≤ τrλ)
))1/2

,

where in the inequality we have applied Cauchy-Schwarz inequality.
For the first term on the right-hand side of (D.20), we use the scaling of Bessel

process to get

E
(2+2ν)
|x−x1| (ρ

−2ν
t ) = t−νE

(2+2ν)
|x−x1| (ρ

−2ν
1 ) := t−νC(ν, |x− x1|), (D.21)

where the finiteness of E(2+2ν)
|x−x1| (ρ

−2ν
1 ) follows easily from the known transition density of

Bessel process (see, e.g. Chp. XI of [21]). For the second term on the right-hand side
of (D.20), by (2.c) of [24] one can conclude that for any r > ε > 0,

P (2−2ν)
r

∣∣∣
Fρτε∧t

=
r2ν

ρ2ν
τε∧t

P (2+2ν)
r

∣∣∣
Fρτε∧t

. (D.22)

Use the above to get

E
(2+2ν)
|x−x1|

(
ρ−2ν
t exp

(∫ t

0

2(V∞ − V λ)(ρs)ds
)

1(t ≤ τrλ)
)

(D.23)

= E
(2+2ν)
|x−x1|

(
ρ−2ν
t∧τrλ

exp
(∫ t∧τrλ

0

2(V∞ − V λ)(ρs)ds
)

1(t ≤ t ∧ τrλ)
)

= |x− x1|−2νE
(2−2ν)
|x−x1|

(
exp

(∫ t∧τrλ

0

2(V∞ − V λ)(ρs)ds
)

1(t ≤ t ∧ τrλ)
)

≤ |x− x1|−2νE
(2−2ν)
|x−x1|

(
exp

(∫ τrλ

0

2(V∞ − V λ)(ρs)ds
))

= |x− x1|−2νE
(2+2ν)
|x−x1|

(
exp

(∫ τrλ

0

2(V∞ − V λ)(ρs)ds
)∣∣∣τrλ <∞)

≤ |x− x1|−2νC3.5(λ0, ν, 2),

where the last equality is by Corollary 7.3 and in the last inequality we have used
Lemma 3.5 with λ0 > c3.5 and γ = 2. Now we conclude from (D.20), (D.21) and (D.23)
that

E
(2+2ν)
|x−x1|

(
ρ−2ν
t exp

(∫ t

0

(V∞ − V λ)(ρs)ds
)

1(t ≤ τrλ)
)

≤ C(ν, |x− x1|)1/2t−ν/2C3.5(λ0, ν, 2)1/2|x− x1|−ν = C(|x− x1|)t−ν/2.
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Returning to (D.19), we apply the above to get∫ ∫ ∞
T

|Bt − x1|−p exp
(
−
∫ t

0

V λ1(Bs − x1)ds
)

1(t ≤ T 1
rλ1

)dtdPx

≤ |x− x1|ν−µ
∫ ∞
T

C(|x− x1|)t−ν/2dt

≤ C(|x− x1|) · (ν/2− 1)−1T 1−ν/2 → 0 as T →∞, (D.24)

thus giving (D.18). The proof is then complete. �

Proof of Proposition 4.3(ii). For any x1 6= x2, we fix x 6= x1, x2. In order to find the limit

of λ1+α
1 ε−(p−2)(−W~λ,~x,ε

1,2 (x)) as λ1 →∞, ε ↓ 0, by Lemma 9.4, it suffices to find the limits
of the following as λ1 →∞, ε ↓ 0.

K1 +K2 ≡
λ1+α

1

εp−2
Ex

(∫ Tλ1,ε

0

2∏
i=1

W
~λ,~x,ε
i (Bt) exp

(
−
∫ t

0

W
~λ,~x,ε(Bs)ds

)
dt
)

+
λ1+α

1

εp−2
Ex

(
exp

(
−
∫ Tλ1,ε

0

W
~λ,~x,ε(Bs)ds

)
1(Tλ1,ε<∞)(−W

~λ,~x,ε
1,2 (B(Tλ1,ε)))

)
. (D.25)

In the above Tλ1,ε = T 1
rλ1
∧T 2

2ε where T 1
rλ1

= inf{t ≥ 0 : |Bt−x1| ≤ rλ1
} and T 2

2ε = inf{t ≥

0 : |Bt − x2| ≤ 2ε}. Here rλ1 = λ0λ
− 1

4−d
1 and we will choose λ0 to be some fixed large

constant below. Let ε > 0 small and λ1 > 0 large so that

0 < 4(rλ1
∨ ε) < min{|x1 − x|, |x2 − x|, |x1 − x2|}. (D.26)

We first consider K2. On {Tλ1,ε < ∞}, by considering Tλ1,ε = T 1
rλ1

< T 2
2ε we may set

xλ(ω) = B(Tλ1,ε) = B(T 1
rλ1

) so that |xλ − x1| = rλ1 and hence |x2 − xλ| ≥ ∆/2 where
∆ = |x1 − x2|. Lemma 9.1 and the above imply

(−W~λ,~x,ε
1,2 (B(Tλ1,ε))) ≤ 2λ−1

1 |B(Tλ1,ε)− x2|−pεp−2 ≤ 2p+1∆−pλ−1
1 εp−2.

Similarly by considering Tλ1,ε = T 2
2ε < T 1

rλ1
we have |B(T 2

2ε) − x1| ≥ ∆/2 and hence by
Lemma 9.1,

(−W~λ,~x,ε
1,2 (B(Tλ1,ε))) ≤ 2λ−1

2 c3.2λ
−(1+α)
1 |B(Tλ1,ε)− x1|−p ≤ 2p+1∆−pc3.2λ

−1
2 λ

−(1+α)
1 .

This shows that

K2 ≤
λ1+α

1

εp−2
2p+1∆−pλ−1

1 εp−2Ex

(
1(T 1

rλ1
<∞)1(T 1

rλ1
<T 2

2ε)
exp

(
−
∫ T 1

rλ1

0

W
~λ,~x,ε(Bs)ds

))
(D.27)

+
λ1+α

1

εp−2
2p+1∆−pc3.2λ

−1
2 λ

−(1+α)
1 Ex

(
1(T 2

2ε<∞)1(T 2
2ε<T

1
rλ1

) exp
(
−
∫ T 2

2ε

0

W
~λ,~x,ε(Bs)ds

))
.

By (8.8), for all x so that x 6= x1 and |x− x2| > ε we have

W
~λ,~x,ε(x) ≥ V λ1(x− x1) ∨ V∞(x− x2). (D.28)

Let τr = inf{t : |Bt| ≤ r}. Use the above to see that
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Ex

(
1(T 1

rλ1
<∞)1(T 1

rλ1
<T 2

2ε)
exp

(
−
∫ T 1

rλ1

0

W
~λ,~x,ε(Bs)ds

))
≤Ex−x1

(
1(τrλ1 <∞) exp

(
−
∫ τrλ1

0

V λ1(Bs)ds
))
≤ rpλ1

|x− x1|−pC3.5(λ0, ν, 1), (D.29)

where the last line follows in a similar way to the derivation of (C.3) by choosing λ0 > c3.5.

Similarly by (D.28) and (C.29) we have

Ex

(
1(T 2

2ε<∞)1(T 2
2ε<T

1
rλ1

) exp
(
−
∫ T 2

2ε

0

W
~λ,~x,ε(Bs)ds

))
≤Ex−x2

(
1(τ2ε <∞) exp

(
−
∫ τ2ε

0

V∞(Bs)ds
))

= (2ε/|x− x1|)p. (D.30)

Apply (D.29) and (D.30) in (D.27) to get

K2 ≤
λ1+α

1

εp−2
2p+1∆−pλ−1

1 εp−2rpλ1
|x− x1|−pC3.5(λ0, ν, 1)

+
λ1+α

1

εp−2
2p+1∆−pc3.2λ

−1
2 λ

−(1+α)
1 (2ε/|x− x1|)p

≤C∆−pλp0|x− x1|−pλ
− 2

4−d
1 + Cλ−1

2 ∆−p|x− x2|−pε2 → 0 (D.31)

as λ1 →∞, ε ↓ 0, where in the last equality we have used the definitions of rλ1
and α.

Now we will turn to K1. Recall

K1 =

∫ ∫ ∞
0

λ1+α
1

εp−2
W

~λ,~x,ε
1 (Bt)W

~λ,~x,ε
2 (Bt) exp

(
−
∫ t

0

W
~λ,~x,ε(Bs)ds

)
1(t ≤ Tλ1,ε)dtdPx.

By Proposition 4.3 and Lemma 8.1, for Leb× Px-a.e. (t, ω), we have

lim
λ1→∞,ε↓0

λ1+α
1

εp−2
W

~λ,~x,ε
1 (Bt)W

~λ,~x,ε
2 (Bt) exp

(
−
∫ t

0

W
~λ,~x,ε(Bs)ds

)
1(t ≤ Tλ1,ε)

= K4.1C4.1(λ2)U ~∞,~x
1 (Bt)U

~∞,~x
2 (Bt) exp

(
−
∫ t

0

V ~∞,~x(Bs)ds
)
. (D.32)

Use the bounds (5.4), (5.5) and (D.28) to see that

λ1+α
1

εp−2
W

~λ,~x,ε
1 (Bt)W

~λ,~x,ε
2 (Bt) exp

(
−
∫ t

0

W
~λ,~x,ε(Bs)ds

)
1(t ≤ Tλ1,ε)

≤c3.2|Bt − x1|−p|Bt − x2|−p exp
(
−
∫ t

0

W
~λ,~x,ε(Bs)ds

)
1(t ≤ Tλ1,ε)

=c3.2

2∑
i=1

|Bt − x1|−p|Bt − x2|−p1(|Bt − xi| ≤ |Bt − x3−i|)

exp
(
−
∫ t

0

W
~λ,~x,ε(Bs)ds

)
1(t ≤ Tλ1,ε)

≤c3.22p∆−p|Bt − x1|−p exp
(
−
∫ t

0

V λ1(Bs − x1)ds
)

1(t ≤ T 1
rλ1

)

+ c3.22p∆−p|Bt − x2|−p exp
(
−
∫ t

0

V∞(Bs − x2)ds
)
, (D.33)

where we have used |Bt − x3−i| > ∆/2 on {|Bt − xi| ≤ |Bt − x3−i|} and Tλ1,ε ≤ T 1
rλ1

in
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the last inequality. It is clear that for Leb× Px-a.e. (t, ω),

lim
λ1→∞

|Bt − x1|−p exp
(
−
∫ t

0

V λ1(Bs − x1)ds
)

1(t ≤ T 1
rλ1

)

= |Bt − x1|−p exp
(
−
∫ t

0

V∞(Bs − x1)ds
)
. (D.34)

By (D.9) we have

lim
λ1→∞

∫ ∫ ∞
0

|Bt − x1|−p exp
(
−
∫ t

0

V λ1(Bs − x1)ds
)

1(t ≤ T 1
rλ1

)dtdPx

=

∫ ∫ ∞
0

|Bt − x1|−p exp
(
−
∫ t

0

V∞(Bs − x1)ds
)
dtdPx <∞, (D.35)

and by (D.12) with q = p we have∫ ∫ ∞
0

|Bt − x2|−p exp
(
−
∫ t

0

V∞(Bs − x2)ds
)
dtdPx <∞. (D.36)

In view of (D.32), (D.33), (D.34), (D.35) and (D.36), a generalized the dominated conver-
gence theorem Theorem (see, e.g., Exercise 20 of Chp. 2 of [4]) implies that

lim
λ1→∞,ε↓0

K1 = lim
λ1→∞,ε↓0

∫ ∫ ∞
0

λ1+α
1

εp−2
W

~λ,~x,ε
1 (Bt)W

~λ,~x,ε
2 (Bt)

exp
(
−
∫ t

0

W
~λ,~x,ε(Bs)ds

)
1{t≤Tλ1,ε}dtdPx

=K4.1C4.1(λ2)

∫ ∫ ∞
0

U ~∞,~x
1 (Bt)U

~∞,~x
2 (Bt) exp

(
−
∫ t

0

V ~∞,~x(Bs)ds
)
dtdPx

=K4.1C4.1(λ2)(−U ~∞,~x
1,2 (x)),

where the last is by (1.17). The proof will then be finished by Lemma 9.4, (D.25), (D.31)
and the above. �
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