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Abstract

We study the non-random fluctuation in first passage percolation and show that it
diverges. We also prove the divergence of non-random shape fluctuation, which was
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1 Introduction

First Passage Percolation is a dynamical model of infection, which was introduced by
Hammersley and Welsh [12]. The model has received much interests both in mathematics
and physics because it has rich structures from the viewpoint of the random metric and
it is related to the KPZ-theory [17]. See [2] on the backgrounds and related topics.

We consider the first passage percolation (FPP) on the lattice Zd with d ≥ 2. The
model is defined as follows. The vertices are the elements of Zd. Let us denote by Ed

the set of edges:

Ed = {{v, w}| v, w ∈ Zd, |v − w|1 = 1},

where we set |v − w|1 =
∑d
i=1 |vi − wi| for v = (v1, · · · , vd), w = (w1, · · · , wd). Note that

we consider non-oriented edges in this paper, i.e., {v, w} = {w, v} and we sometimes
regard {v, w} as a subset of Zd with a slight abuse of notation. We assign a non-negative
random variable τe to each edge e ∈ Ed, called the passage time of the edge e. The
collection τ = {τe}e∈Ed is assumed to be independent and identically distributed with
common distribution F .

A path γ is a finite sequence of vertices (x1, · · · , xl) ⊂ Zd such that for any i ∈
{1, · · · , l − 1}, {xi, xi+1} ∈ Ed. Given an edge e ∈ Ed, we write e ∈ γ if there exists
i ∈ {1 · · · , l− 1} such that e = {xi, xi+1}. Given a path γ, we define the passage time of γ
as

T(γ) =
∑
e∈γ

τe.
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Divergence of non-random fluctuation

For x ∈ Rd, we set [x] = ([x1], · · · , [xd]) where [a] is the greatest integer less than or
equal to a ∈ R. Given two vertices v, w ∈ Rd, we define the first passage time between v
and w as

T(v, w) = inf
γ:[v]→[w]

T(γ),

where the infimum is taken over all finite paths γ starting at [v] and ending at [w]. A path
γ from v to w is said to be optimal if it attains the first passage time, i.e., T(γ) = T(v, w).
We define G(t) = {x ∈ Rd| ET(0, x) ≤ t}.

By Kingman’s subadditive ergodic theorem [16], if Eτe < ∞, then for any x ∈ Rd,
there exists a non-random constant g(x) ≥ 0 such that

g(x) = lim
t→∞

t−1T(0, tx) = lim
t→∞

t−1E[T(0, tx)] a.s. (1.1)

This g(x) is called the time constant. Note that, by subadditivity, if x ∈ Zd, then
g(x) ≤ ET(0, x) and moreover for any x ∈ Rd, g(x) ≤ ET(0, x)+2dEτe. It is easy to check
the homogeneity and the convexity: g(λx) = λg(x) and g(rx+(1−r)y) ≤ rg(x)+(1−r)g(y)

for λ ∈ R, r ∈ [0, 1] and x, y ∈ Rd. It is well-known that if F (0) < pc(d), then g(x) > 0 for
any x 6= 0, see, e.g., [14]. Therefore, if F (0) < pc(d), then g : Rd → R≥0 is a norm. We
use g(x) ≤ 2dEτe|x| and ET(0, x) ≤ 2dEτe|x| for x ∈ Rd with |x| ≥ 1 many times in the
proof without any comments.

1.1 Backgrounds and related topics

Hammersley and Welsh [12] have proved that 1
NT(0, Ne1) converges g(e1) in proba-

bility when d = 2. This statement was strengthened by Kingman [16] as stated in (1.1).
Since then, the rate of this convergence becomes one of the most important problems
in this model. The difference T(0, x) − g(x) can be naturally divided into the random
fluctuation part and the non-random fluctuation part as follows:

T(0, x)− g(x) = T(0, x)− ET(0, x)︸ ︷︷ ︸
random

+ET(0, x)− g(x)︸ ︷︷ ︸
non-random

.

Let us briefly review the earlier work. It is widely believed that there exist universal
constants χ(d), χ′(d) ≥ 0 such that, as |x| → ∞,

T(0, x)− ET(0, x) ∼
√

Var(T(0, x)) ∼ |x|χ(d) and ET(0, x)− g(x) ∼ |x|χ
′(d) (1.2)

in a suitable sense. The term “universal” means that these values are independent
of distribution of τ . To state the previous work precisely, we introduce four relevant
quantities:

χ̄(d) = lim
t→∞

sup
|x|≥t

log Var(T(0, x))

2 log |x|
, χ(d) = lim

t→∞
inf
|x|≥t

log Var(T(0, tx))

2 log t
,

χ̄′(d) = lim
t→∞

sup
|x|≥t

log |ET(0, x)− g([x])|
log |x|

, χ′(d) = lim
t→∞

inf
|x|≥t

log |ET(0, x)− g([x])|
log |x|

. (1.3)

Due to the work of Kesten [15], it is (the best currently) known that 0 ≤ χ(d) ≤ χ̄(d) ≤ 1/2

under the condition that the second moment of τ is finite. On the other hand, Newman
and Piza showed that χ̄(2) ≥ 1/8 for a useful distributions under an exponential moment
condition [19], where useful distributions are defined in (1.4) below.

Let us move on to the previous researches on the non-random fluctuation. Alexander
[1] found the relationship between χ̄(d) and χ̄′(d) and he proved χ̄′(d) ≤ 1/2 with an
exponential moment condition, which was later relaxed to a low moment condition in [9].
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Divergence of non-random fluctuation

For the lower bounds, it is proved that χ′(d) ≥ −1 in [15] and χ̄′(d) ≥ −1/2 in [3] with an
exponential moment condition.

Remarkably, it was shown in [3] that χ(d) and χ′(d) in (1.2) are actually the same
under an assumption of the existence of χ(d) in a suitable sense. In fact, it is expected
that they have the exactly same growth [10, 13]. As a consequence, the above four
quantities should be all the same, which are called the fluctuation exponent collectively.
From the KPZ-theory, it is conjectured that χ(2)(= χ′(2)) = 1/3. However for higher
dimensions, the values are unknown. Some physicists predicted that in sufficiently high
dimensions, χ(d) = 0 [7, 11, 18]. If it is correct, the further problem can be conceivable
whether the random fluctuation and the non-random fluctuation diverge or not. In this
paper, we prove that the latter diverges for any dimension d ≥ 2, which is the first result
around related models. Accordingly, we believe that the former diverges too.

1.2 Main results

We restrict our attention to the following class of distributions. A distribution F is
said to be useful if

P(τe = F−) <

{
pc(d) if F− = 0

~pc(d) otherwise,
(1.4)

where pc(d) and ~pc(d) stand for the critical probabilities for d-dimensional percolation
and oriented percolation model, respectively and F− is the infimum of the support of F .
Note that if F is continuous, i.e., P(τe = a) = 0 for any a ∈ R, then F is useful.

Let us define an euclidean ball B(x, r) for x ∈ Rd and r > 0 as

B(x, r) = {y ∈ Rd| d(x, y) ≤ r}.

We write a unit ball Bd with respect to the norm g as

Bd = {x ∈ Rd| g(x) ≤ 1}.

Definition 1. A point xd ∈ ∂Bd is said to be directional flat if there exist x1 ∈ Rd and
r > 0 such that B(x1, r) ⊂ Bd and xd ∈ ∂B(x1, r).

Theorem 1. Suppose that F is useful and E[τ2e (log τe)+] < ∞. Let xd ∈ ∂Bd be a
directional flat point. Then there exist a sequence (xn)n∈N ⊂ Zd and c > 0 such that
|xn|1 = n, xn/|xn| → xd/|xd| and for any sufficiently large n ∈ N

|ET(0, xn)− g(xn)| ≥ c(log log n)1/d. (1.5)

In particular, by Jensen’s inequality,

lim
n→∞

E|T(0, xn)− g(xn)| =∞. (1.6)

The moment condition E[τ2e (log τe)+] < ∞ above will be used to get the sublinear
variance of the first passage time (see Lemma 3). (1.6) means that the fluctuation of the
first passage time around the time constant diverges. It may suggest that the fluctuation
of the first passage time around the mean also diverges.

Remark 1. There certainly exists a directional flat point. In fact, we can take an arbitrary
point xd ∈ ∂Bd ∩ ∂B(0, R), where R = sup{r > 0| B(0, r) ⊂ Bd} (see Figure 1).

We also consider the fluctuation of G(t) from tBd.

Definition 2. For l > 0 and a subset Γ of Rd, let

Γ−l = {v ∈ Γ| d(v,Γc) ≥ l} and Γ+
l = {v ∈ Rd| d(v,Γ) ≤ l},
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Divergence of non-random fluctuation

where d is the Euclid distance. Given three sets A,B,C ⊂ Rd, we define the fluctuation
of A from B inside C as

FC(A,B) = inf{δ > 0| B−δ ∩ C ⊂ A ∩ C ⊂ B
+
δ ∩ C}.

Remark 2. The results in this paper will be formulated by using FC(A,B) but they can
also be proved for dH(A ∩ C,B ∩ C) by essentially the same arguments, where dH is the
Hausdorff distance.

To consider the directional fluctuation, we define the following cone.

Definition 3. Given θ ∈ Rd and r > 0, let

L(θ, r) = {a · v| a ∈ [0,∞), v ∈ B(θ, r)}.

Let us consider the divergence of non-random shape fluctuation F (G(t), tBd), which
was predicted in Remark 2 of [20].

Corollary 1. Suppose that F is useful and E[τ2e (log τe)+] < ∞. Let xd ∈ ∂Bd be a
directional flat point. Then for any r > 0, there exists c > 0 such that for any sufficiently
large t,

FL(xd,r)(G(t), tBd) ≥ c(log log t)1/d.

The next theorem shows that χ′(d) defined in (1.3) is non-negative.

Theorem 2. Suppose that F is non-degenerate and Eτe <∞. Then, there exists c > 0

such that for any x ∈ Zd\{0},
ET(0, x)− g(x) ≥ c. (1.7)

1.3 Notation and terminology

This subsection collects some notations and terminologies for the proof.

• We denote the Euclidean distance between two sets as

d(A,B) = inf{d(x, y)| x ∈ A, y ∈ B} for A,B ⊂ Rd.

When A = {x}, we write d(x,B).

• Let F− and F+ be the infimum and supremum of the support of F , respectively:

F− = inf{δ ≥ 0| P(τe < δ) > 0}, F+ = sup{δ ≥ 0| P(τe > δ) > 0}.

• We write log(2) x = log log x.

Figure 1: Left: Figure of xd and L. Right: The schematic picture of Step 2 in the proof of
Lemma 4.
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Divergence of non-random fluctuation

• Given a, b, y ∈ Rd, we define T(a, y, b) = T(a, y) + T(y, b), which is the first passage
time from a to b passing through y.

• Given ` ∈ N, we define

B∞(`) = [−`, `]d ∩Zd.

• Given a set A ⊂ Zd, we define the inner boundary ∂A as

∂A = {x ∈ A| ∃y /∈ A s.t. |x− y|1 = 1}.

2 Proof

Let xd ∈ ∂Bd be a directional flat point. Denote by L a tangent plane of ∂Bd at
xd. Remark that it is actually uniquely determined and L is also the tangent plane of
∂B(x1, r) at xd. Given sufficiently large t > 0, one can find a finite subset St of tL such
that the following hold:

]St = [(log t)1/8],

if a 6= b ∈ St, |a− b| ≥ t1/2(log t)−1/8,

for any a ∈ St, t1/2(log t)−1/8 ≤ |a− txd| ≤ t1/2.
(2.1)

We state a basic property of a directional flat point.

Lemma 1. Let B ⊂ Rd be a convex subset and xd ∈ ∂B. Suppose that there exists
x1 ∈ Rd and r > 0 such that B(x1, r) ⊂ B and xd ∈ ∂B(x1, r). Let L be the unique
tangent plane of ∂B(x1, r) at xd. Then there exists C > 0 such that for any t > 1 and
y ∈ tL with |y − txd| ≤

√
t,

d(y, ∂(tBd)) ≤ C.

Proof. By the rotation and translation, it suffices to prove the assertion in the case
where d = 2, x1 = re2 and xd = 0 (See Figure 1). Then L = {(x, 0)| x ∈ R}. Note that
∂(tB(x1, r)) can be expressed locally as the graph of the function x→ tr − t

√
r2 − (x/t)2

and if |x| ≤
√
t, tr − t

√
r2 − (x/t)2 ≤ C with some constant C > 0 independent of t.

Since ∂(tBd) is located between tL and ∂(tB(tx1, r)), the desired bound d(y, ∂(tBd)) ≤ C
follows.

By using Lemma 1, we get for any y ∈ St,

|g(y)− g(txd)| ≤ 2dCEτe. (2.2)

We fix ε ∈ (0, 1/2) and B > 0 to be a small constant and a large constant, respectively. If
supy∈Lt∩B(txd,

√
t) |E[T(0, y)]− g(y)| > Bt1/2−ε, then we can take such [y] = xn with t = n

to get Theorem 1. In the following, we assume the contrary, i.e.,

sup
y∈Lt∩B(txd,

√
t)

|E[T(0, y)]− g(y)| ≤ Bt1/2−ε, (2.3)

until (2.10). Then by (2.2), we have

sup
y∈Lt∩B(txd,

√
t)

|E[T(0, y)]− g(txd)| ≤ 2Bt1/2−ε. (2.4)

Note that for y ∈ tL ∩B(txd,
√
t), by shift invariance of the first passage time,

|E[T(y, 2txd)]− E[T(0, 2txd − y)]| ≤ 2dEτe, (2.5)
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and 2txd − y ∈ tL ∩B(txd, t
1/2). Thus,

sup
y∈Lt∩B(txd,

√
t)

|E[T(y, 2txd)]− g(txd)| ≤ 2Bt1/2−ε + 2dEτe ≤ 3Bt1/2−ε. (2.6)

It is worth noting that (2.3) is used only in Lemma 2 and the other arguments are free
from this assumption. We first estimate E[T(0, txd)]− g(txd) from below. The following
observation, in particular (2.12), is simple but a powerful tool to get the lower bound of
the non-random flucuation. In fact, we use a similar estimate to prove Theorem 2.

Proposition 1. Let Ay = {∀z ∈ St with z 6= y, T(0, y, 2txd) < T(0, z, 2txd)}. For any
K > 0,

2(ET(0, txd)−g(txd))+4dEτe ≥ K
∑
y∈St

P({T(0, txd, 2txd)−T(0, y, 2txd) > K}∩Ay). (2.7)

We postpone the proof until the proofs of Theorem 1 and Corollary 1 are completed.
Let M > 0 and c = 1

32(1+M) . Then we take Kt = (c log(2)(t))1/d. Next we will estimate

P({T(0, txd, 2txd)− T(0, y, 2txd) > Kt} ∩ Ay) from below.

Proposition 2. If we take M > 0 sufficiently large, then for any sufficiently large t > 1

and y ∈ St,

P({T(0, txd, 2txd)− T(0, y, 2txd) > Kt} ∩ Ay)

≥ exp (−MKd
t )(3/4−K−1t (E[T(0, y, 2txd)]− 2g(txd) + 4dEτe)).

(2.8)

We prove our main theorems using the above propositions. We first suppose that
there exists y ∈ tL ∩B(txd, t

1/2) such that E[T(0, y)]− g(txd) ≥ Kt/8. By (2.2),

E[T(0, y)]− g(y) ≥ E[T(0, y)]− g(txd)− 2dCEτe ≥ Kt/16.

Otherwise, if for any y ∈ tL ∩ B(txd, t
1/2), E[T(0, y)− g(txd)] ≤ Kt/8, by (2.5), then for

sufficiently large t > 1, we obtain

E[T(0, y, 2txd)]− 2g(txd) + 4dEτe ≤ Kt/4 + 8dEτe

≤ Kt/2.
(2.9)

Recall that ]St = [(log t)1/8] and Kt = (c log(2)(t))1/d. Combining with Proposition 1 and
2,

E[T(0, txd)]− g(txd) + 2dEτe ≥
1

8
Kt

∑
y∈St

exp (−MKd
t )

=
1

8
Kt[(log t)1/8] exp (−Mc log(2) t) > Kt/8.

(2.10)

Putting things together, with some constant c > 0, we have that for sufficiently large
t > 0, there exists y ∈ tL ∩B(txd, t

1/2) such that E[T(0, y)− g(y)] ≥ c(log(2)(t))1/d under
the assumption in Theorem 1. This proves Theorem 1 by letting [y] = xn with n = t.

Next we will prove Corollary 1. We write Dt = c
16dE[τe]

(log(2)(t))1/d. By (2.2) and

g(txd) = t, for any z ∈ B (y,Dt), we get

E[T(0, z)]− t ≥ E[T(0, y)]− g(y)− |g(txd)− g(y)| − |E[T(0, z)]− E[T(0, y)]|

≥ c

2
(log(2)(t))1/d,

(2.11)

which implies z /∈ G(t). Lemma 1 yields that there exists w ∈ B (y,Dt) such that
B (w,Dt/4) ⊂ tBd. Then, since d(w, (tBd)

c) ≥ Dt/4, w ∈ (tBd)
−
Dt/4

. Therefore, since

w /∈ G(t) and w ∈ L(xd, r) for sufficiently large t, (tBd)
−
Dt/4

∩ L(xd, r) 6⊂ G(t), which
implies

FL(xd,r)(G(t), tBd) ≥ Dt/4.
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Proof of Proposition 1. For any t > 1, observe that

2(ET(0, txd)− g(txd)) + 4dEτe

= E[T(0, txd, 2txd)− T(0, 2txd)]

+ (ET(0, txd)− E[T(txd, 2txd)] + 2dEτe) + (E[T(0, 2txd)]− 2g(txd) + 2dEτe)

≥ E[T(0, txd, 2txd)− T(0, 2txd)],

(2.12)

where we have used ET(0, 2txd) + 2dEτe ≥ 2g(txd) and |ET(0, txd) − ET(txd, 2txd)| ≤
2dEτe.

Then since T(0, x, y) ≥ T(0, y) for any x, y ∈ Rd and {Ay}y∈St
are disjoint, we have

E[T(0, txd, 2txd)− T(0, 2txd)] ≥
∑
y∈St

E[T(0, txd, 2txd)− T(0, 2txd); Ay]

≥
∑
y∈St

E[T(0, txd, 2txd)− T(0, y, 2txd); Ay].
(2.13)

Then this is further bounded from below by

K
∑
y∈St

P({T(0, txd, 2txd)− T(0, y, 2txd) > K} ∩ Ay). (2.14)

We move to the proof of Proposition 2. We prepare some notations for the proof.

Definition 4. We define events A1 and A2 as

A1 = {∀a, b ∈ B(0, t2) satisfying |a− b| ≥ t1/4, T(a, b) ≥ (F− + δ)|a− b|1},

A2 = {∀y ∈ St, max
z=0,2txd

{|T(z, y)− E[T(z, y)]|} ≤ t1/2(log t)−1/4}, (2.15)

where δ will be defined in Lemma 2 below. We set A = A1 ∩ A2.

Definition 5. Let C be a positive constant to be chosen later.

(i) A point y ∈ St is said to be black if for any a, b ∈ B(y, CKt) satisfying |a− b|1 ≥ Kt,

T(a, b) ≥ (F− + δ)|a− b|1.

(ii) A point y ∈ St is said to be good if T(0, y, 2txd)− T(0, 2txd) < Kt and y is black.

The following is a crucial property of a useful distribution.

Lemma 2. If F is useful, there exsit δ > 0 and D > 0 such that for any v, w ∈ Zd,

P(T(v, w) < (F− + δ)|v − w|1) ≤ e−D|v−w|1 .

For a proof of this lemma, see Lemma 5.5 in [6]. As a consequence, we get

lim
t→∞

inf
St

P(A1) = 1 and lim
n→∞

inf
St

min
y∈St

P(y is black) = 1, (2.16)

where St runs over all subset of tL satisfying (2.1). Moreover, we have the following.

Lemma 3.

lim
t→∞

inf
St

P(A2) = 1. (2.17)
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Proof. We use the sublinear variance [5, 4, 8]: under the assumption E[τ2e (log τe)+] <∞,
there exists C > 0 depending only on F and d such that for any x ∈ Rd,

Var(T(0, x)) ≤ C |x|
log (1 + |x|)

. (2.18)

Then by the union bound and Chebyshev’s inequality, we have

P(∃y ∈ Sn such that max
z=0,2txd

{|T(z, y)− E[T(z, y)]|} ≥ t1/2(log t)−1/4)

≤ 2]Sn sup
y∈B(txd,t1/2)

P(|T(0, y)− E[T(0, y)]| ≥ t1/2(log t)−1/4)

≤ C ′(log t)1/8(log t)−1/2 → 0,

(2.19)

where C ′ is a positive constant depending only on d and F .

Lemma 4. If we take C > 0 sufficiently large depending on δ, then for any sufficiently
large t > 1 and y ∈ St, the following holds:

P({T(0, txd, 2txd)− T(0, y, 2txd) > Kt} ∩ Ay)

≥ P(∀e ⊂ B(y, CKt), τe ≤ F− + δ/2)P(A ∩ {y is good}).
(2.20)

Proof. We first explain the idea of the proof. We start with the event A ∩ {y is good}.
Then we resample all the configurations in B(y, CKt) and consider the event that to
each edge e in B(y, CKt), τe < F− + δ/2 after resampling. Then it is easy to check that
T(0, y, 2txd) decreases by at least CKtδ/2. On the other hand, since y and txd are far
away from each other, T(0, txd, 2txd) is unchanged or is much larger than T(0, y, 2txd)

after resampling. Similarly, we have the same thing for {T(0, z, 2txd)}z 6=y. Thus we get
{T(0, txd, 2txd)− T(0, y, 2txd) > Kt} ∩ Ay after resampling. To make the above heuristic
rigorous, we use the resampling argument introduced in [6].

Let τ∗ = {τ∗e }e∈Ed be an independent copy of {τe}e∈Ed . We enlarge the probability
space so that we can measure the event both for τ and τ∗ and we still denote the joint
probability measure by P. We define τ̃ = {τ̃e}e∈Ed as

τ̃e =

{
τ∗e if e ⊂ B(y,Kt)

τe otherwise.

We write T̃(a, b) for the first passage time from a to b with respect to τ̃ . We define
T̃(a, y, b) similarly. Note that the distributions of τ and τ̃ are the same under P since τ
and τ∗ are independent. Thus P(Ay) = P(Ãy), where

Ãy = {∀z ∈ St with z 6= y, T̃(0, y, 2txd) < T̃(0, z, 2txd)}.

Since the right hand side of (2.20) is equal to

P(∀e ⊂ B(y, CKt), τ̃e ≤ F− + δ/2, A ∩ {y is good}) (2.21)

by independence of τ and τ∗, it suffices to show that the event inside the probability in
(2.21) implies Ãy and T̃(0, txd, 2txd)− T̃(0, y, 2txd) > Kt. To do this, we suppose that τ
and τ̃ belong to the event in (2.21).

Step 1 (T̃(0, y, 2txd) + 2Kt < T(0, y, 2txd))
We take an arbitrary optimal path γ = (γi)

l
i=1 ⊂ Zd for T(0, y, 2txd). Let

s = min{i ∈ {1, · · · , l}| γi ∈ B(y,Kt)} and f = max{i ∈ {1, · · · , l}| γi ∈ B(y, CKt)}.
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Divergence of non-random fluctuation

Since ∀e ⊂ B(y, CKt), τ̃e ≤ F− + δ/2, we have

T̃(0, y, 2txd) ≤ T(0, γs) + T(γf , 2txd) + |γf − γs|1(F− + δ/2).

On the other hand, since y is black and γ passes through [y], we have

T(0, y, 2txd) ≥ T(0, γs) + T(γf , 2txd) + (|γf − γs|1 ∨ |[y]− γs|1)(F− + δ)

Since |γs − [y]|1 ≥ CKt − 1 and C is sufficiently large depending on δ, we have

T̃(0, y, 2txd) + 2Kt < T(0, y, 2txd).

Step 2 (T̃(0, y, 2txd) +Kt < T̃(0, z, 2txd) for any z ∈ St with z 6= y or z = [txd])

Let z ∈ St with z 6= y or z = [txd]. We first suppose that T̃(0, z, 2txd) < T(0, z, 2txd). Then,
since we resample the configurations only in B(y, CKt), any optimal path γ = (γi)

l
i=1

for T̃(0, z, 2txd) must touch with B(y, CKt), i.e., there exists i ∈ {1, · · · , l} such that
γi ∈ B(y, CKt). By definition, [z] is included in γ and let j ∈ {1, · · · , l} be γj = [z]. We
only consider the case i < j. In fact, for the other case, replacing (2.6) with (2.4), the
same proof works. Then, by using the condition A1 and ∀e ⊂ B(y, CKt), τ̃e ≤ F− + δ/2,
respectively, we get

T̃(0, y) ≤ T̃(0, γi) + (F− + δ/2)CKt,

T̃(0, z) ≥ T̃(0, γi) + (F− + δ)|γi − [z]|1.

But, by |y − z| ≥ t1/2(log t)−1/8,

|γi − [z]|1 ≥ t1/2(log t)−1/8 − CKt.

Thus,

T̃(0, z) ≥ T̃(0, y) +
1

2

(
F− + δ

)
t1/2(log t)−1/8. (2.22)

If there exists i′ > j such that γi′ ∈ B(y, CKt), as in (2.22), we have

T̃(z, 2txd) ≥ T̃(y, 2txd) +
1

2

(
F− + δ

)
t1/2(log t)−1/8. (2.23)

Otherwise, since we change the configurations only in B(y, CKt), we have T̃(z, 2txd) ≥
T(z, 2txd). On the other hand, the essentially same argument as in Step 1 shows
T̃(y, 2txd) +Kt < T(y, 2txd). Combining with the condition A2 and (2.6) yields

T̃(y, 2txd)− T̃(z, 2txd)

≤ |T(y, 2txd)− ET(y, 2txd)|+ |ET(z, 2txd)− ET(y, 2txd)|+ |ET(z, 2txd)− T(z, 2txd)|

≤ 3t1/2(log t)−1/4.

(2.24)

In any case, together with (2.22), this gives

T̃(0, y, 2txd) ≤ T̃(0, z, 2txd)−
1

2

(
F− + δ

)
t1/2(log t)−1/8 + 3t1/2(log t)−1/4

< T̃(0, z, 2txd)−Kt.

We now turn to the case T̃(0, z, 2txd) ≥ T(0, z, 2txd). Then, since y is good,

T(0, y, 2txd)−Kt < T(0, 2txd) ≤ T(0, z, 2txd),

and thus Step 1 implies T̃(0, y, 2txd)+Kt < T̃(0, z, 2txd). Thus the proof is completed.
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Divergence of non-random fluctuation

Proof of Proposition 2. Since ]{e ⊂ B(y, CKt)} ≤ 2d(2CKt)
d, by (2.16) and (2.17), we

will compute (2.20) as

P(∀e ⊂ B(y, CKt), τe ≤ F− + δ/2)P(A ∩ {y is good})

≥ P(τe ≤ F− + δ/2)2d(2CKt)
d

(P({y is good})− P(Ac))
≥ exp{(−MKd

t )}(P(T(0, y, 2txd)− T(0, 2txd) < Kt)− 1/4),

(2.25)

with some constant M > 0 independent of t. By using the first-moment method and
ET(0, 2txd) ≥ 2g(txd)− 4dEτe, we get

P(T(0, y, 2txd)− T(0, 2txd) < Kt) ≥ 1−K−1t E[T(0, y, 2txd)− T(0, 2txd)]

≥ 1−K−1t (ET(0, y, 2txd)− 2g(txd) + 4dEτe).
(2.26)

Therefore, the proof of Proposition 2 is completed.

3 Proof of Theorem 2

The following proof is almost independent of the previous arguments. Since ET(−x, x)

≥ g(2x) for any x ∈ Zd,

2(ET(0, x)− g(x)) ≥ E[T(−x, 0, x)− T(−x, x)]. (3.1)

Therefore, it remains to find an event independent of x, on which T(−x, 0, x)−T(−x, 0, x)

is uniformly bounded away from 0. Let F+ be the supremum of the support of the
distribution F .

We first consider the case F+ =∞, which is rather easy. Let us define an event A as

A = {∀e ∈ Ed with e ⊂ ∂B∞(1), τe ≤ F− + 1} ∩ {∀e ∈ Ed with 0 ∈ e, τe ≥ 2(F− + 2)}.

Then, on the event A, we have

T(−x, 0, x)− T(−x, x) ≥ 4(F− + 2)− 4(F− + 1) ≥ 4.

Thus, (3.1) is further bounded from below by 4P(A), which is uniformly bounded away
from 0.

Next, we consider the general case. We take α ∈ (F−,F+) arbitrary. Let L1 > L2 ∈ N
be such that

L1 ≥
(

F− + 1

α− F−

)
(L2 + 1) and L2 ≥

1

α− F−
.

Figure 2: Left: Figure of B∞(L1) and B∞(L2). Right: Black lines represent L̃.
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Divergence of non-random fluctuation

Given a ∈ ∂B∞(L1) and i ∈ {1, · · · , d}, we define (see also Figure 2)

Li(a) = {a+ nei| n ∈ Z},
L̃i(a) = {e ∈ Ed| e ⊂ Li(a) ∩ B∞(L1)},

L̃ =
⋃

a∈∂B∞(L1), i∈{1,··· ,d}
Li(a)∩B∞(L2−1)=∅

L̃i(a).

For the proof, we use the following proposition.

Proposition 3. We take ε = 1/(16dL1). Let us define an event A as

A = {∀e ∈ L̃, τe ≤ F− + ε} ∩ {∀e ∈ Ed\L̃ with e ⊂ B∞(L1), τe ≥ α}.

Then, on the event A, for any x ∈ Zd\B∞(L1),

T(−x, 0, x)− T(−x, x) ≥ 1.

Proof. We take any optimal path γ = (γi)
`
i=1 for T(−x, 0, x) and define

s = min{i ∈ {1, · · · , `}| γi ∈ B∞(L1)}, t = max{i ∈ {1, · · · , `}| γi ∈ B∞(L1)}.

We write γs,t = (γi)
t
i=s and take r ∈ {s, · · · , t} such that γr = 0. Given `,m ∈ N verifying

m < `, we define

B∞(`,m) = {x ∈ B∞(`)| ∃i 6= j ∈ {1, · · · , d} s.t. |xi|, |xj | ≥ m}.

(Case 1) First we suppose γs,t∩B∞(L1, L2) = ∅. Note that the graph distance between
γs and γt in L̃ is less than or equal to |γs − γt|1 + 2(L2 + 1), which implies

T(γs, γt) ≤ (|γs − γt|1 + 2(L2 + 1))(F− + ε) ≤ (|γs − γt|1 + 2(L2 + 1))F− + 1.

If γs,t ∩ B∞(L1, L2) = ∅, since γs,t contains at least 2L1 edges of weights greater than α,
then T(γs,t) ≥ 2L1α+ (|γs − γt|1 − 2L1)F−. Thus

T(−x, 0, x) ≥ T(−x, γs) + 2L1α+ (|γs − γt|1 − 2L1)F− + T(γt, x)

= T(−x, γs) + 2L1(α− F−) + |γs − γt|1F− + T(γt, x)

≥ T(−x, γs) + 2(L2 + 1)F− + 2 + |γs − γt|1F− + T(γt, x)

≥ T(−x, x) + 1,

where we have used L1 ≥
(

F−+1
α−F−

)
(L2 + 1) in the third line.

(Case 2) We suppose γs,t ∩ B∞(L1, L2) 6= ∅. By construction of B∞(L1, L2), it is
straightforward to check that for any y ∈ B∞(L1, L2) and z ∈ B∞(L1), the graph distance
between y and z in L̃ is |y − z|1. In particular, we obtain T(y, z) ≤ (F− + ε)|y − z|1. If
γs,t ∩ B∞(L1, L2) 6= ∅, then we can take i ∈ {s, · · · , t} such that γi ∈ B∞(L1, L2). Without
loss of generality, we can suppose i < r, since the other case can be treated in the same
way. Since T(γi, γt) ≤ |γi − γt|1(F− + ε) ≤ |γi − γt|1F− + 1 and γi,t = (γj)

t
j=i contains at

least 2L2 edges of weights greater than α,

T(−x, 0, x) = T(−x, γi) + T(γi, 0, γt) + T(γt, x)

≥ T(−x, γi) + (|γi − γt|1 − 2L2)F− + 2L2α+ T(γt, x)

= T(−x, γi) + (|γi − γt|1 + 2L2(α− F−) + T(γt, x)

≥ T(−x, γi) + T(γi, γt) + 1 + T(γt, x) ≥ T(−x, x) + 1,

where we have used L2 ≥ (α− F−)−1 in the last line.

ECP 24 (2019), paper 65.
Page 11/13

http://www.imstat.org/ecp/

https://doi.org/10.1214/19-ECP267
http://www.imstat.org/ecp/


Divergence of non-random fluctuation

If x /∈ B∞(L1), then

2(E[T(0, x)]− g(x)) ≥ E[T(−x, 0, x)− T(−x, x)]

≥ P(A).

Otherwise, if x ∈ B∞(L1) with x 6= 0, then since 2L1x /∈ B∞(L1), by using the sub-
additivity of the first passage time, we get

2L1(E[T(0, x)]− g(x)) ≥ E[T(0, 2L1x)− g(2L1x)]

≥ 1

2
P(A).

Thus, the proof is completed.
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