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Existence and uniqueness of solution to scalar BSDEs
with L exp(uy/2log(1 + L))-integrable terminal values:
the critical case*
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Abstract

In [8], the existence of the solution is proved for a scalar linearly growing
backward stochastic differential equation (BSDE) when the terminal value is
Lexp(uy/2log(1 4+ L))-integrable for a positive parameter u > po with a critical
value uo, and a counterexample is provided to show that the preceding integrability
for 1 < po is not sufficient to guarantee the existence of the solution. Afterwards, the
uniqueness result (with p > po) is also given in [3] for the preceding BSDE under the
uniformly Lipschitz condition of the generator. In this note, we prove that these two
results still hold for the critical case: p = uo.
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1 Introduction

Let us fix a positive integer d and a positive real number 7" > 0. For any two elements
z,y in R?, denote by z - y their scalar inner product. Let (Bt)tefo,r) be a d-dimensional
standard Brownian motion defined on some complete probability space (€2, F,P), and
(Ft)telo, 1) its natural filtration augmented by all IP-null sets of /. We study the following
backward stochastic differential equation (BSDE for short):

T T
Yt:§+/ g(s,YS,ZS)dsf/ Z,-dB,, te0,T], (1.1)
t t

where ¢ is a real-valued and Fr-measurable random variable called the terminal condition
or terminal value, the function (called the generator) g(w,t,y,2) : 2 x [0,T] x R x R? — R
is (F;)-progressively measurable for each (y, z) and continuous in (y, z), and the pair

*Shengjun Fan is supported by the State Scholarship Fund from the China Scholarship Council (No.
201806425013). Ying Hu is partially supported by Lebesgue center of mathematics “Investissements d’avenir”
program-ANR-11-LABX-0020-01, by CAESARS-ANR-15-CE05-0024 and by MFG-ANR-16-CE40-0015-01.

TSchool of Mathematics, China University of Mining and Technology, Xuzhou 221116, China.

E-mail: f_s_j@126.com
*Univ Rennes, CNRS, IRMAR-UMRG6625, F-35000, Rennes, France.
E-mail: ying.hu@univ-rennesl.fr


https://doi.org/10.1214/19-ECP254
http://www.imstat.org/ecp/
http://arXiv.org/abs/1904.02761v1
mailto:f_s_j@126.com
mailto:ying.hu@univ-rennes1.fr

Scalar BSDEs with integrable terminal values: the critical case

of processes (Y3, Z;)c[o,7) With values in R x R¢ is called the solution of (1.1), which is
(F:)-progressively measurable such that P — a.s., t — Y; is continuous, ¢t — Z; belongs
to L2(0,7), t — g(t,Y;, Z;) is integrable, and verifies (1.1). By BSDE(, g), we mean the
BSDE with terminal value £ and generator g.

Denote gy := fOT g(t,0,0)dt. It is well known that for any p > 1, if the generator g
satisfies the linear growth condition (see the assumption (H1) in section 2) and the
terminal value £ + go is LP-integrable, then BSDE(¢, g) admits a minimal (maximal)
solution (Y., Z.) in the space of the processes SP x MP (see their definitions in section
2), and the solution is unique in the space S x MP? if g further satisfies the uniformly
Lipschitz condition (see the assumption (H2) in section 2). See e.g. [10, 5, 9, 1, 7] for
more details. However, if the random variable ¢ + g¢ is only integrable, one needs to
restrict the generator g to grow sub-linearly with respect to z, i.e., with some ¢ € [0,1),

l9(w, t,y,2)| < |go(w, 1) + Blyl +712% (w,t,y,2) € 2x [0,T] x R x RY,

for BSDE({, g) to have a minimal (maximal) adapted solution and a unique solution when
g satisfies (H1) and (H2) respectively. See for example [1, 2, 6] for more details.
Recently, by applying the dual representation of solution to BSDE with convex gener-
ator, see for instance [5, 11, 4], to establish some a priori estimate and the localization
procedure, the authors in [8] proved the existence of a solution to BSDE(¢, g) when

the generator ¢ satisfies (H1) and the terminal value £ + go is Lexp (M 2log(1 + L))-

integrable for a positive parameter ;. > jo with a critical value 1o = vv/T, and showed
by a counterexample that the conventionally expected Llog L integrability and even the
preceding integrability for a positive parameter u < pg is not enough for the existence
of a solution to a BSDE with the generator g satisfying (H1). Furthermore, by establish-

ing some properties of the function ¢ (z, u) = zexp (u 2log(1 + 1:)) and observing the

property of the obtained solution Y that ¢ (|Y|, a) belongs to class (D) for some a > 0, the
authors in [3] divided the whole interval [0, 7] into a finite number of subintervals and
proved the uniqueness of the solution to the preceding BSDE(¢, g) with the generator g
satisfying (H2) and 1 > po.

In this note, we prove that the existence and uniqueness result obtained respectively
in [8] and [3] is still true in the critical value case: u = yﬁ, see Theorem 3.1 in section
3.

For the existence of the solution to BSDE(¢, g), in order to apply the localization
procedure put forward initially in [2], the key idea is always to establish some uniform
a priori estimate for the first process Y."'* in the solution of the approximated BSDEs
(see the definition and the a priori estimate of Y."'? in the proof of the existence part
of Theorem 3.1 after Remark 3.6 in section 3). For this, instead of applying the dual
representation of solution to BSDE with convex generator, our whole idea consists in
searching for an appropriate function ¢(s, z;t) in order to apply Itd6-Tanaka’s formula
to ¢(s,|Y"P|;t) on the time interval s € [¢,7,,] with (F;)-stopping time 7, valued in
[t,T] (see the proof of Proposition 3.5 in section 3 for details). More specifically, we
need to find a positive, continuous, strictly increasing and strictly convex function
o(s,x;t) : [t,T) x [0,+00) — (0,400) with t € (0, T] satisfying

1
— ¢z (s, ;1) | 2| + §¢J;m(s,z;t)\z|2 +¢s(s,2;t) >0, (s,2,2) € [t,T] x [0,400) x RY, (1.2)
where and hereafter, for each ¢t € (0,7, ¢s(, -;t) denotes the first-order partial derivative

of ¢(-,-;t) with respect to the first variable, and ¢,(-,;t) and ¢, (-, -; t) respectively the
first-order and second order partial derivative of ¢(-,-;t) with respect to the second
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variable. Observe from the basic inequality 2ab < a? + b? that

—voe (s, m;t)| 2| + %(bm(s,a:;t)\z|2 = Ouu(s,x;t) (—mb + ;z|2)

V2 @2(s,x;t)
=2 gu(s, )

Hence, it suffices if for each ¢ € (0,7], the function ¢(-,-;t) satisfies the following
condition:

A ACER))

2 Pua(s, 73)

Inspired by the investigation in [8] and [3], we can choose the following function, for
each ¢t € (0,7,

+ ¢s(s,x;t) >0, (s,x) € [t,T] x [0,+00). (1.3)

o(s,x;t) := (x +e)exp (us 2log(x +€) + /S krdr> , (s,2) € [t,T] x [0,+0)  (1.4)

to explicitly solve the inequality (1.3). We find that (1.3) is satisfied for ¢(s, x;t) when

s = vv/s and krzg <7+\/§>. (1.5)

For the uniqueness of the solution to BSDE(¢, g), by virtue of two useful inequalities
obtained in [8], we use a similar idea to that in [3] to divide the whole interval [0, 7] into
some sufficiently small subintervals and show successively the uniqueness of the solution
in these subintervals. However, different from [3], in our case the number of these subin-
tervals, which are [3T/4,T), [32T/42,3T /4], [33T/43,3%T /42, ---, [3"T /4", 3"~ 1T /4"~1],
-+, is infinite. Fortunately, observing that the left end points of these subintervals tend
to 0 as n — oo and in view of the continuity of the first process in the solution with
respect to the time variable, we can obtain the uniqueness of the solution on the whole
interval [0, T by taking the limit.

The rest of this note is organized as follows. In next section, we introduce some
notations and assumptions which will be used later, and in section 3 we state and prove
the main result.

2 Notations and assumptions

First, for any real number p > 1, let L? represent the set of (equivalent classes of) all
real-valued and Fr-measurable random variables ¢ such that E[|£|P] < 400, £P the set
of (equivalent classes of) all real-valued and (F;)-progressively measurable processes

(X¢)iefo, 7] such that
T p 1/p
[Xzr = {E (/ IXtdt> ]} < 400,
0

SP the set of (equivalent classes of) all real-valued, (F;)-progressively measurable and
continuous processes (Y} );c[o,7] such that

1/p
IV sr := (E[ sup Yt|p}> < 400,
t€[0,T]
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and MP the set of (equivalent classes of) all R%-valued and (F;)-progressively measurable
processes (Z;)¢c[o,r] such that

1/p

T p/2
HZHM;D = E </ |Zf|2dt> < +00.
0

Secondly, we recall that a real-valued and (F;)-progressively measurable process
(Xt)ielo, 1) belongs to class (D) if the family of random variables { X, : 7 € X1} is uniformly
integrable, where and hereafter Y is the set of all (F;)-stopping times 7 valued in [0, T7.

Finally, we use the following two assumptions with respect to the generator g. The
first one is called the linear growth condition, and the second one is called the uniformly
Lipschitz condition, which is obviously stronger than the linear growth condition.

(H1) There exist two positive constants § and v such that dP x dt — a.e., for each
(y,2) € R x RY,

lg(w,t,y, 2)| < [g(w,t,0,0)| + Bly| +7|=[;

(H2) There exist two positive constants 5 and - such that dIP x d¢ — a.e., for all (yi, zi) €
R xR%,i=1,2,

|g(w7t,y1,21) - Q(W,t,y2a22)| < /B|y1 - y2| +’Y|Z1 - 22|'

3 Existence and uniqueness

Define the function :

Y(x, 1) = xexp (u 2log(1 + ac)) , (x, 1) €10,+00) x [0, +00), (3.1)

which is introduced in [8] and [3].

The following existence and uniqueness theorem is the main result of this note.

Theorem 3.1. Let £ be a terminal condition and g be a generator which is continuous in
(y, z). If g satisfies assumption (H1) with parameters 8 and ~, and

T
(4 <€| +/0 |9(¢,0,0)|dt, 7ﬁ> e L,

then BSDE(¢, g) admits a solution (Y3, Z;)e(o,) such that (¢ (]Yy], 7\/i))te[0 71 belongs to
class (D), and P — a.s., for each ¢t € [0, 7],
T
V2| < ¢(|Yil, 7V < CE | o <I£I +/ l9(¢,0,0)|dt, 7\/17> F|+C (32
0

where C is a positive constant depending only on (3,~,T).
Furthermore, if ¢ also satisfies assumption (H2), then BSDE(¢, g) admits a unique
solution (Y3, Z;)¢e(o,7) such that (v (Y], 'y\/f))te[o 71 belongs to class (D).

In order to prove the above theorem, we need the following lemmas and propositions.
First, the following lemma have been proved in Proposition 2.3 and Theorem 2.5 of [3].

Lemma 3.2. We have the following assertions on :

(i) For each x > 0, ¥(z,-) is nondecreasing on [0, +00).
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(ii) For u > 0, ¥(-, u) is a positive, strictly increasing and strictly convex function on
[0, +00).

(iii) For ¢ > 1, we have ¢(cz, u) < ¥(c, p)(z, ), for all z, u > 0.

(iv) For all 21, z2, 1 > 0, we have ¢(21 + 22, ) < 29(2, p) [(z1, p) + (22, p)] .

In order to apply It6-Tanaka’s formula to establish the a priori estimate (see Proposi-
tion 3.5), for each ¢ € [0, T] we define the following function ¢:

w(s,z;t) = (x+e)exp (7 2slog(xz +e) + g/ts (7 + \/f) dr) , (s,2) € [t, T] x [0, 4+00),

(3.3)
which is the function ¢ in (1.4) with x4 and k, defined in (1.5). We have, for each ¢ € (0, 7]
and each (s,z) € [t,T] x [0, +00),

Vs + /2log(z +e)

(x + e)y/2log(z + e)
vV/s (2 log(z + e) + v/2slog(x +e) — 1)

(z+e)? ( 2log(x + e))3

vz (s, x;t) = @(s,x;t) >0,

Yrz(s,z;t) = (s, x; 1) > 0,

and

ps(s,xz;t) =

vw(séx;f) (\/@“Lﬁ +7> > 0.

Moreover, the following proposition holds.
Proposition 3.3. We have the following assertions on ¢:

(i) For ¢t € [0,7T], (-, -t) is continuous on [t,T] x [0,+00); And, for all ¢t € (0,7,
90('; ';t) € 61’2(#’,—“ X [0’+OO));
(if) Forallt € (0,T), ¢(-,-;t) satisfies the inequality in (1.2), i.e.,

1
—70a(s, 7 )2 + S@na(s w3 )|2” + @s(s,28) 2 0, (5,2,2) € [t,T] x [0, +00) x R,

Proof. The first assertion is obvious. From the introduction we know that the inequality
(1.3) implies the inequality (1.2). Then, in order to prove Assertion (ii), it suffices to
prove that the inequality (1.3) holds for the function ¢(-, ;¢) with ¢ € (0, 7). In fact, by a
simple computation, we have, for each (s, z) € [t,T] x [0, +00),

2 Rt aplsmn (Wit VIEETA) VIRgE 0

2 Paal(s, z;) 2 NG (2 log(z + €) + vv/sy/2log(x + ) — 1) .
Define v = y/2log(x + €). Then,

2 2 (s, 23t s, x;t 1 s—&—vzv 2
7 el )+%(S7x;t):w( )| 1 v_(zfvf—) /2
2 pua(s, x;t) 2 Vs v24+yy/sv—1 s

Furthermore, in view of the fact of v > /2, we know that

(Ws+o)'v /st yyEu -1 tutays

V2 yso—1 v2 4+ yy/sv—1
v+ S 2
< 7\/§+1277\[=7\@+7§%/§+\/5-
302 +7/sv) v
ECP 24 (2019), paper 49. http://www.imstat.org/ecp/
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Hence, for each t € (0,7,

2 2
7 ea(s zit)
_ s\9 ,t > 0, s c t7 Tl x 07 .
2 Qua(s,x;t) +os(s,231) (s,2) € [t,T] x [0,400)
Then, Assertion (ii) is proved, and the proof is complete. -

The two functions vy and ¢ defined respectively on (3.1) and (3.3) have the following
connection.

Proposition 3.4. There exists a universal constant K > 0 depending only on v and T’
such that for all ¢ € [0,7] and (s, z) € [¢t,T] x [0, +o0),

(@, 7Vs) < p(s m3t) < Kz, 7v/s) + K. (3.4)
In particular, by letting s = t, we have
1/}(1'77\/5 < p(t,zt) < Kw(fcﬁ\/i) + K, (t,z)€ [OvT} X [0’"’_00)‘ (3.5)

Proof. The first inequality in (3.4) is clear, and (3.5) is a direct corollary of (3.4). We now
prove the second inequality in (3.4). In fact, for each ¢ € [0,7] and (s, z) € [t,T] x [1, +00),

o(s,x;t) (z +e)exp (7 2slog(z +e)+ 1 [ (7+ ﬁ) dr)

Pz, /s +1 T exp (y 2slog(1+x)) +1

< ZEeexp ('y\/T (\/2 log(z +e) — /2log(x + 1)) + AVZTT +7\/2T)
= Hi(z,~,T).
And, in the case of z € [0, 1],
o(s,z;t) ~2T
_PEBY e V2T log(1 T2 L AVOT ) = Hy(+,T).

Hence, for all z € [0, +00), we have

p(s, z;t)
————— < Hy(x,v,T)1,>1 + Ho (v, T)1lo<z<1- 3.6
D@ 1= (@, 7, T)lg>1 2(7, T)Lo<z<1 (3.6)
With inequality (3.6) in hand and in view of the fact that the function H;(z,v,T) is
continuous on [1, +00) and tends to

T
exp <’72 + vV 2T>
as * — 400, we obtain the second inequality in (3.4). The proof is complete. O

The following Proposition 3.5 establishes some a priori estimate for the solution to a
BSDE with an L? (p > 1) terminal value and a linear-growth generator.

Proposition 3.5. Let ¢ be a terminal condition and g be a generator which is continuous
in (y, 2). If g satisfies assumption (H1) with parameters § and v, (&, g(¢,0,0)) € LP x LP
for some p > 1, and (Y, Z;)i[0,7) is a solution in S x MP to BSDE(¢, g), then P —a.s.,
for each t € [0, 7], we have

Vel < 9(|Yal,vV1) < CE

Fl+C, (3.7)

T
¥ <|s| + / 9(£,0,0)]dt, va>

where C is a positive constant depending only on (53,~,7), and v is defined in (3.1).
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Proof. Note first that if (£, g(¢,0,0)) € LP x LP for some p > 1, then

T
¥ (IE +/O l9(2,0,0)[dt, u) eL!

for any p > 0, which has been shown in Remark 1.2 of [8]. Define

¢
Y, := Y| —|—/ e?%1g(s,0,0)|ds and Z; := e’'sgn(Y;)Z,, t € [0,T], (3.8)
0

where sgn(y) = 1,50 — 1y<o. It then follows from It6-Tanaka’s formula that, with ¢ € [0, 77,

T T T
Y; = YT +/ 653 (Sgn(YS)g(&Yv&ZS) - B|Yt9| - ‘9(57070)‘) ds — / ZS -dB; — / eBSdL&
t t t

where L. denotes the local time of Y. at 0. Now, fixing ¢ € (0, 7] and applying It6-Tanaka’s
formula to the process ¢(s, Ys; t), where the function ¢(-, -;t) is defined in (3.3), we derive,
in view of assumption (H1),

dep(s, Yy t)

= P, (s, Yiit) (—sgn(Ya)g(s, Ys, Zs) + BIYs| + |g(s,0,0)]) ds + @, (s, Ys; 1) Zs - By
+eﬁ8cpm(s, Y t)dL, + %ezﬁscpm(s, Ya;1)| Zs|2ds + (s, Ve t)ds

> [P pu(s, Yai )| Zs| + 225 0u0 (s, Yei )| Zs|? + s(s, Yo t) [ ds+pu(s, Ye; t) Zs - dB,.

Furthermore, by letting = = Y; and z = ¢?°Z, in Assertion (ii) of Proposition 3.3 we get
that
do(s, Ys;t) > pr(s,Ys;t)Zs - dBs, s € [t,T). (3.9)

Let us consider, for each integer n > 1, the following stopping time
S
Tn = inf {s etT): / [@I(T7ﬁ;t)]2 \Z,[2dr > n} AT,
t
with the convention that inf ) = +oc0. It follows from the inequality (3.9) and the definition
of 7, that for each ¢ € (0,7] and n > 1,

o(t,Yi;t) < B [@(Tn, Yr, ;)| Fr] -

Thus, thanks to Proposition 3.4, we know the existence of a positive constant K depend-
ing only on v and 7" such that

WY, W) < ot Yit) SE [@(r, Ve i) | Fi] < KE [¢(Yr, yv/7)| Fe] + K, (3.10)

and, from the definition of ¥; in (3.8), we have

Vi| <Y; and Y, <éfT (|YT,,L +/ ’ |g(s,0,0)|ds> . (3.11)
0

By virtue of (ii) and (iii) in Lemma 3.2 together with the fact that ¢ (x, u) > x for each
x,u > 0 due to (3.1), we obtain from (3.10) and (3.11) that for each ¢ € (0,7] and n > 1,

W (\Ytlmx/i) < (Y, 1Vt) < KE [(Vr,, 7/T) | Fi] + K
K¢ ("7, yy/7) B [w (anl +/OT" l9(s,0,0)|ds, 7\/5)’3} +K,

Vil

IN

IN

from which the inequality (3.7) follows for ¢ € (0, 7| by sending n to infinity. Finally, in
view of the continuity of Y. and the martingale in the right side hand of (3.7) with respect
to the time variable ¢, we know that (3.7) holds still true for ¢ = 0. The proposition is
then proved. O
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Remark 3.6. We specially point out that, to the best of our knowledge, in the critical
case: ju = vV/T, the method of the dual representation used in [8] can not be applied to
obtain the desired a priori estimate as that in (3.7) at the time ¢ = 0.

Now, we give the proof of the existence part of Theorem 3.1.

The proof of the existence part of Theorem 3.1. Let us fix two positive integers n and p.
Set £MP :=ET An—E Ap, g™P(,0,0) := gT(£,0,0) An— g (£0,0) Ap and g™P(t,y,2) :=
g(t,y,2)—g(t,0,0)4+¢g™P(¢,0,0). As the terminal condition £™? and g™*(t,0,0) are bounded
(hence square-integrable) and ¢g™?(t,y, z) is a continuous and linear-growth generator, in
view of the existence result in [9], BSDE(£™P, g™P) admits a minimal solution (V.7 Z™F)
in S? x M?2. It then follows from Proposition 3.5 that there exists a positive constant C
depending only on (8,~,T) such that for each ¢ € [0,7] and each n,p > 1,

Y7 < (1P| V) CE +C

IN

T
(& <€"’p| +/0 g™ P(¢,0,0)]dt, 7\/T>|ft

IN

CE +C.

T
(8 <§|+/O l9(¢,0,0)|dt, 7ﬁ>|ft

(3.12)
Since Y'"? is nondecreasing in n and non-increasing in p by the comparison theorem
(see, for example, Theorem 2.3 in [6]), then in view of (3.12) and assumption (H1),
by virtue of the localization method put forward in [2], we know that there exists an
(Fi)-progressively measurable process (Z;);cjo,r] such that (Y. := inf, sup, Y"*, Z.) is
an adapted solution to BSDE(¢, g). Finally, sending n and p to infinity in (3.12) yields
the inequality (3.2), and then the process (v (|Yt|,'y\/i))te[0qT] belongs to class (D). The
proof is complete. O

Remark 3.7. From the above proof, it is easy to see that the linear-growth assumption
(H1) in Theorem 3.1 and Proposition 3.5 can be easily weakened to the following one-
sided linear-growth assumption: There exist two real constants # > 0, v > 0 and a
nonnegative, real-valued and (F;)-progressively measurable process (f;):c[o,r] such that
dP x dt — a.e., for each (y,2) € R x R,

sen(y)g(w,t,y,2) < fi(w) + Blyl + 7]z and |g(w,t,y,2)| < fi(w) + R(|y]) +7]z],

where h(-) is a deterministic, continuous and nondecreasing function with 4(0) = 0. In
this case, |g(t,0,0)] in the conditions of Theorem 3.1 and Proposition 3.5 only needs to
be replaced with f;.

In order to prove the uniqueness part of Theorem 3.1, we need the following two
lemmas, which are Lemmas 2.4 and 2.6 in [8].

Lemma 3.8. Foreach z € R, y > 0 and ¢ > 0, we have
a2 2
ety < e + PPy, p),
where the function v is defined in (3.1) again.

Lemma 3.9. Let (¢;)¢c[o,7] be a d-dimensional and (F;)-progressively measurable process

with |¢.| <~y almost surely. For each ¢t € [0,7], if 0 < A < m then
Al ST go-dB,|? 1
I [ 0B ‘ft} < :
1—202(T —¢t)
ECP 24 (2019), paper 49. http://www.imstat.org/ecp/
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Now, we give the proof of the uniqueness part of Theorem 3.1.

The proof of the uniqueness part of Theorem 3.1. Let g satisfy assumption (H2), and for
i = 1,2, let (Y}, Z})icjo,r) be a solution of BSDE(¢,g) such that (v (|Yti|,7\/f))te[0_T]
belongs to class (D). Define §Y. := Y! —Y? and 6Z. := Z! — Z2. Then the pair (§Y.,67.)
verifies the following BSDE:

T T
oY, = / (usdYs + v - 0Z5) ds — / 8Zs-dBs, t€[0,T],
t t

where g(s, Y}, Z}) — g(s, Y2, Z2) = us6Ys + vs - §Z5 with a pair of (F;)-progressively
measurable process (u.,v.) such that |us| < 8 and |vs| < v by a standard linearization
procedure. For each ¢ € (0,7] and each positive integer n > 1, define the following
stopping times:

o, = inf {s € [t,T]: |6Ys] —|—/ |6Z,2dr > n} AT,
t
with the convention that inf § = +o00. Then,
8V, = B [l w7 v B 0 0Py, !FJ :

Therefore,
|0Y;] < TE [eftan vs-dBs

6an|’}}} . (3.13)

Furthermore, by virtue of Lemma 3.8 we know that for each n > 1,

on . 2
el B |5y, | < emm U BT 2ty iy, | VA, te (0,T). (3.14)

And, it follows from Lemma 3.9 that foralln > 1,

1 (fon,.. 2 1
—F {eﬁt(ft +-dB;) } < ——— <3, te[37T/4,T),
1 2AT-t)
t

512
ez (I ve-dB,)*

E

on 2
and, thus, the family of random variables eﬁ(f‘ vadBy) is uniformly integrable on
the time interval [37/4,T]. On the other hand, in view of (i), (ii) and (iv) in Lemma 3.2,
observe that foralln > 1,

2 2
(8, | VE) < TRV |+ (Y2 ] v/om)

- MWY&MWHWV& o), tel0.T].

Thus, from (3.14) we can conclude that, for ¢ € [37/4,T], the family of random vari-
ables e/i’" v<'dB: |§Y,, | is uniformly integrable. Consequently, by letting n — oo in the
inequality (3.13) we have 0Y. = 0 on the interval [37/4,T]. It is clear that §Z. = 0 on the
interval [37'/4,T]. The uniqueness of the solution on the interval [37'/4, T is obtained.
In a same way, we successively have the uniqueness on the intervals [327'/42,37/4],
[33T/43,3%T /42, - -+, [3PT /4P, 3P~ 1T /4P~1], . ... Finally, in view of the continuity of pro-
cess d0Y; with respect to the time variable ¢, we obtain the uniqueness on the whole
interval [0, T] by sending p to infinity. The proof is then complete. O

Remark 3.10. By a similar analysis to Remark 2.6 in [3], we know that the uniformly
Lipschitz assumption (H2) in Theorem 3.1 can be relaxed to the following monotone
assumption:
Sgn(yl - y2) (g(wv t? y17 Z) - g(wv ta y2a Z)) < B|y1 - yZ‘
and
|g(w7 t? Y, Zl) - g(wv t, Y, Z2)| < ’Y|Z1 - 22"
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