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PATHWISE CONVERGENCE OF THE HARD SPHERES
KAC PROCESS

BY DANIEL HEYDECKER!
University of Cambridge

We derive two estimates for the deviation of the N-particle, hard-spheres
Kac process from the corresponding Boltzmann equation, measured in ex-
pected Wasserstein distance. Particular care is paid to the long-time proper-
ties of our estimates, exploiting the stability properties of the limiting Boltz-
mann equation at the level of realisations of the interacting particle system.
As a consequence, we obtain an estimate for the propagation of chaos, uni-
formly in time and with polynomial rates, as soon as the initial data has a
kth moment, k > 2. Our approach is similar to Kac’s proposal of relating the
long-time behaviour of the particle system to that of the limit equation. Along
the way, we prove a new estimate for the continuity of the Boltzmann flow
measured in Wasserstein distance.
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1. Introduction and main results. Kac [23] introduced a Markov model for
the behaviour of a dilute gas, corresponding to the spatially homogeneous Boltz-
mann equation. We consider an ensemble of N indistinguishable particles, with
velocities v1(7), ..., vy () € R? at time 7 > 0, which are are encoded in the em-
pirical velocity distribution

N
(1.1) 1wy =N "800

i=1
Throughout, unless specified otherwise, we consider only the following example,
known as the hard spheres kernel, of Kac processes, which is one of two main
examples of physical interest. The dynamics are as follows:

1. For every (unordered) pair of particles with velocities v, v, € supp(,uiv ), the
particles collide at a rate 2|v — v,|/N.

2. When two particles collide, take an independent random variable X, dis-
tributed uniformly on $¢~!. The particles then separate in direction X.

3. The velocities change to v’ (v, v, £) and v, (v, v, ), given by conservation
of energy and momentum as

U+v*+2|U—U*|'

U/(U, U*v E) - 2 ’
(1.2) N 5| |
v+u,—XZlv—v
Ui(vvvivz): 2 ul .
The measure changes to
1
(1.3) pi wUE = e GGy 8y = 80— 80.).

More formally, we consider the space S of Borel measures on R?, satisfying

(1.4) (Lw=1  (w=0 (v u=1,

the notational conventions that angle brackets (-, -) denote integration against a
measure, and v denotes the identity function on R?. S is called the Boltzmann
sphere, and consists of those measures with normalised mass, momentum, and
energy. We write Sk for the subspace of S where the kth moment (Julk, w) is
finite, and define the following family of weights:

k
(1.5) Ag() = (14 [v]*)2, ).
This leads to a natural family of subspaces:
(1.6) Ski={peS: Ar(p) <al.

For shorthand, we will often write Ag(u, v) :=max(Ag (), Ax(v)).
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Let Sy be the subset of S consisting of normalised empirical measures on N
points; we will typically write "V for a generic element of Sy. Formally, the Kac
process is the Markov process on Sy with kernel

on (M) (A)

- = N/ 1N 007 e A)p — v, N (o) (dv,) do.
R4 xR x §4~1

Note that, since the map u” +— V'« preserves particle number, momentum,
and kinetic energy, Qy () is supported on Sy whenever u"V € Sy. We write
(/Lfv )r>0 for a Kac process on N particles. Observe that the rates are bounded by
2N, and so for any initial datum /,L(])V , the law of a Kac process started from ,uf)v
exists, and is unique, and the process is almost surely nonexplosive.

Measure solutions to the Boltzmann equation. Following many previous works,
[24, 29, 33], we study measure-valued solutions to the Boltzmann equation. We
define the Boltzmann collision operator Q(u, v) for measures w, v € S as

(1.8)  Qu,v) = / {8 + 8y, = 8y = 8y, }|v — vi| do pu(dv)v(dvy).

Ré x R4 x §d—1
For brevity, we will denote QO (i, 1) by O(u). We say that a family (u);>0 of

measures in S satisfies the Boltzmann equation if, for any bounded measurable f
of compact support,

(BE) VE20 (i) = (f.10) + /O (. O(us)) ds.

The Boltzmann equation is known to have a unique fixed point y € S, which is
given by the Maxwellian, or Gaussian, density:
e3P

= —(an—l)d/Z dv.

(1.9) y (dv)

Measuring convergence to the Boltzmann equation. To discuss the convergence
of Kac’s process to the Boltzmann equation, we will work with the following
Wasserstein metric on S. Consider the Sobolev space of test functions

(1.10) X = Wl’oo(Rd) = {Bounded, Lipschitz functions f : RY — R};
| f(v) — f(w)|)

(L11) [ fllx = max(sup|f|<v), sup
v vF#W |v_w|

We write By for the unit ball of X; that is, those funcAtions which are 1-bounded
and 1-Lipschitz. Given a function f on R?, we write f for the function

f ()
1+ |v?

(1.12) fw) =
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We write A for the space of weighted-Lipschitz functions:
(1.13) A={f:RI>R: fex, |flx <1}
We will also write

(1.14) Ao={f:R!=R: feL®RY, | fllo<1).
The weighted Wasserstein metric W is given by the duality:

(1.15) W (12, v) := sup |(f. pu — ).

feA
We make the following remark on alternative possible choices of metric. Our met-
ric W is closely related to the p- Wasserstein metrics W, on the subspaces S7,
given by

(1.16)  Wy,(u,v) :inf{/d v — w|Pm(dv, dw) : 7 is a coupling of p and v ¢.
R

In the special case p = 1, the metric W is known as the Monge—Kantorovich—
Wasserstein (MKW) metric, and can alternatively be given by

7 v
It is straightforward to check that, on the space S, the metrics W, Wy, W, all induce
the same topology, and that for some absolute constant C, we have the bound
W1 < CW on S. Moreover, on the subspaces Sg defined in (1.6), with k > 2, we
can find explicit bounds W < C Wf‘, with a € (0, 1).
We now state the motivating result of [33] on the convergence of the Kac process
to the Boltzmann equation.

PROPOSITION 1 ([33], Theorem 10.1). Let k > 2. We say that a family (11;):>0
is locally S¥-bounded if sup, o, Ax(us) < oo forany t > 0.

For any g € Sk, there is a unique locally Sk-bounded solution to the Boltz-
mann equation (BE), starting from j1o; we write this solution as (¢ (1t0))>0-

Moreover, for any € > 0, tf, < 00, A < 00, there exist constants C (€, L, k, tfn) <
oo and a(d, k) > 0 such that, whenever (Miv )i>0 is a Kac process on N > 1 parti-
cles, with Ak(,u(l)v) <X\, Ap(ug) < A, we have

(1.18) P(sup W (i, ¢ (10) > C(W(uh, o) + N™)) <e.

1 <tfin
Ford >3 and k > 8, we can take o = 5
While the study of the convergence of the Kac process to the Boltzmann equa-

tion is a well-known and extensively studied topic, this is most usually studied
through the propagation of chaos, discussed below, by contrast to the pathwise
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style of estimate here which we seek to emulate. We note that the existence of so-
lutions is known [24] for the case k = 2, but that no quantitative results are known
for the convergence of the Kac process in this case.

From existence and uniqueness, we can consider the Boltzmann equation as
describing a nonlinear semigroup of flow operators on (¢;);=0 on [ J;-, S¥. To
prove Proposition 1, Norris [33] introduces a family of random linear operators
Eg, and develops a representation formula in terms of these operators, which will
be reviewed in Sections 4, 8. Crucial to the proof are estimates for the operator
norms of Ey, which are obtained by Gronwall-style estimates, and as a result,
the constant C depends badly on the terminal time #5,, with a priori exponential
growth. Our work was inspired by the observation that strong stability estimates
for the nonlinear semigroup (¢,), proven by Mischler and Mouhot [29], allow us
to avoid using Gronwall-style estimates, and hence obtain estimates with better
long-time properties.

Chaoticity We will also discuss the notion of chaoticity, which is the usual
framework used to analyse the convergence of the Kac process to the Boltzmann
equation. In this context, it is natural to preserve the labels on the particles, and
to consider the labelled Kac process V,N = (v1(t), ..., vn(t)), taking values in the
labelled Boltzmann sphere

119 sV =1(i,...,un) € R)" Zv,—O Zlv,l = }
We may recover recover Sy by taking emplrlcal measures:

1 N
(1.20) QNISN%SN; (v, ..., vN) > N;SW.

Moreover, if VIN is alabelled Kac process, then /,Ll =0y (V,N ) is an unlabelled Kac
process. We write LVN for the law of (v1(7), ..., vy (7)) on SV. We will measure
chaoticity using the followmg (unweighted) Wasserstein metrics on probability
measures on (R?)! for all > 1, defined in a similar way to (1.15):

(1.21) Wii(L, L) = SUP{/(Rd)z FH(LEV) — ﬁ'(dV))},

where the supremum is over all functions f of the form f = f1® /L Q- ® fi,
with each f; a bounded and Lipschitz test function, f; € By, and the subscript /
recalls the relevant dimension. We now recall the following definition from [23].

DEFINITION (Finite dimensional chaos). For each N, let £V be a law on SV,
which is symmetric under permutations of the indexes. We say that (£V)y=» is
-chaotic, if, for all [ > 1, we have

(1.22) Wi(I[£V], n®) — 0,

where I1; denotes the marginal distribution on the first / factors.
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A stronger notion, put forward by Mischler and Mouhot [29], is that of infinite-
dimensional chaos, which allows the number of marginals / to vary with N:

1
(1.23) lrir%zgv[jwl,l(ﬂz[ﬁlv], M@’l)] — 0.
Kac proposed the following propagation of chaos property. Let (VtN )r>0 be a la-
belled Kac process, such that the initial distribution £VtN is wo-chaotic. Then, for
all times ¢ > 0, the law ,CVfV will be ¢, (g)-chaotic, where ¢ (ug) is the solution
to the Boltzmann equation starting at (. This is the original sense in which Kac
proposed to study the convergence of his model to the Boltzmann equation, and has
been extensively studied; key previous results in this direction will be discussed in
our literature review.

1.1. Main results. We now state the main results of the paper, concerning the
long-time nature of the convergence to the Boltzmann flow. Our first theorem con-
trols the deviation from the Boltzmann flow at a single, deterministic time ¢ > 0,
which we refer to as a pointwise estimate. We highlight that this estimate is uni-
form in time.

THEOREM 1.1. Let0<e < % and let a > 1. For sufficiently large k, depend-
ing on €,d, let (,uiv),zo be a Kac process in dimension d > 3, and let ug € Sk,
satisfying the moment bounds

(1.24) Ar(pd) <a;  Ax(po) <a.
Then for some C = C(e,d, k) < 0o and { = {(d) > 0, we have the uniform bound
(1.25) su;o>||W(u£v 01 (10) | 2y < Ca(N 4+ W (g o))

[

This generalises, by conditioning, to the case where the initial data M(/)v is random,
provided that EAk(uév) <a.

This result is, to the best of our knowledge, new, although an equivalent result is
known for Maxwell molecules [8]. We will see, in Theorem 1.7, that estimates of
this form imply the propagation of chaos for hard spheres, in the sense of (1.22)—
(1.23), with better rates than found in [29] for the hard spheres process.

Our second main theorem controls, in L?(IP), the maximum deviation from the
Boltzmann flow up to a time f4,, in analogy with Proposition 1. We refer to this as
a pathwise, local uniform in time estimate.

THEOREM 1.2. Let0 <€ < ﬁ, a > 1and p = 2. For sufficiently large k > 0,

depending on €, d, let (,ufv)tzo be a Kac process on N > 2 particles and let j1o €
Sk with initial moments

(1.26) Ap(ud) <aP;  Ax(uo) <a.
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For some o = a(e,d, p) > 0and C =C(e,d, p,k) <oo and ¢ =¢(d) > 0, we
can estimate, for all tg, > 0,

< Ca((1+ 1) /PN~ + W (sl o))

27 | sup Wt ouuo)| ) <

1 <Ifin

a is given explicitly by

/

p

1.28 =— —
(1.28) =76

where 1 < p’ <2 is the Holder conjugate to p.

At the end of this section, we will discuss related results, and how they may be
compared to this estimate.

An unfortunate feature of these approximation theorems is the dependence on
the unknown, and potentially large, moment index k; a trivial reformulation which
avoids this is to ask instead for an exponential moment bound (e?/V!, /,Lév ) < b, for
some z > 0. We will also prove the following variant of the theorems above which
allows us to use any moment estimate higher than second.

THEOREM 1.3 (Convergence with few moment estimates). Let k > 2 and
a>1.Let (,uiv) be an N -particle Kac process, and g in S with initial moment
estimates

(1.29) Ar(py) <a; Ar(po) <a.
There exists € = €(d, k) > 0 and a constant C = C(d, k) such that

(1.30) Supl| W (147" ¢1(110)) | 11 ey = Ca(N™+ W (g’ o) ).
1>

For a local uniform estimate, if p > 2, then there exists a constant C = C(d, k, p)
and € =€(d, k, p) > 0 such that, for all tg, < 00,

(30 | sup WY, o), o = Cal+ 1) /PN~ + W (i, 10)°).
1<tin L'®

In the course of proving this result, we will see that the higher moment con-
ditions are only required to obtain the optimal rates on a very short time inter-
val [0, un] and, in particular, we can obtain very good time-dependence without
higher moment estimates.

We also study the long-time behaviour of the Kac process. We cannot extend
Theorem 1.2 to control the maximum deviations over all times ¢ > 0, due to the
following recurrence features of the Kac process.
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THEOREM 1.4. There exists a universal constant C > 0 such that, for every
N, for every k > 2 and a > 1, there exists a Kac process (,uﬁv),zo with initial
moment Ak(uév) < a but, almost surely,

C
1.32 limsup W (2, Ny >1— —.

Hence we cannot omit the factor of (1 + tgn)'/? in Theorem 1.2.

In keeping with the terminology above, we say that there is no pathwise, uniform
in time estimate. In the course of proving Theorem 1.4, we will show that the long-
time deviation (1.32) is typical for the Kac process. We will show that the Kac
process returns, infinitely often, to ‘highly ordered’ subsets of Sy, which are far
from the Boltzmann flow. However, we make the following remark on the times
necessary for such deviations to occur.

COROLLARY 1.5. Define
(1.33) Tn.e =inf{t > 0: W(ul, ¢r(10)) > €.
Let (,ufv ) be a family of Kac processes with an initial exponential moment bound:
(ez|”|, uév) <b, for some z >0 and b > 0. Let ug € S satisfy (e""”‘, wo) < b, and

suppose that W(pL(])V, o) — 0 in probability.
Let ty .5 be the quantile constants of Ty ¢ under IP; that is,

(1.34) P(Tn,e <tnes) = 8.

Then, for fixed €,8 > 0, ty ¢ 5 — 00, faster than any power of N.

This follows as an immediate consequence of Theorem 1.2. Taken together with
Theorem 1.4, we see that macroscopic deviations occur, but typically at times
growing faster than any power of N.

In the course of proving Theorems 1.1, 1.2, we will establish the following con-
tinuity estimate for the Boltzmann flow ¢; measured in the Wasserstein distance
W, which may be of independent interest.

THEOREM 1.6. There exist constants k, C, w depending only on d such that,
whenever a > 1 and u,v € Séll‘, we have the estimate

(1.35) W (b (1), o: (1)) < Ce™ aW (i, v).

Moreover, for all k > 2, there exist constants C = C(k,d) and ¢ = {(k,d) > 0
such that, whenever |1, v € SS, we have the estimate

(1.36) sup W (¢ (i), ¢ (v)) < CaW (1, v)°.

t>0
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In the second part of the theorem, and in Theorems 1.1, 1.2 above, the exponent
¢ can be taken to be Ag/(Ap + 2w) by making k large enough, where w is as in the
first part of the theorem, and Ag = Xo(d) > O is the spectral gap of the linearised
Boltzmann operator. While it may be possible to obtain better continuity results,
with ¢ close to 1, we will not explore this here.

Due to a result of Sznitman [37], the property of chaoticity is equivalent to con-
vergence of the empirical measures in expected Wasserstein distance W. There-
fore, as mentioned before, the theorems displayed above are closely related to the
propagation of chaos for the hard-spheres Kac process, proven in [29]. We now
give a chaoticity result which may be derived from the previous theorems.

THEOREM 1.7 (Theorems 1.1, 1.3 as a chaos estimate). We can view Theo-
rems 1.1, 1.3 as propagation of chaos and conditional propagation of chaos, as
follows.

We denote PtN (VN ) the transition probabilities of the N -particle labelled Kac
process, started at VN € SN. We form the symmetrised version, which we denote
PN, ) by
1

1.37 PVuN, A)= ————
(1.37) P (1, A) #01 G

AN AV
VNeoy! (uh)
Letk > 2 and a > 1, and suppose ,uév € Sy satisfies a moment bound A k(/,Lf)V ) <a.
Then we can estimate

(1.38) wu max YETUIPY (1g', 9)1, ¢(116))
‘ tzglflfN i

for some constants C = C(d, k) < oo; B = B(d, k) > 0. This has the following
consequences:

§CaN_5

(i) (Chaotic case) Let k, a be as above, and suppose o € S satisfies A (o) <
a.

Construct initial data Vév = (v1(0), ..., vN(0)) as follows. Let uy,...,un be
an independent, and identically distributed sample from [o. Define

(1.39) Uy = i SN=-c 0 lui —unl

and set
—1/2 _ . i
vl(0)=sN (Mi_uN)9 l=1’27"'9N7

VY = (1(0), ..., vn(0)).

Let VtN be a labelled Kac process starting from Vév . Then there exist constants
C=C(d,k) <oo; =8, k) > 0 such that

(14D) wup max YL LV 60 (m0)®D
' tzglglsN l -

(1.40)

NP,




PATHWISE CONVERGENCE OF THE KAC PROCESS 3071

(i1) (General case) Let a, k be as above, and suppose that (V,N )i>0 are labelled
Kac processes such that the empirical measures ,u(])V satisfy

(1.42) EAx(1d)) < a.

Then we have the estimate

LV, £
(1.43) sup max Wi (UL, £9)

<CaN7P
>0 1<I=N l

for C and B as in the main statement, and where Eﬁ is the probability measure
given by

(1.44) £ =E[¢ (ud)®'].

REMARK 1.8.

(i) Roughly, (1.38) says that, conditional on the observation of the empirical
data /,L(])v at time 0, the law EVZN is quantitatively ¢, (uév )-chaotic. This may be
viewed as propagation of chaos, with the heuristic that ‘conditional on Mé\’ , V(I)V is
,u(j)v -chaotic’. We term this conditional propagation of chaos. In this spirit, we may
view the main estimate (1.38) and point (ii) as a quenched and annealed pair.

(i) The polynomial result obtained here improves on the previously known
result [29], Theorem 6.2, for the hard spheres chaos. This improvement is due to
the continuity estimate (1.36), which improves on the corresponding estimate in
[29], equations 6.39, 6.42; we could derive the chaoticity estimate (1.38) by using
the estimate (1.36) in the arguments of [29], Section 6, at the cost of potentially
requiring a stronger initial moment control. We will recall the relevant arguments
for completeness, and this will be discussed in the literature review.

(iii) This construction of chaotic initial data in point (i) is due to [33], Proposi-
tion 9.2, which may be thought of as ‘as close to perfect independence as possible’.

(iv) We will show that the main point can be deduced from Theorems 1.1 or
1.3. However, we will see in Section 10 that deriving either of these from this result
appears to be no less technical than the main proof presented in Section 6.

In our arguments, we will frequently encounter numerical constants which are
ultimately absorbed into the constants C whose dependence is specified in the
relevant theorem. To ease notation, we will denote inequality, up to such a constant,
by <.

1.2. Plan of the paper. Our programme will be as follows:

i. In the remainder of this section, we will present a review of known results
in the study of the Kac process and similar models. We will then discuss several
aspects of our results, and how they may be interpreted.
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1. For later convenience, we discuss some classical moment estimates for the
Kac process and the Boltzmann equation. These allow us to stochastically control
the weights Ay in appropriate L” spaces.

iii. We cite the analytical regularity and stability estimates from Mischler and
Moubhot [29]. The stability estimates, in particular, are crucial to obtaining the good
time-dependence in Theorems 1.1, 1.2.

iv. As a first application of the stability estimates, we analyse the continuity of
the Boltzmann flow ¢, on subsets Sfj, with respect to the metric W, and uniformly
in time. This is the content of Theorem 1.6, and allows us to reduce Theorems 1.1,
1.2 to the special case wo = ,u(])\’ .

v. We use ideas of infinite-dimensional differential calculus, developed by
[29], to prove an interpolation decomposition of the difference va — ¢ (,u(])V ). This
is the key identity used for the proofs of Theorems 1.1, 1.2, as all of the terms
appearing in our formula can be controlled by the stability estimates.

vi. We then turn to the proof of Theorem 1.1. The main technical aspect is the
control of a family of martingales (M,N f ) feA, uniformly in f. This is obtained
using a quantitative compactness argument similar to that in [33].

vii. For a local uniform analysis, we first adopt the ideas of Theorem 1.1 to a
local uniform setting, with suitable adaptations, to state a local uniform martingale
estimate, and deduce a preliminary, weak version of Theorem 1.2 with worse de-
pendence in t5,. We then use the stability estimates to ‘bootstrap’ to the improved
estimate Theorem 1.2, and finally return to prove the local martingale estimate.

viii. We next prove Theorem 1.3. The strategy here is to use a localised form
of the main argument from [33] to control behaviour on a very short time interval
[0, u ], and use the previous results, together with the moment production property
recalled in Section 2, to control behaviour at times larger than u .

ix. We prove Theorem 1.4, based on relaxation to equilibrium.

x. Finally, we prove the chaoticity result Theorem 1.7. This proof follows a
similar pattern to the proof in [29], using our estimates.

1.3. Literature review. We will now briefly discuss related works, to which
our results may be compared.

1. Probabilistic techniques for the Kac process and Boltzmann equation. The
probabilistic, pathwise approach to the Kac process was pioneered by Tanaka [40,
41], who constructed a Markov process describing the velocity of a ‘typical’ par-
ticle in the Kac process with Maxwell molecules, and whose law at time ¢ is the
solution to the associated Boltzmann equation. This was generalised by Fournier
and Méléard [15] to include the cases without cutoff, and for non-Maxwellian
molecules. A similar idea was used by Rousset [35] to prove convergence to equi-
librium as ¢ — oo.

Our main convergence results may be compared to the motivating work of Nor-
ris [33], of which the main result is recalled in Proposition 1 above. Theorem 1.2
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improves on Proposition 1 in two notable ways. First, we have much better asymp-
totic behaviour in the time-horizon #5,, which was the original motivation for our
work. Second, we control the deviation in the stronger sense of L?, rather than
in probability; this arises as a result of using moment estimates within the frame-
work of a ‘growth control’, rather than excluding events of small probability where
the moments are large. We also remark that the analysis of the martingale term in
Sections 6, 7 is simplified from the equivalent analysis in [33], Theorem 1.1, by
our ‘interpolation decomposition’, Formula 5.1, which removes anticipating be-
haviour.

2. Propagation of chaos for the Kac process. The problem of propagation of
chaos for the Kac process and Boltzmann equation has been extensively studied.
The earliest results in this direction are due to McKean [27], Griinbaum [18], and
Sznitman [36], and prove the qualitative statement (1.22) for the cases of the hard
spheres kernel considered here, or for the related case of Maxwell molecules.
Recent work has produced quantitative estimates: Mischler and Mouhout [29]
showed propagation of infinite-dimensional chaos (1.23) for both hard spheres
and Maxwell molecules. The estimates are uniform in time, with a quantitative
estimate going as (log N)™" for the hard spheres case. As remarked above, our
estimates (Theorem 1.1, 1.3, 1.7) improve this rate; this improvement is due to
the improvement of Theorem 1.6 over the corresponding estimate in [29], and this
will be discussed further below. More recently, [8] proved a chaoticity estimate for
Maxwell molecules in d = 3, measured in the LZ(P) norm of Wassersteiny dis-
tance (1.16), and with an almost optimal rate N€~!/3, which is almost completely
analogous to Theorem 1.1.

3. Propagation of chaos for related models. We also mention the study of other
models in kinetic theory where chaoticity has been studied. Malrieu [25] stud-
ied a McKean—Vlasov model related to granular media equations, and deduced
chaoticity for a related system. The main estimate here is a uniform in time es-
timate, similar in nature to Theorem 1.1. Similarly, Bolley, Guillin and Malrieu
[2] have also proven propagation of chaos for a particle system associated to a
Vlasov-Focker—Plank equation, through a pointwise convergence result. Most re-
cently, Durmus et al. [12] have proved a uniform in time chaoticity estimate based
on a coupling approach, for the case with a confinement potential. Both of these
models are amenable to the general framework of [29], and propagation of chaos
for these models has been proven using the same techniques in a companion paper
[30].

We may also compare Theorem 1.2 to a result of Bolley, Guillin and Vil-
lani [3], Theorem 2.9, which proves exponential concentration of the maximum
SUP; </ W(va , ¢ () about 0, for McKean—Vlasov dynamics. This improves
upon the rates O(N ~°°) which would be obtained using Theorem 1.2, but does
not produce an explicit L? (IP) bound. More recently, Holding [21] proved a result
similar to Theorem 1.2 for McKean—Vlasov systems interacting through a Holder
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continuous force, in order to deduce propagation of chaos. However, neither of
these results track the dependence in the terminal time #g,, and so may have much
weaker time dependence than our result. To the best of our knowledge, no local
uniform estimate for the McKean—Vlasov system exists which seeks to optimise
time dependence in the spirit of Theorem 1.2; the applicability of our methods to
this system will be considered in the discussion section below.

The notion of chaoticity has also been studied in more abstract settings. Sznit-
man [37] has studied equivalent conditions for a family of measures to be chaotic,
and Gottlieb [16] has produced a necessary and sufficient condition for families of
Markov chains to propagate chaoticity.

4. Relaxtion to equilibrium of the Kac process. Kac [23] proposed to relate the
asymptotic behaviour of the Boltzmann flow ¢;(uo) to the asymptotic relaxation
to equilibrium of the particle system, and conjectured the existence of a spectral
gap for the master equation. This has been extensively studied, and Kac’s conjec-
ture on the spectral gap positively answered [5, 7, 22, 26]. However, this is not an
entirely satisfactory answer for Kac’s question on convergence to equilibrium; for
chaotic initial data, this still requires times order O(N) to show relaxation to equi-
librium. Carlen et al. also considered in a later paper [6] the more intricate notion
of convergence in relative entropy, which somewhat avoids this problem. Mischler
and Mouhot [29] answered Kac’s question, proving relaxation to equilibrium in
Wasserstein distance, uniformly in N, for the cases of hard spheres and Maxwell
molecules.

We remark that our philosophy is similar to Kac’s proposal. Rather than investi-
gating the long-time behaviour of the law EVﬁV of the Kac process, our results use
the asymptotics of the Boltzmann equation to partially understand the asymptotics
of realisations of the Kac process. Moreover, Theorem 1.4 shows that this cannot
be extended to completely understand the full, long-time asymptotics in this sense.

1.4. Discussion of our results. In this subsection, we will discuss the inter-
pretation of our results, especially in view of the framework of chaoticity set out
above.

1. Theorems 1.1, 1.2 as a pathwise interpretation of the Boltzmann equation.
The main philosophy of our approach follows [33], in considering the Kac process
as a Markov chain, and adapting techniques [9, 32] from the general scaling limits
of Markov processes.

It is instructive to compare this to the case of a particle system evolving under
Vlasov dynamics. In this case, we write ,uiv V1 for the N -particle empirical mea-
sure, evolving under (nonrandom) Hamiltonian dynamics; Dobrushin [11] showed
that u,N V1is a weak measure solution to the associated mean field PDE, the Vlasov
equation. For the case of Kac dynamics, we may interpret Theorems 1.1, 1.2 as
saying that

(1.45) Vi=0 u) =¢i(ug) + N,
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where MN is a stochastic noise term, which is small in an appropriate sense. This
is a general phenomenon in the ‘fluid limit’ scaling of Markov processes [9, 32,
33]. In this sense, we may interpret the Boltzmann equation in a pathwise sense;
we stress that this interpretation of the Boltzmann equation does not require any
chaoticity assumptions on the initial data.

2. Theorem 1.1 as propagation of chaos. It is natural, and instructive, to compare
our chaoticity result Theorem 1.7 and our techniques to those of [29], on whose
work we build.

In Theorem 1.7, we have improved the rate of chaoticity, from (log N)™" to a
polynomial estimate N ~%. In proving this result, we will compare our estimates to
the estimates of the three error terms 71, 72, 73 in the abstract result [29], Theo-
rem 3.1:

(i) The first term 77 is a purely combinatorial term which may be controlled
by general, elementary arguments.
(i) The second error term 7, may be controlled by EW (¢, (Mé\’ ), ,uiv ), which
is a special case of Theorems 1.1, 1.3 with po = ,uév .
(iii) The third error 73 depends on the continuity of the Boltzmann flow ¢; in
Wasserstein distance, which is controlled by the Holder estimates Theorem 1.6.

As mentioned above, the improvement over [29], Theorem 6.2, is due to the im-
proved control on 73, using the estimate (1.36). The controls on 71, 7 are similar
to those in [29], and the claimed result (1.38) follows by using our estimates (6.25),
(1.36) in the arguments of [29], Section 6. In order to give a self-contained proof,
we will recall the relevant arguments in Section 10.

We also remark that we use each of the assumptions (A1)—(AS) from [29] in our
analysis:

(i) Assumption (A1) corresponds to the moment bounds, which follow from
the discussion of moment bounds in Proposition 2.

(i) Assumption (A2(i)) and (AS) concern the continuity of the Boltzmann flow
¢;, which is addressed in Theorem 1.6. Assumption (A2(ii)) concerns the continu-
ity of the collision operator Q, which is discussed in Section 3.

(iii)) Assumption (A3) is the convergence of the generators. A special case of
this is the content of Lemma 5.2, which is used to prove our ‘interpolation decom-
position’ Formula 5.1.

(iv) Assumption (A4) is the differential stability of the Boltzmann flow ¢, re-
called in Proposition 3, which is crucial to obtaining estimates with good long-time
properties.

We will also see that, in order to recover Theorem 1.1 theorem from either of the
chaoticity results (Theorem 1.7 or [29], Theorem 6.2), we would need to move a
supremum over test functions f inside an expectation, which corresponds to one
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of the most technical steps in our proof (Lemmas 6.1, 7.1). Moreover, this tech-
nique cannot generalise to produce a pathwise, local uniform convergence result
analogous to Theorem 1.2 or Proposition 1.

3. Theorems 1.1, 1.2 without chaoticity. We also remark that neither of the ap-
proximation results Theorems 1.1, 1.2 require special preparation of the initial
data, beyond a moment estimate; in particular, both are valid even if the initial
data V(I)V are not chaotic. We will now give an explicit example of such a distribu-
tion where this chaoticity property fails.

EXAMPLE 1.9 (Nonchaotic initial data). Assume that N is a multiple of 2¢.
Choose ¥ € §9-1 uniformly at random, and let Py, P, ..., P,a be the 2d points
obtained from X by all reflections in coordinate axes. Let V(])V be given by giv-
ing zﬂd particles velocity P;, for each i = 1,...,2%, such that the resulting law

EV(I)V is symmetric. Then each marginal distribution is the uniform distribution
Uniform(Sd —1) € S, but there exists a constant § > 0, uniform in N, such that

(1.46) W (1), Uniform(s971)) > 6 > 0

almost surely, where ;L{)V is the empirical measure of V(’)V . In particular, by Sznit-
man’s characterisation, Vé\’ is not Uniform(S9—1)-chaotic.

In cases such as this, we may still understand the Boltzmann equation as ‘nearly’
holding pathwise, in the sense of point 1. Alternatively, we may view the result
Theorem 1.1, and its consequence in Theorem 1.7, as a chaoticity estimate for Y
about ¢, (,uf)v ), conditional on the initial measure //,(])V .

4. Theorem 1.4 in view of the H-theorem. As commented after the statement
of Theorem 1.4, the key idea of the proof of Theorem 1.4 is that the Kac pro-
cess va will, infinitely often, return to ‘highly ordered’ subsets of the state space
Sy. However, this appears to contradict a naive statement of Boltzmann’s cele-
brated H-Theorem [4], that “entropy increases”. Indeed, this is highly reminiscent
of Zermelo’s objection, based on Poincaré recurrence of deterministic dynamical
systems [43].

However, our results are compatible with the H-Theorem, which is rigorously
established in [29]. This apparent paradox arises because the H-functional, rep-
resenting the negative of entropy, is a statistical, and not pathwise, concept; that
is, H, depends on the data V" through the law EVﬁV , rather than being a random
variable depending directly on a particular observation V¥ (w). In particular, for
our case, the time Ty of reaching the ‘ordered state’ is a large, random time, and
observing a particular realisation Ty (w) = ¢ tells us very little about the general
behaviour EVfV , and so about the entropy at time 7.

5. Sharpness of our results. We will now discuss how sharp the main results
(Theorems 1.1, 1.2) are, with regards to dependencies in N, and the terminal time
tin in the case of Theorem 1.2.
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5a. N-dependence. It is instructive to first consider the ‘optimal’ case of in-
dependent particles, for which the empirical measure converges in Wasserstein
distance at rate N~/ More precisely, for d > 3, let u € 85 for k > ;le, and let
uN be an empirical measure for N independent draws from S. Then, for some
C=C(a,k,d), we have

(1.47) [W (™, )] 2@ < CNTHA

This is shown in [33], Proposition 9.3. Moreover, this rate is optimal: if u is ab-
solutely continuous with respect to the underlying Lebesgue measure, then the
optimal approximation in W metric is of the order N~/¢_ for d > 3. Results of
Talagrand ([38, 39], and discussion in [14]) suggest that this may also be true
for higtclier L? norms, at least for the simple case of the uniform distribution on
(-1, 1]¢.

In view of this, we see that the exponent for the pointwise bound is almost
sharp, in the sense that we obtain exponents € — é which are arbitrarily close

to the optimal exponent —5, but cannot obtain the optimal exponent itself. This
appears to be a consequence of using a particular estimate (3.7) from [29], which is
‘almost Lipschitz’ in a similar sense. For the local uniform estimate Theorem 1.2,
we obtain exponent —«, where « is given by

148 L I
(1.48) o= 6+2d, p-i—p/—.
In the special case p = 2, this produces the almost sharp exponent as discussed
above. However, for p > 2, the exponents are bounded away from —é, and so do
not appear to be sharp.

5b. Time dependence. In light of Theorem 1.4, we see that we cannot exclude the
factor (1 + #4,)'/? in Theorem 1.2. Hence, this time dependence is sharp among
power laws. However, we do not know what the true sharpest time-dependence is.
Similar techniques to those of Graversen and Peskir [17] may be able to provide a
sharper bound; we do not explore this here.

We remark that Theorem 1.2 interpolates between almost optimal N depen-
dence at p = 2, and almost optimal fg, dependence as p — oo. Moreover, by
taking p — oo, we sacrifice optimal dependence in N, but the exponent «(d, p) is
bounded away from 0, and so we have good convergence, on any polynomial time
scale. This is the content of Corollary 1.5.

6. Further applicability of our methods in kinetic theory. Finally, we will men-
tion other models in kinetic theory which may be amenable to our techniques.

(a) Sharp N dependence for hard spheres. We believe that our techniques could
be modified to prove an estimate for Theorem 1.1, and Theorem 1.2 in the case
p = 2, in order to obtain the optimal rate N —1/d (discussed above; however, this
would likely come at the cost of poor dependence in time. Since a similar result
(Proposition 1) is already known, and since this is not the spirit of this work in
seeking to optimise time dependence, we will not consider this further.
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(b) The Kac process on Maxwell molecules. In addition to the hard spheres case
analysed here, the main collision kernel of physical interest is the case of Maxwell
molecules with or without cutoff. Many of the estimates used in our argument
for the hard spheres kernel have an analagous version for Maxwell molecules,
including the stability estimates proven in [29]. For this case, a result similar to
Theorem 1.1 is already known [8], Theorem 2.

(¢c) McKean—Viasov dynamics, and inelastic collisions. Other kinetic system
which may be analysed in the framework of [29] include cases of McKean—Vliasov
dynamics, and inelastic collisions, coupled to a heat bath, which have been stud-
ied in the functional framework of [29] by Mischler, Mouhot and Wennburg in
a companion paper [30]. In these cases, the analagous estimates for stability and
differentiability, computed in [30], have potentially poor dependence in time. As a
result, our methods would still apply, but with correspondingly poor time depen-
dence.

For the case of McKean—Vlasov dynamics without confinement potential, this
is a fundamental limitation; Malrieu [25] showed that the propagation of chaos
is not uniform in time. Instead, he proposed to study a projected particle system,
which satisfies uniform propagation of chaos, and whose limiting flow has expo-
nential convergence to equilibrium [25], Theorem 6.2. This suggests that it may be
possible to use our bootstrap method, used in the proof of Theorem 1.2, to obtain
a pathwise estimates with good long-time properties, analogous to Theorem 1.2.

We remark that, in the case of McKean—Vlasov dynamics, the presence of Brow-
nian noise may complicate the derivation of the interpolation decomposition (For-
mula 5.1), which is the key identity required for our argument.

2. Moment estimates. In order to deal with the appearance of the moment-
based weights Ay in future calculations, we discuss the moment structure of Kac’s
process and the Boltzmann equation. That is, we seek bounds on Ay (u;) where u;
is, correspondingly, either a Kac process, or a solution to the Boltzmann equation.

The results presented here are mostly classical, and the arguments are well
known for the Boltzmann equation. Central to the proof is an inequality due to
Povzner [34], from which Elmroth [13] deduced global moment bounds for the
(function-valued) Boltzmann equation in terms of the moments of the initial data.
This conclusion was strengthened to moment production by Desvillettes [10] pro-
vided control of an initial moment A (o) for any s > 2. Wennberg [31, 42]
demonstrated an optimal version of this result, only requiring finite initial en-
ergy (|v|?, io). Bobylev [1] proved propagation of exponential moments, which
may also be applied here as a simplification. These results have been proven for
measure-valued solutions of the Boltzmann equation by Lu and Mouhot [24], and
the techniques have been applied to the Kac process by Mischler and Mouhot [29]
and Norris [33]. We collect below the precise results which we will use.
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PROPOSITION 2 (Moment inequalities for the Kac process and Boltzmann
equation). We have the following moment bounds for polynomial velocity mo-
ments:

(i) Let (/L;V),Zo be a Kac process on N > 1 particles, and let ¢ > 2, p > 2
with q > p. Then there exists a constant C(p, q) < oo such that, for all t > 0,

@ E[A, (uM)] = C(1+1779) A ()

and, for another constant C = C(q),

(2.2) E(O sup Ag (1)) < (1+ C(@)tan) Ag (11)).
=I=lfin

(ii) Let p, q be as above, and let, and 1o € Uj~» SK. Then there exists a con-
stant C = C(p, q) such that the solution ¢; (o) to (BE) satisfies

(2.3) Ag(i (1)) < C(1+1P79) Ay ().

(iii) There exist constants C1, Co < 00 such that, whenever g € Ui~2 Sk, we
have the bound for all t > 0,

t
(2.4) /0 A3(ps (o)) ds < Cit + Co((1+ |v[*) log(1 + [v[?), o).

As a consequence, if ¢ > 0, then there exists w < 00, k < 00 such that, for all t > 0,
t
2.5) exp (c [ Aa(@suao) ds) < e Ay (o).

The first item is exactly [33], Proposition 3.1. For the second item, if ¢; (110) is
locally S¥ bounded for all k, then we can apply the same reasoning as the cited
proposition to the Boltzmann equation. To remove this condition, we consider the
Boltzmann equation started from ps = ¢5(o): thanks to the qualitative moment
creation property [10, 31], the Boltzmann flow started at y is locally S* bounded
for all k, and so the claimed result holds with s in place of g. The claimed result
may then be obtained by carefully taking the limit 6 |, O.

The first conclusion of item (iii) is proven in [29], equation (6.20), and the final
point follows, using the interpolation, for all u € S,

(2.6) (14 v} log(1 + |v]?), 1) < 8(1 + log As(w)).

In our estimates for the various terms of the interpolation decomposition, we will
frequently encounter the weightings A (1Y) appearing in the integrand. We re-
fer to points (i)—(ii) of Proposition 2, along with the following lemma, as growth
control of the weightings, which allows us to control these factors in suitable L?
norms.



3080 D. HEYDECKER

LEMMA 2.1. Let (uf\’),zo be a Kac process on N > 1 particles, and fix an ex-
ponent k > 2. Then for any time t > 0, and any measure ™ which can be obtained
from ;Lfv by a collision,

2.7) Ar(u™) < 25 A ().

PROOF. This is immediate, by noting that if v, v, are pre-collision velocities
leading to post-collision v’, v}, we have the bound

N o2 U*Z%
08 (14 [0'])" < (T4 1v1%) + (14 [0l)) k

k
<2 2((14v)2 + (1 + [val?)

Using the same bound for v leads to the claimed result. [

).

A final property of the weighting estimates which will prove useful is the fol-
lowing correlation inequality.

LEMMA 2.2. Letky,ky>2,and let i € Skt 2 Then we have
(2.9) Ngey (W) Ay () < Ay 4k, ().

PROOF.  Since the maps x — (1 + |x|>)ki/2, for i = 1, 2, are both monotoni-
cally increasing on [0, 00), for any v, v, we have the bound

2.10)  {(1+ w2 = (14 [0 P2 (1 + )2 = (1 + 22} > 0.

Integrating both variables with respect to u produces the result. [

3. Regularity and stability estimates. In this section, we give precise state-
ments of analytical results concerning the flow maps (¢;);>0, and the drift opera-
tor O, which will be used in our convergence theorems. We need a combination
of regularity for the drift map Q, which appears in the proof of Lemma 7.1, and
differentiability and stability results for the flow maps (¢;)>0.

3.1. Stability estimates. The key component to our analysis of the Kac process
is the stability of the limiting Boltzmann equation, that is, that the limit flow sup-
presses errors, rather than allowing exponential amplification. We begin by defin-
ing appropriate linear structures.

DEFINITION 3.1. Consider the space Y of signed measures, given by
(3.1 Y ={&:ll&llTv < oo; (1, &) =0}.

We equip Y with the total variation norm || - ||tv. For real g > 0, we define the
subspace Y, of measures with finite gth moments:

(3.2) Y, ={eY {1+ v, [£]) < o).
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We define the norm with g-weighting on Y, by
(3.3) I€lITv+g = (1 + 0|7, &]).

The notation || - ||ty is chosen to emphasise that this is a total variation norm,
with additional polynomial weighting of order g, while avoiding potential ambi-
guity with the L9 norms of random variables.

REMARK 3.1. The total variation norms || - ||tv44 appearing in the following
analysis are much stronger than the Wasserstein distance appearing in Theorems
1.1, 1.2, 1.3. We can understand this as follows. Recalling the definitions of A, Ay
in (1.13), (1.14), we note that the TV 4+ 2 distance is given by a duality

(3.4 e —vitve2 = sup [(f, u —v)|
feAo

and, if we write A|,, Ag|, for the restriction of functions to [—r, r]9, then the
inclusion

(35) -’4|r C-A0|r

is compact in the norm of Ay, by the classical theorem of Arzeldé—Ascoli. This
is at the heart of a quantitative compactness argument in Lemmas 6.1, 7.1, which
allows us to to take the supremum over f € A inside the expectation.

We can now state the precise results as they appear in [29], Lemma 6.6.

PROPOSITION 3. Letn € (0, 1). Then there are absolute constants C € (0, 00)
and Lo > 0 such that, for k large enough (depending only on n), and all ., v € S,
there is a unique solution (&;);>0 C Y2 to the linearised differential equation

(3.6) fo=v —u; A& =20(d (1), &).

This solution satisfies the bounds

(3.7) 160 ) = B (1) py 4 < Ce™2 2 Akt v)2 11 — vy
(3.3) & lITve2 < Ce 2 Ag(ue, V)7l — vy
39) () = $ () — & | pya < Ce A, v) 2 e — V.
This allows us to define a linear map D¢, () by

(3.10) D (v — p] =4

This linear map will play the role of a functional derivative for the Boltzmann flow
¢ in the calculus developed by [29].



3082 D. HEYDECKER

To obtain estimates with the weighted metric W, we will use a version of Propo-
sition 3 with the difference ¢, (1) — ¢;(v) measured in stronger norms || - [[Ty4¢-
The following estimate may be obtained by a simple interpolation between Propo-
sitions 2, 3.

COROLLARY 3.2. Let g =2, n€(0,1) and A < Ag. Then for all k large
enough, depending on n, ) and q, there exists a constant C such that

1
(3.11) Vu,ve Sk, ||¢I(M)_¢,(u)||w+q§Ce—xt/2Ak(M’v)z||,L_U||¥V,

We emphasise that the rapid decay is the key property that allows us to obtain
good long-time behaviour for our estimates. The pointwise estimate Theorem 1.1
and the initial estimate for pathwise local uniform convergence Lemma 7.2 would
hold for estimates

1

(3.12) |b: (V) = ¢t (1) | py s < F @) Ax(pa, v)2 [l — vty
1

(3.13) |b: (V) = D () =& | pyin < GO A, V)2 | — VII%J{/"

for functions F, G such that

00 1/2 o0
(3.14) (f det> < 00; / Gdt < co.
0 0

The full strength of exponential decay is used to ‘bootstrap’ to the pathwise local
uniform estimate Theorem 1.2, which provides better behaviour in the time horizon
tin, With only a logarithmic loss in the number of particles N. Provided that F — 0
as t — 0o, we could use the same ‘bootstrap’, but with a potentially much larger
lossin N.

3.2. Regularity estimates. For the proof of the local uniform estimate Lem-
ma 7.1, it will be important to control the continuity of Q after application of the
Sflow maps ¢;; for brevity, we will write the composition as Q; = Q o ¢;. We can
exploit the use of the stronger || - ||Tv4+2— norm in the stability estimates Propo-
sition 3, to prove a strong notion of continuity for Q;, including the dependence
on¢t.

It is well known that, forg > 1, and u, v € S9! we have the bilinear estimate

1
(3.15) 1O() = QW) | yyy S Mgt (s V)l = ViITV-4(g+1)
and, by interpolating, this leads to

1 1
(3.16) [0() = QW) | pyy S A3+ (V)2 Ml = Viiy-

Combining this the stability estimate in Corollary 3.2, we deduce the following.
Forg > 1,717 € (0,1) and A < Ag, then there exists k such that, for u, v € Sk, we
have the estimate

(3.17) 12 ) = Q) |pysy S €M A v) 2l — vy
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4. Proof of Theorem 1.6. As a first application of the stability estimates, we
will now prove Theorem 1.6, which establishes a continuity result for the Boltz-
mann flow (¢,) with respect to our weighted Wasserstein metric W. For Theorems
1.1, 1.2, we wish to approximate a given starting point g by an empirical measure
,uf)v € Sy on N points; in this context, the total variation distance is too strong, as
there is no discrete approximation to any continuous measure pg. We therefore
seek a continuity estimate for the Boltzmann flow ¢,, measured in the Wasserstein
distance W defined in (1.15), and which is uniform in time.

The proof combines a representation formula, and associated estimates, from
[33], which establishes the first claim; the second claim will then follow using a
long-time estimate recalled in Proposition 3. We will first review the definition,
and claimed representation formula for the Boltzmann flow.

DEFINITION 4.1 (Linearised Kac process). Write V = R? and V* for the
signed space V* =V x {£1} = VT LV ~. We write 7 : V¥ — V as the projection
onto the first factor, and 7+ : V¥ — V for the obvious bijections.

Let (po7):>0 be family of measures on V = R4 such that

4.1) (Lp)=1 (v p)=1;
t

“4.2) /A3(,os)ds<oo for all t < oo.
0

The linearised Kac process in environment (p;)¢>0 is the branching process on V*
where each particle of type (v, 1), at rate 2|v — v, |p (dv,) do, dies, and is replaced
by three particles, of types

4.3) (V' (v, v, 0), 1); (Vs (v, V4, 0), 1); (Vy, —1),

where v, v, are the post-collisional velocities given by (1.2). The dynamics are
identical for particles of type (v, —1), with the signs exchanged.

We write E for the associated process of unnormalised empirical measures on
V*, and define a signed measure E; on V by including the sign at each particle:

— + —_—. —~+ —~* —1
“4.4) =8, —&/; B =08 om, .

[1]

We can also consider the same branching process, started from a time s > 0 in-
stead. We write E for the expectation over the branching process, which is not the
full expectation in the case where p is itself random. When we wish to emphasise
the initial velocity v and starting time s, we will write E ,) when the process is
started from A§ = §(,,1) at time s, and E, in the case s = 0.

Provided that the initial data Eg is finitely supported, one can show that the
branching process is almost surely nonexplosive, and that

t
4.5) Ey(1 +[v]?, I1E) < (1+ v]?) exp[S/O Ag(ps)ds]
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REMARK 4.1. We can connect this branching process with a different proof
of existence and uniqueness for the difference & in Theorem 3. For existence,
consider the linearised Kac process (Z;);>¢ in environment p; = ¢;(u), where
particles are initialised at # = 0 according to a Poisson random measure of intensity

£ (dv)=v(dv) onVT,
&y (dv) =pu(dv) onV~.
Let & = [E(E;), which may be formalised in the sense of a Bochner integral in
the weighted space (Y3, || - |ITv+2) defined in (3.1). Then the same proof of the

representation formula [33], Proposition 4.2, shows that 9;&, =20 (¢ (1), &), and
that this solution is unique.

(4.6) 0(dv) =

Recall from the Introduction that A is the set of all functions f on R?, such that

o~

Ff) =14+ |v>) ™! f(v) satisfies

@7 1P| <1 |f () — f(w)]

<1 forall v#w.
v —w]

From the bound (4.5), we can now define, for functions of quadratic growth,

(4.8) fst(o) = E(s v [(f, Er)].
When we wish to emphasise the environment, we will write fy[o](vo). We now

recall the following estimates from [33].

PROPOSITION 4 (Continuity estimates for fy). Fixt >0, and let z; be given
by

t
4.9 = 3exp[8/0 A3(pu)du]

Then, for f € Aand s <t, we have fy € z; A. This is, in our notation, a reformu-
lation of [33], Propositions 4.3.

The other result which we will use is the representation formula [33], Proposi-
tion 4.2, which expresses the difference of two Boltzmann flows ¢, (1) — ¢:(v) in
terms of the functions fy;. This may be obtained from the proof of [33], Proposi-
tion 4.2, without essential modification, as in the proof of [33], Theorem 10.1.

PROPOSITION 5 (Representation formula). Let u, v € S for some k > 2, and
let (pt)i>0 be given by

1
(4.10) pr = §(¢t(u) + (1)),

where ¢; () is the unique, locally S*-bounded solution to the Boltzmann equation,
starting at (., and similarly for v. Then, for all f € A, we have

(4.11) (fs e (1) — ¢ ) = (forlp], = V).
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Note that the moment production property in Proposition 2 guarantees that (4.2)
holds for this environment. This will allow us to find an estimate for the Boltzmann
flow ¢; which behaves well in short time. We now give the proof of Theorem 1.6.

PROOF OF THEOREM 1.6. From the representation formula (4.11) and conti-
nuity estimate Proposition 4, for any f € A,

4.12) <f, dr() — ¢t(V)) = (fOt[,O]» w— V) <zW(u,v),
where p; = (¢; (1) + ¢;(v)) /2. It therefore suffices to bound

t
@.13) =3 exp(4 fo [A3(s (1)) + As(6s ()] ds).

Using the logarithmic moment production for the Boltzmann equation recalled in
Proposition 2, there exist constants k, w such that

2 S e Mg () Axjp(v)
Se™ Mg, v)? S e Ag(u, v).

This proves the first claim. For the second claim, we first deal with the case where
k > 3 is large enough that the above holds, and such that the stability estimate
Proposition 3 holds with Holder exponent n = % Fix u,ve SZI‘, and assume with-
out loss of generality that 0 < W (u, v) < 1. From the stability estimate (3.7), we
have

(4.14)

Lo
(4.15) |66 (1) = @1 (V) |y g SaZe ™07
for some constants Ay > 0. It is immediate from the definitions that
(4.16) W, v) <l —vltv42
and so combining with the previous result, we have
(4.17) W (1 (1), ¢ (v)) S amin(e ™02, W (u, v)e™).
The right-hand side is maximised when e M!/2 = W (u, v)e™, which occurs when
4.18 t=— log W(u, v).
(4.18) o1 2w 08 (,v)
Therefore, the maximum value of the right-hand side is
sup W (9 42). (1)) S aexp( log W (12.1))
(4.19) =0 @ ) P\horaw 8
=aW(u,v)¢
with
(4.20) Cd)= —20
) - Ao+ 2w’

which is the claimed Holder continuity, for k sufficiently large.
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Finally, we deal with the second point for arbitrary £ > 2. This argument uses a
localisation principle to control the moments on a very short initial interval [0, u],
and may be read as a warm-up to the more involved arguments in the proof of
Theorem 1.3.

Let ko be large enough such that the estimate (4.19) holds, and let ¢y be the
resulting exponent. Let 8 = k%z, let i, v be as in the statement of the result, and
let u € (0, 1] be chosen later. Define

Bt +1 }
2 9

where p; is as above. We now deal with the two cases T > u, T < u separately.
If T > u, then we have the estimate

u
Zy = 3exp(4/(; A3(ps)ds)

1 gsB—1 41
< 36xp<4/ uds) <1
0 2
Using the representation formula in Proposition 5 as in (4.12), we therefore obtain

(4.23) sup W (¢ (), ¢ (1)) S W(w, v).

<u

4.21) T=inf{tzO:A3(,ot) >

(4.22)

Using (4.19) on ¢, (1), ¢, (v), and using the moment production property recalled
in Proposition 2, we have the estimate

(4.24) sup W (¢ (10), ¢ (V) S u?ROW (p, v)%.

We next deal with the case T < u. In this case, comparing the moment production
property to the definition of 7' shows that

(4.25) TP~V < As(or(w) + As(or(v) SaTF 3, T <u,

which rearranges to produce the bound 1 < au*/?>~!. In particular, in this case, we
have

(4.26) sup W (: (10), () < 4 S au®/> 1.

t>0

Combining estimates (4.23), (4.24, 4.26), we see that in all cases,

4.27) sup W (e (1), 9 (1)) < u?FOW (1, ) + au/>~"
>0
Now, if we choose u = min(1, W (u, v)°) for sufficiently small § > 0, we obtain
(4.28) sup W (@1 (10). ¢ (v)) S aW (. v)°
t>0

for a new exponent { =¢(d, k) > 0. U
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5. The interpolation decomposition for Kac’s process. We introduce a pair
of random measures associated to the Markov process (M;V )i>0. The jump measure
m" is the un-normalised empirical measure on (0, 00) x Sy, of all pairs (¢, u),
such that the system collides at time 7, with new measure . Its compensator m™
is the random measure on (0, c0) x Sy given by

(5.1) m" (dt,du™) = Qn (u) . du™) dt,

where Opn(-,-) is the transition kernel of the Kac process, given by (1.7). The
goal of this section is to prove the following ‘interpolation decomposition’ for
the difference between Kac’s process and the Boltzmann flow, which is the key
identity required for the proofs of Theorems 1.1, 1.2. This is based on an idea of
Norris [32], which was inspired by [29], Section 3.3.

FORMULA 5.1. Let ,uiv be a Kac process on N > 2 particles, and suppose
f € Ag is a test function. To ease notation, we write

(5.2)

Als t, 1) =g (W) — s (1Y), 0<s<t,u" eSy;
(5.3)

Y, 1, v) = ¢u(v) — gu() — Dy (Wlv — pl; u>0,p,ve ) S,
k>2

where Dy is the derivative of the Boltzmann flow ¢;, defined in Proposition 3; this
makes sense, provided that all moments of u, v are finite. Then we can decompose

t
G ol =) =M+ [N = sl s
where
(5.5) mN7 =/ (f. A, 1, u™))m® — ™) (ds, d)
(0,1]1x Sy
and where p" is given in terms of the transition kernel Qy (1.7) by
(5.6) (f, o™ (e, 1)) = fs (fo (. 1V v))Qn (", dv).
N
REMARK 5.1.

(1) This is the key identity needed for Theorems 1.1, 1.2; the remainder of the
proofs are to establish suitable controls over each of the two terms.

(ii) This representation formula offers two major advantages over the equiva-
lent representation formula in [33], which will be recalled in Proposition 6.
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e First, all the quantities appearing in our formula are adapted to the natural filtra-
tion of (,uiv )r>0, and so we can use martingale estimates directly; by contrast,
[33], Proposition 4.2, contains anticipating terms. This allows us to prove con-
vergence in L? spaces, rather than simply in probability.

e Second, all terms appearing in our formula may be controlled by the stability
estimates (3.7), (3.9). This allows us to exploit the stability of the limit equation,
at the level of individual realisations of the empirical particle system uév .

The main technicality in the proof of this is to derive a Chapman—Kolmogorov-
style equation, which allows us to manipulate the functional derivatives D¢;. This
is the content of the following lemma.

LEMMA 5.2 (Exchange lemma). Let uV € Sy and f € A. Then for all times
t > 0, we have the equalities

d N
{700
= (£, D (u™)[Q (1"
o D0 ) 0]
— ,D N N,v,v.,0 _ N
i s DO () w])
x [v = v |N dop® (@dv)u™ (dvs),
where V"' is the post-collision measure given by (1.3), Qu is the genera-

tor of the Kac process (1.7) and where D¢, is the functional derivative given by
Proposition 3.

The first equality is familiar from semigroup theory, but is complicated by the
nonlinearity of the flow maps; we resolve this by using ideas of the infinite di-
mensional differential calculus developed in [29]. The second equality can be
thought of as a continuity property for the linear map D¢, (11’V)[-], and is justi-
fied in Lemma 5.2 by the explicit construction of the derivative in Proposition 3.

Assuming this for the moment, we now prove the interpolation decomposition
Formula 5.1.

PROOF OF FORMULA 5.1. Fix t > 0 and f € A, and consider the process
TV I = (f, ¢_y(uN)), for 0 < s <t. Then TN/ is cadlag, and is differentiable
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on intervals where ,ufv is constant. On such intervals, Lemma 5.2 tells us that

d N
E(f’ ¢t—s (Ms ))
d

du
(5.8) — _/ N Nov,ve,0 _ N
RdXRded*l<f’ D¢I—S(/~’LS )[,bL ILS ]>
x [v = v Nul (dv)ul (dv,) do

= [ Do) = @ (i),

where the final equality is to rewrite integral in terms of the transition kernel Qy
of the Kac process, defined in (1.7). Writing Z; for the (finite) set of jumps Z; =
{s<t: ufv\’ + /Lév_}, the contribution to F,N’f’t — F(I)V’f’t

1S

u=t—s

from drift between jumps

/(. i(f» ¢t—s(ﬂ£v)>ds

(5.9) 0,/\Z; ds

— ’D s N N _ N N,d N d .
-/((O,t]\z,)st(f Gos (15[ s 1)Qn (1 du™)ds

Using the definitions (5.2), (5.3) of ¥ and A, the integrand can be expressed as

5.10) (£ Dpr—s ()" — ) = (f. Aot nN) = (t =5, 1 u))

for any s ¢ Z;. Since the set Z; has 0 Lebesgue measure, the set Z; x Sy has 0
measure with respect to Qy (/Lév ,du™N)ds, and so the inclusion of this set does
not change the integral. Using the definitions (5.1), (5.6) of m™ and pV, we can
rewrite the integral as

/ (fow(e—s,ul, u™)y = A(s,t, u))Qn (1Y, du™) ds
5.1y OrxSw
(Y N, N _ Ny\N N
—/0<f,p (t—s,uy))ds /(o,t]st(f’A(“’“ VN (ds, du™).

On the other hand, at the times when ,uiv jumps, we have

(5.12)  TNS P = (g (1Y) = s (u)) = (f A(s, 1, 1)),

Therefore, the contribution to FtN St F(])V S from jumps is

ST r = [ A ) (ds, i)
0,t]xSn

s€L;

(5.13)

=M + (f, A(s, 1, u) ™ (ds, du™).
(0.1xSy
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Combining the contributions (5.11), (5.13), we see that

(Fond = du(ud)) =TI =g
d X N.f
(5.14) = oz, @5\ s ds + T =TT

sel;

t
N,
=M, f—}-/(;(f,,oN(t—s,,uﬁv)ds

as desired. [

5.1. Proof of Lemma 5.2. In this subsection, we will prove the Chapman—
Kolmogorov property Lemma 5.2, which is crucial to the interpolation decompo-
sition. We prove the two claimed equalities separately.

LEMMA 5.3. Let N >2 and let MN € SN. Then, forallt >0and f € A, we
have the differentiability

d
(5.15) £ 0 (u™) = (7. Dy (M) [ 2 (1))
At t =0, this is a one-sided, right differentiability.

The following proof uses ideas of [29], notably the concept of the infinite-
dimensional differential calculus and building on ideas of [29], Lemma 2.11.

PROOF. Throughout, fix /,LN € Sy and f € A. Recall, for clarity, the notation
Q: (1) = Q(¢; (). Using the boundedness of appropriate moments of 1"V € Sy,
together with the continuity estimate (3.16), it is straightforward to see that the
map t — O (1) is Holder continuous in time, with respect to the weighted norm
I - ITv+2: for some constant C; = C{(N), we have the estimate

(5.16) 10 (1) = Qs (1) |y sn < CilE =512

From the definition (BE) of the Boltzmann dynamics, together with dominated
convergence, we have that

(5.17) 0 =108+ [ 150006

Therefore, the map ¢ — ( f, ¢; (u™)) is continuously differentiable in time, with
derivative

(5.18) j—t(f, & (™)) = (£, Qi (™)),

where, at t = 0, this is a one-sided, right derivative. It therefore suffices to show
that (5.15) holds as a right derivative.
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Fix t > 0, and observe that, for s > 0 small enough, vSN = ,uN +s Q(MN) defines
a measure sz € S. From the semigroup property, it follows that ¢, (¢s(u)) =
Pr+s (u™), and we can therefore expand

(£, Bets (u) = & (1) = 5D (W) [Q (™))

= (£, e (b (k™) — & (v)))
(5.19) =T1(s)

+(£, ¢ (0)) = e (1Y) = sDg ([ (u")]).
=Ta(s)
We will now show that each of the two terms 77, 7> are o(s), which implies the
result.

Estimate on T((s). Let n € (%, 1), and choose k large enough that the stability
estimates (3.7), (3.9) hold with exponent n. As s | 0, the probability measures
vSN =uN +50u") and ¢5 (V) are bounded in S¥; therefore, from (3.7), there
exists a constant Cy = C»(N) < oo such that, for all s > 0 small enough,

(5.20) ”(bt (¢s (M)) — ¢ (vy) ”TV+2 <(C ||¢s () — vy ”']{"V+2‘

The left-hand side is a bound for 77 (s). Using the estimate (5.16) above, we esti-
mate the right-hand side, following [29], Lemma 2.11:

I6:5%) = ¥ hrvia = | [ (Qul™) = Q™)) d

TV+2

(5.21) < /0 10u(1™) = Qo(1™) | pysndu

S 2 3
§C1(N)/ u2du=§C1(N)s2.
0

Combining the estimates (5.20), (5.21), we see that
3n

2 n
(5.22) Ti(s) < Cz(gCl) 572,

Since we chose 1 > %, this shows that 77 is o(s) as s | 0.

Estimate on T>(s). Let n and k be as above, and recall that in (3.9), & is the
definition of D¢, (1)[v — . We now apply this estimate to «~ and sz , hoting that
sz =u +50(u") and ¢s (") are bounded in S¥ as s | 0, and that vSN —uN =
sQ(u™N). The bound (3.9) now shows that, for some constants C3, C4 < 00,

[ () = e (1) — D (™) [ @ (™) gy
< CsfuY — N
=C3ls Q") |15

< C4S1+'7.

(5.23)
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The left-hand side is a bound for 7> (s), which implies that 75 is o(s), as desired.
Together with the previous estimate on 77, this concludes the proof. [

We now turn to the proof of the second equality in (5.7), that is,
(£ Der (™) [Q(u™)])

— D N N,v,v.,0 _ N
(5.24) ot et a o PO ) [ )

x N|v — v.|dou™N (dv)u™ (dv,).

Using the definition (1.3), we see that the integral on the right-hand side is equiv-
alent to that defining Q (") in (1.8). However, we cannot simply exchange the
integration with the linear map D¢y, as the construction in Proposition 3 does not
guarantee that D¢, (1) is bounded as a linear map. We will instead prove (5.24)
from the explicit way in which D¢, (1) is constructed in Proposition 3, and show
that this construction implies ‘enough’ continuity.

This is closely related to, and may be derived from, condition (A3), convergence
of the generators, in [29]. We present here a more direct proof, to avoid introducing
additional spaces and notation. The crucial observation of our argument is that
‘enough’ small perturbations of a discrete measure uN e Sy will remain in S; this
is made precise in equation (5.39). The same idea is present in the corresponding
argument [29], Section 5.5, but not made explicit.

Before turning to the proof of (5.24), we will prove the following auxiliary
lemma. In order to justify the exchange of various integrals, we wish to improve
the moments of the derivative & = D¢, (u)[v — n] in Proposition 3. The following
argument combines ideas of [33], Proposition 4.2, and [29], Lemma 6.3.

LEMMA 5.4.  Suppose 1, v € (=2 Sk, and let (&)=0 be the solution to the
differential equation (3.6). Then, for all k > 2, there exists a constant ¢ = c(k)
such that, for all t > 0,

(5.25) & ITv+k < 2Ak (i, v) exp(ct Agr1 ().

Moreover, if k' > 2 is large enough, then we have the continuity estimate, for all
0 <s <t, and for some absolute constants Cy, C3,

1 1 1
(526) 1l — & vk < C1App (. ) eXP<§C2A2(k+1)(M)I>(f _9t.

PROOF. First, we observe that, by hypothesis, the map ¢ — & is continuous
in the norm || - ||Tv+2, and is therefore locally bounded. We have the estimate on
total variation

(527 Q@ (), &)y < 4/]Rd><Rd [V — vl () (dV) 1§ [(dvi) < 8|&; lITv+2,
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where we have used the bound |v — v,| < (1 + [v|>)(1 + |v.|?). Similarly, we
estimate

| 0(¢: (1), &) — O(bs (1), &) | 1y
(5.28) < [0 (1) = (), &) | ry + | Q(bs (W), & = &)y

< 4(I& ITv2 | B (1) = b5 () | py1n + 20& — EsllTV42)-
Since ¢ — ¢ (w) is continuous in || - || Tv+2, it follows that the map

(5.29) t> 3,8 =20(di (1), &)

is continuous and locally bounded in || - ||Tv. Therefore, for all t > 0, the measure
T = fé |0s&s| ds is a finite measure, and d;&; is absolutely continuous with respect
to m; for all 0 < s <. Therefore, by a result of Norris [33], Lemma 11.1, on the
time variation of signed measures, there exists a measurable map f : [0, 00) X
R4 — {—1,0, 1} such that

(5.30) & = fil&l: 1&:| = |80l +_/0 fs0s&sds.

Writing f;(v) = (1 + |v[¥) f;, we have the bound
(1+1vl%, 1&] = 1%l)

_/ ds[;ngRdxsd 1 )+f( ) f(U*)—f(v))

(5.31) X [v = vilgs () (dv)és(dvy) do

t
5/ ds/ @+ |+ [olff + ol = o)
0 R4 x R4 x §d—1

X [v = vil s () (dv,) & | (dv) do.

Now, there exists a constant C; = Cy(k) such that, for all v, v,, o, we have the
bound

532 o = el < Gl (1l + ).
Therefore, for a different constant Cy = C,(k),

(5.33) 2l — v, |2+ [V [F 4 [0 |F + [oul* = [v]5) < Cot) (1 + [0[F) (1 + Jva 1),
Using the moment bounds in Proposition 2, we obtain for some ¢ = c(k),

(14l 1&1)
<(1+ [v[*, I%0l)

(5.34) + G / f s (LB o) @0 o) @)

t
5(1+|U|k»|50|>+CAk+1(M)/(; (1 + v, [&)ds
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Gronwall’s lemma now gives the claimed moment bound. For the continuity state-
ment, if k" is chosen large enough that (3.8) holds for some 1 < 1, then (5.27) gives
the bound

(5.35) 1O (& (), &) | py < C3Ap (1, v)
and, therefore, forall 0 <s <7,
(5.36) 16 — &slltv < C3Ap (e, v)(t —5).

The continuity statement follows by combining (5.36) with the moment bound for
2k, with the interpolation

1/2 1/2
(5.37) 18 — EsllTvr < 1& — &4 16 + &1y o

and using the correlation property (Lemma 2.2) to absorb both moment terms. [
We can now prove the second claimed equality in Lemma 5.2.

LEMMA 5.5. Let uN € Sy, for N > 2. Then we have the equality
Dy (") [Q(1")]

— N Nov,veo0 _ N
(5.38) = Jot i o DO () n]

x Nlv —v,|dopu® (@dv)u” (dv,),

where the right-hand side is a Bochner integral in the space (Y2, | - |ltv+2). In
particular, the equality (5.24) holds.

PROOF. We exploit the fact that, for § > 0 small enough, we have
(5.39) uN + 8Q(,uN) €S, Vv, v, o u+ S[MN’”’”*’U - MN] eS.

We will assume that § > 0 is chosen so that this holds. For v, v, € Supp(u”) and

o € S9!, we define é,N’v’U"U by the differential equation

%.(;V,v,v*,o =5[/,LN’U’U*’U _ MN];
(5.40)

at tN,v,v,,,o :2Q(¢t(,uN), tN,v,v,,,rr).

From Proposition 3, the solution to this equation exists, and is unique. By the
characterisation of the derivative D¢; (u"), we also have

(5'41) tN,v,v*,U =8D¢I(MN)[MN,U,U,,U _ //LN]-

From Lemma 5.4, we also have a bound that [|£-V-"7 ||py14 < C forall s < ¢, and
for some constant C = C (,uN , N, t) independent of v, v, and o. In this notation,
we wish to establish the equality

(5.42) Doy (uM)[Q(uM)] 2 /R gt gV y — | (dv)u" (dvy) do.
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From the bound above, the right-hand side is well-defined as a Bochner integral in
(Y2, I - Itv+2)-

Firstly, arguing as in (5.27), for all ¢ > 0, there is a constant C = C(//,N, N,t)
such that, for all v, v,, o and s <, we have

(5:43) [ Q(¢r (1), &) | pys3 < C-
We now define
G4y &= Moy | dop duyp dv.),
Ré x R4 x §d—1

where the right-hand side is a Bochner integral in (Y3, || - ||Tv+3). From the defini-
tion (1.8) of O, we have
(5.45) g =8N"'Q(u").
Moreover, using Fubini, we can express

& —&o

20 (1), £ ) ds
1 |

(5.46) x v — v dop” (dv)p (dv.)

N /()t {/Rdededl 20(¢s (MN), SSN’U’”*’U)

X [V — vy dO’[LN(dU),LLN(dU*)} ds.

RI xR x §4-1

The same argument as in (5.27) shows that, for fixed u € S3, the map
(5.47) O, ) - (Y3, Il - ltves) = (Y2, Il - lltve2): & Q. &)

is a bounded linear map. It follows that, for all s > 0,

N _ N N,v,v4,0
0@ &) = [, 0 (uV).8Y)

x |v — vy do N (dv)u? (dv,)

as an equality of Bochner integrals in (Y3, || - [Tv+2). Therefore, (5.46) shows that,
forallt >0,

(5.48)

t
(5.49) & =&+ fo 20(¢s (V). &) ds.

From Lemma 5.4, there exists a constant C = C(u"V, N, ) such that, for all
v,V 0and 0 <s <t,

1
(5.50) &7 = g0 gy < Clt = 9)2



3096 D. HEYDECKER

and, therefore, for a different constant C’,

(5.51) 1& — & lltvaz < C'(t — 5)2.

By the same reasoning as (5.28), we see that the map ¢ — 20(p; (1), &) is con-
tinuous with respect to the norm || - ||Tv42, and so we may differentiate (5.49) to
obtain 9;& =20 (¢, (MN ), &). From Proposition 3, this uniquely characterises the
derivative D¢, (u™V)[8N ~1o(uM)], and so we have proven the claimed equality

D, (M) [ Q1Y) =8""Ng,

S . BT = N dop vy dv)
(5.52) S

_ N N.v,v.,0 _ N
 JRIXRIx 541 D) W

x |v — v, [N do u™N (dv)pu™ (dv,). O

6. Proof of Theorem 1.1. The main difficulty in obtaining a pathwise state-

f

ment is the martingale term M, ,N "> in Formula 5.1, which we defined above as

61 MM = /( s 9 ) = s () — ) s, ).

Recall the definition of A as those functions f : R? — R satisfying
(6.2) Vo, v e RY, |f(v)|§1; {f(v)—f(v'){f}v—v/

’

where f(v) = 1’;?1’})'2 We will be interested in controlling an expression of the

form sup rc 4 IM,N f |, either pointwise in time, or (pathwise) locally uniformly in
time. However, unlike in the finite dimensional cases in [9], we cannot directly
apply estimates from the elementary theory of martingales, as such estimates de-
grade in large dimensions. Instead, we will use the relative compactness discussed
in Remark 3.1 to argue that this is an effectively finite dimensional problem. More
precisely, we show that it can be approximated by a discretised, finite dimensional
martingale approximation problem, with the following trade off: that making the
truncation error small requires taking a large (finite) dimensional martingale. As
in [9, 33], the martingale term is ‘small’, as a function of N, but will increase as
a function of the dimension of the approximation. By optimising over the discreti-
sation, we will be able to balance the two terms to find a useful estimate on the
family of processes. This is the same approach as used for an equivalent problem
in [33], Theorem 1.1.

Finding the best exponents of N, we have been able to obtain uses a ‘hierarchi-
cal decomposition’. This approach was inspired by an equivalent technique used
in [33], Proposition 7.1.
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LEMMA 6.1. Lete >0,a>1and 0 <X < Ag. Let k be large enough that
Corollary 3.2 holds with g = 4, exponent A and Holder exponent 1 — €.
Let (,uiv )i>0 be a Kac process in dimension d > 3, with initial moment

Ak(,uf)v ) <a. Let MtN I be the processes given by (5.5). Then we have, uniformly
int >0,

(6.3) H ;EE,MthH o S < 12 Ne-1/d

Once we have obtained the control of the martingale term, the remaining proof
of Theorem 1.1 is straightforward.

PROOF OF THEOREM 1.1. Take k = k(¢) as in Lemma 6.1, and such that
Proposition 3 holds with exponent max(1 — €, %).

We first note that it is sufficient to prove the case wg = Mév . Given this case, we
use the continuity established in Theorem 1.6 to estimate the difference

(6.4) W (e (b)), b (o)) Sa' W (il , o)

for some ¢ = ¢(d, k), which implies the claimed result.
From now on, we assume that pg = [L(J)V . From the interpolation decomposition
Formula 5.1, we majorise

(6.5) W, ¢ (1)) <]§up|M o +/ sup (f N (e —s, 1)) ds,
where, as in (5.3), (5.6), the integrand is given by

66 {fp" 0 —s.ul)= [ (£ s )Qn (. av):
(6.7) Y(u, pm,v) = ¢y (v) — du(u) — Dy (u)[v — ]

and Qy is the transition kernel (1.7) of the Kac process.
The first term of (6.5) is controlled in L2 by Lemma 6.1, and so it remains to
bound the second term in L2. Let s > 0, and let ©"V be a measure obtained from
ﬁv by a collision, as in (1.3). Then, using the estimate (3.9), we bound

[ (e —s.n, MN)”TV+2 = pr—s (") = s (1) — Dpy—s ('U“?I)”TV-H
< g ho(t=9)/2

(6.8)
[ — i 25 Ar (e, w)2,

By Lemma 2. 1 we know that Ax (1Y) < Ax ([,L ). Moreover, from the form (1.3)
of possible 1", we know that

for Qn (1Y, -)-almost all 17 .

Z[+

(6.9) (AT lpy <
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Therefore, almost surely, for all s and Oy (,uf,v , -)-almost all [LN , we have the
bound

610) [ — s 1l 1) gyg S €O ANER A (w2

where the implied constants are independent of s, u . Integrating with respect to
QN(,u ,duN), we obtain an upper bound for (f, ,oN(t — 5, U Nyy:

Sup(f,pN(t—svuﬁv))Sf I (e = s s ™) | py i On (1 die)
6.11) feA SN
< e—Ao(t—s)/ZNe—lAk(luév)%.

We now take the L? norm of the second term in (6.5). Using Proposition 2(i) to
control the moments Ay appearing in the integral, we obtain

H_/(; sup(f, o™ (t — s, u))ds

feA L2(P)

/0 H sup{f. o™ (1 = s. 11y )>HL2(]P’)dS

(6.12) feA

1
< [N A gy
< Ne-141/2
1

Noting that the exponent € — 1 < € — 5, we combine this with Lemma 6.1, and
keep the worse asymptotics. [J

PROOF OF LEMMA 6.1. We begin by reviewing the following estimates for
1-Lipschitz functions from [33]. Following [33], we use angle brackets (f)¢ to
denote the average of a bounded function f over a Borel set C of finite, nonzero
measure.

Let f be 1— Lipschitz, and consider B = [0,277/]¢. Then, for some numerical
constant ¢g, we have

6.13)  VveB, [f()—(f)p|<cs27; [(f)B = (f)2B] < ca27/.

We note that both of these bounds are linear in the length scale 2~/ of the box. We
deal with the case N > 224,

The proof is based on the following ‘hierarchical’ partition of R?, given in the
proof [33], Proposition 7.1.

e For j € Z, we take B = (=27,27].

e Set Ag = Bp and, for j > 1, Aj = Bj\Bj—l-

e For j > 1 and [ > 2, there is a unique partition P;; of A; by pld _ =1
translates of B;_;.
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e Similarly, write Py for the unique partition of Ap by 24! translates of B_;.
e For/ >3 and k € Z, let B € P; ;. We write 7 (B) for the unique element of of
P11 such that B C m(B).

We deal first with the case d > 3. Fix discretisation parameters L, J > 1. Given a
test function f € A, we can decompose

J L
(6.14) =303 ag(H(1+ v 15+ B,

j=01=2 BePj,
where we define

(6.15) ag(f) = Ui)B . if B € Pj 2, for some j >0,
‘ (f)B—(f)xw 1if B€Pj, forsome j>0,[> 3,

and the equation serves to define the remainder term B(f). Write hp = 2% (1 +
[v|*)1p, for B € P, and write M,N;B = MtN’hB. We can now write

J L
6.16) MY =33" 3 2 Vag(nHymME 4 RV
j=01=2 BePj,

(6.17) R,N’f:/(O s (B, A(s, 1, 1)) m™ —m™)(ds, du™)

and where A, m”™ and m" are defined in Section 5. This is the key decomposition
in the proof. Roughly speaking:

e The martingales M5 are controlled by a bound (A.2) from the general theory
of Markov chains, independently of f.

e The coefficients ap depend on f, but are bounded, uniformly over f € A.

e On By, B(f) will be small, uniformly in f, due to the Lipschitz bound on f and
the estimate (6.13). This may be viewed as a relative compactness argument, as
discussed in Remark 3.1: given € > 0, one could use this construction to produce
a finite e-net for A| g, in the norm of A|p, .

e |B(f)| <1isbounded on R\ By, and the contribution from this region will be
controlled by the moment bounds.

To control the martingale term uniformly in f, observe that for B € P; ;, the bound
(6.13) gives 27 |ag(f)| <2777, and #P;; < 29!, Hence, independently of f €
A,

J
(6.18) (Z > (aB(f>22f')2) NPAR

j=0BePj,
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Now, by Cauchy—-Schwarz,

J L
sup |- Y 2 Map(fHm”
JeAlj=01=2 BeP},
(6.19) 1
L /] /2
52(2 2 {M,N;B}Z) 20/27D1,
1=2\j=0BePj,

Let (MN:B:1) _, be the martingale

(6.20) MN:B = (hg, A, t, M) (m™ —m™)(du, du).
(0,s]xSn

We can control the remaining martingale term pointwise in L> by applying the
martingale bound (A.2) at the terminal time #:

|07 2, =E (1+ [?)2% 15, As, 1, w™) V7" (ds, dp)
(6.21) ©1xSx

< E[/(O,t]xs,v((l + 0[5, [A(s. 1, MN)DzWN(ds, dMN)]

Summing over B € P;; and j =0, ..., J, we Minkowski’s inequality to move the
sum inside the integral against A, and note that }_; 3 BeP;, hg < (1+ |v|*). This
produces the bound

> “MzN;BHiz(P)

j=0BeP;,
€2 <E[ (),
0,t]xSn

=E[ [ Jesn™) = sl 5. ) |

A(s, 1, MN)DZWN(ds, d[LN):|

where the second line follows by the definition of A in (5.2). Using the stability
estimates in Corollary 3.2 with ¢ = 4, we find

J
> ”MtN;B“iZ(]P’)

(6.23) J=0BEPj

< E[/ e 7 (1N, 1 NYNHE DN (ds, dMN)]
(0,t]xSn
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For m™ -almost all (s, ©"V), we bound Ak(,uév, u™) < Ak(,uév) by Lemma 2.1, and
m™N (ds, Sy) < 2N ds, to bound the right hand side by

! N:B|2 ! 2
BRI 3 Dl L ) R (T
, j=0BeP;,
< N2671a%’

where the second line follows using the moment estimates for the Kac process,
established in Proposition 2. Therefore, (6.19) gives

J L
% ap(nHymM!

j=01=2 BeP;,

sup

L
< NE—1/2,1/2 N7 5d/2=1)
feA Z

L2(P) =2
< N€1/29(d/2=DL1/2

(6.25)

The remaining points are a control on 8(f), uniformly in f € A, dealing with By
and R? \ B, separately. Fix f € A and let B € P; 1 with j < J. The definition

gin:S,é(f):f—(fA)B on B, and so

(6.26) onB, |B(H]=1+WP)|f = (sl <O+
Since |v| > 2/=Von B,and B € Pj 1 is arbitrary, we see that

(6.27) On By, BNl S2E(1+1vlY).

On the other hand, the uniform bound || f lloo < 1 implies that

(6.28) On B, [B(H| <1+ <27 (1+ ).
Combining, we have the global bound for all f € A:

(6.29) voeRY,  [B(HI S + 275 (1 + uh).

Recalling the definition (5.2) of A, we use the stability estimate in Corollary 3.2,
with ¢ = 4, and the moment increase bound Lemma 2.1, as above to see that almost
surely, for m" +m" -almost all (s, ©"V), we have the bound

sup B [AGs, . ™)) S @7 +275) [As, 1. ™) pysa

(6.30)

NI

5 (2—2] + 2—L)e—)n(t—s)/2N€—1Ak(,u;\/_)
= HS?

where we introduced the shorthand H; for the final expression, for simplicity. We
now use the trivial observation that

sup|RzN’f| < f {sup(|,3(f)
(6.31) feA (0.1]xSn “feA

’

As. 1. 1))

x (m™ +m™)(ds, du™).
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We split the measure m" +m" = m" —m") + 2m" to obtain a uniform bound
for the error terms R,N /" defined in (6.17):

N.f ! N =N
| sup R/ HLZ(P),SH/O Hy(m™ +m")(ds, Sy)
(6.32) feA

L2(P)
S 427 HNT 4+ T2,

where we have written

t
633 Ti=| [ HIPAG) Y s v

’

L%(P)

t
636 To=| [ HIPAG ) Y — ) ds. Sw)

T1 is controlled by dominating m™N (ds, Sy) < 2N ds to obtain

t 1
Ti < N”_/(; e_w_s)/zAk(uévﬁ ds

L(P)

t
(6.35) < Nf e MI=9)/2 ||Ak(M§v)%HL2(JP>) ds
0

< Nal/2,

N

We control 7; by It6’s isometry for m" — m™, which is reviewed in (A.3):

t
TZ = E{fo e M A p (N )m (ds, SN)}

t
(6.36) 51\// e MR AL (N )} ds
0

< Na.
Combining (6.32), (6.35), (6.36), we obtain

N.f < (02 | A—Lype—1_1/2
637) |sup B2 2y 5 7 427Nl

Finally, we combine (6.16), (6.25), (6.37) to obtain

(6.38) H sup |va’f| H L5 Na2(N~V/20W@/2=DL 4 p=L 4 9=2Jy,
fea L)
Taking L = [log,(N)/d] and J 1 oo produces the claimed result. For d = 2, we

replace 2(4/2=DL by [ in (6.25), and optimise as before, absorbing the factors of
(log N) to make the exponent of N slightly larger. [
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7. Proof of Theorem 1.2. We now adapt the ideas of Theorem 6.1 to a local
uniform setting, and working in L”, to prove the local uniform approximation
result Theorem 1.2. As in the proof above, most of the work is in controlling the

martingale term (M,N f ) e defined in (5.5), uniformly in f; for a pathwise local
uniform estimate, we wish to control an expression of the form

N.f
.1 |sep sup (1™ 1]
Since we will frequently encounter suprema of processes on compact time inter-
vals, we introduce notation. For any stochastic process M, we write
(7.2) M, = sup |M;|
s<t

Proving the sharpest asymptotics in the time horizon fq, requires working in L?
instead of L2, for large exponents p. This leads to a weaker exponent in N: we
obtain only N €='/2d jngtead of N¢~1/4, where p’ <2 is the Holder conjugate to
p. However, by making p large, we are able to obtain estimates which degrade
slowly in the time horizon tg5,, with only a factor of (1 + [ﬁn)l/ P, The exponent
for t5, can thus be made arbitrarily small, while the resulting exponent for N is
bounded away from 0 as we make p large.

The key result required for the local uniform estimate is the following control
of the expression (7.1), in analogy to Lemma 6.1.

LEMMA 7.1. Lete >0,a>1and p > 2, and let 1 < p’ <2 be the Holder
conjugate to p. Let k be large enough that Corollary 3.2 holds for g =5, with
Holder exponent 1 — €, and with some 0 < A < Ag.

Let (/,Lgv )i>0 be a Kac process on N > 2 particles, with initial moment
Agp (,uf)v) <aP. Let M,N’f be the processes given by (5.5), and Mf,[;f their local
suprema, as in (7.2). Then, for any time horizon tg, € [0, 00), we have the control
3p+l

< /2 a7~ 1/p 5
Lp(]P)Na N (logN) (1+tﬁl’l) 2p ’

(7.3) H sup M)/
feA

!

N
wherea_Zd €.

The proof of this lemma follows the same ideas as the proof of the equivalent
result, Lemma 6.1, for the pointwise bound. However, in this case, we must modify
the argument to work in L? rather than L2, and also to control all terms uniformly
on the compact time interval [0, t5,]. This will be deferred until the end of this
section.

Following the argument of the pointwise bound in Theorem 1.1, we can now
produce an initial pathwise, local uniform estimate for the case pg = ,uév , with
worse long-time behaviour. From this, we will ‘bootstrap’ to the desired long-time
behaviour in Theorem 1.2.
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LEMMA 7.2. Let € >0, a>1 and p > 2, with Hélder conjugate p’ < 2.
Choose k large enough that Proposition 3 holds with exponent 1 — €, and that
Corollary 3.2 holds with exponent 1 — € and g = 5. Let (,uiv),zo be a Kac process
on N > 2 particles, with initial moment Ay, (/L(])V) < aP?. Then, for any time horizon
tin > 0, we have the control
p+1

4 / 3p+1
a4) [ sup W ¢ (b)), Sa" 2N EQog NP (14 t0) 5

1 <tfin Lr@®) ™

PROOF OF LEMMA 7.2. As in Theorem 1.1, it remains to control the supre-
mum of the integral term in Formula 5.1

t
(7.5) sup [ sup(f, p™(t —s, ul))ds,
t<tin JO feA

where p¥ is given by (5.6). Following the previous calculation (6.11), we majorise,
for s <t <tgp,

(7.6) sup(f. p" (t — s, 1)) < N sup {Ar(u)?)

feA U=t

from which it follows that

t
(7.7) sup [ sup(f, p™(r —s, u))ds < Nty sup {Ar()2).

t<tin JO feA u=<tfin

From the local uniform moment bound established in Proposition 2(i), and the
initial moment bound on M(I)V ,

Ny 2 Ny
s {8x 1)}, = 500 (ARG
1/2
(7.8) <E[ sup Apk(liziv)%] 2

U=Ifin
S a1+ 1) 7P,

Combining the estimates (7.7), (7.8), we see that

2p+1
SN 21 4 1) 27
LP(P)

(7.9) sup /t sup(f, o™ (t — s, uN))ds

1<tin JO feA

We combine this with Lemma 7.1 and keep the worse asymptotics. [

We will now show how to ‘bootstrap’ to better dependence of the time horizon
tin. Heuristically, the proof allows us to replace powers of fg, in the initial bound
with the same power of log N, and introduce an additional factor of (14#5,)!/7. As
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was remarked below Proposition 3, we could derive Theorem 1.1 and Lemma 7.2
under the milder assumptions

1

(7.10) |6: () = b1 ()| py s < FOA (e, v)2 |1t = ]Iy
1

71D ¢ = () — & rysn < GO ARG, 2 1 — V]I

for functions F, G such that

%) 1/2 00
(7.12) (/ det) < 00; f G dt < .
0 0

If we also assume that FF — 0 as t — oo, we can use an identical bootstrap argu-
ment, with log N replaced by a power of

(7.13) ty i=sup{t: F(t) > N},

which produces a potentially larger loss. Hence, the the full strength of exponential
decay in Proposition 3 is used to control the asymptotic loss due to the bootstrap.

PROOF OF THEOREM 1.2. As in the proof of Theorem 1.1, it is sufficient to
prove the case M(I)V = uo. Then, making k larger if necessary, we may use Theo-
rem 1.6 to control sup,-o W (¢, (M(I)V ), ¢+(1r0)), which proves the general result.

Let 0 < €’ < €, and choose k such that Lemma 7.2 holds for €'. Let o' < «
be the exponent of N obtained with €’ in place of €. From the stability estimate
Proposition 3, we have

(7.14) Vv eSE () — 30 lpy s S A v)Te 002,

Define T =ty = =21 ! log(N ~®y and consider 5, > 7+ 1. Fixa positive integer
n, and partition the interval [0, tgp] as [ U ;U ---U I;:

tin — T fn — T
n T4r n

n

(7.15) Ip=10,7]; Ir=[r+(r— 1) ]=:[sr+r,tr]-
Write also H, = [s;, t,] D I,. Since the norm || - ||Tv+2 dominates the Wasserstein
distance W, we have the bound

sup W (11", ¢ (145'))
tel,

(7.16) 1
Sosup WY, g, (ud))) + e Aw(ud) L o, (100))) 2.

teH,

We bound the two terms in (7.16) separately. Denote (.7-",N )r>0 the natural filtra-
tion of (ufv )s>0. We control the first term by Lemma 7.2, applied to the restarted
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N .
process (i;' )r>s,:

[sup Wi 8- (D] e,
(7.17) =B{E([ s W', o ()] 1EY)]

Sp<t=<Ity
3p+1

r—1 2 / L
S]E{Apk(//bé\:)l/p}<1+7+7> N—pOl (logN)l’/.

We control the moment in the usual way, using Proposition 2(i), to obtain
” Sllp W(Mt s Pr—s, /,I,Sr ”LP(P)
(7.18)

3p+1

T 2 ’ A
) N™P%(logN)» .

t_
§ap<l+r+
n

We now turn to the second term in (7.16). Using the definition of T and the moment
estimates (2.1), (2.3) in Proposition 2,

(7.19) [ 2 Ap (i s, (1)) | oy S N2,

Combining the estimates (7.18), (7.19), and absorbing powers of t into the powers
of (log N), we obtain

H sup W(va, of (Mg)v)) H

tel, Lr @)
(720) t 3€+1 3p+1 1
-7
§a1/2<1+L) ’ (N~ (log N) 2 7).
n
Observe that
(7.21) [ sup Wi, o (ud))}” Z{supw u o))

T<t<tfn —1 1€l

Taking expectations and pth root, we find that

Wiw,
T<S:J<I:;ﬁ ATy HLP(]P’)

(7.22) | 3ptl 3pHl 1
Srﬁal/z(l + fin =7 _T> ” (N ~(logN) 2 +7).
n

This is optimised at n ~ (¢4, — 7), where we obtain the estimate

3 +1+L,)

’ 2Pl
sup W ()", ¢ (1e0))) S a1 — )7 (N~ (log N) 7 17

(7.23) T=Sfn

Lr(p) ~

3p+1

1
Sal/szf( “(log N) = 7).
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From Lemma 7.2 applied up to time T = 7, we have

| sup Wi (1))

0<t<ty L2(P)
3p+1

/ 2 L
(7.24) gal/zN_“ (1 + 7“105;(1\])) 2,, (logN) 7'

3p+1
p++1,

fdal/z(N_"‘(logN)T v,

Combining (7.23), (7.24), and absorbing the powers of (log N) into N 6_5,, we
have

1
<a'’?(1 +t5,) P N7

(7.25) | sup Wl o (ud))] g

0<t<tfin

The case where 5, < 7 + 1 is essentially identical to (7.24). [

REMARK 7.3.  We note that this ‘bootstrap’ argument would produce the same
result with any polynomial time dependence in Lemma 7.2. As a result, the precise
time dependence of Lemmas 7.1, 7.2 is uninteresting, and we do not attempt to op-
timise it. We also remark that this method produces the same long-time behaviour
even starting from an exponential estimate, at the cost of a fractional power of N.

It remains to prove Lemma 7.1. We draw attention to the fact that MV are
not themselves martingales, despite the general construction (A.1), since the inte-
grand d),_s(;LN ) — Py (,uﬁv_) depends on the terminal time ¢. We address this by
computing an associated family of martingales.

LEMMA 7.4. Let (MtN’f);Zo be the processes defined in Formula 5.1. Recall-
ing the notation Q; = Q o ¢y, define

(7.26) x(s,t, 1) = Qo (1) — Qs (1YV).

Suppose f satisfies a growth condition | f (v)| < (1 + |v|?), for some g > 0. Con-
. . N.f .
sider the martingales Z, ' given by

N, _
(7.27) zN = (f, 1N = N YN — V) (ds, du™)).
(0,t]xSn
Then we have the equality
Zl{vﬂf =Mt1v7f _ Ctlvvf

(7.28) N, f ' N\\(;N _ N N
=M, —/(; ds/(‘o,s]stU’X(u’s’M N (m™ —m™)(du, dp™).
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PRrROOF. First, we note that ZtN I are martingales by standard results from

Markov chains, (A.1). Observe that the integrand in the definition of CtN s
bounded, since whenever 0 < u < s, and u is obtain from pu_ by collision,

we use the estimate (3.17) with n = %, to obtain for some k,
20 (f x (s, ™)) < 1 Qsmae (1) = Qs (1) Iy iy
| S A u )INTEEN'T < oo

Moreover, for initial data "V € Sy, the Boltzmann flow (¢ (" ))220 has uni-
formly bounded (¢ + 1)th moments and so, by approximation, the Boltzmann dy-
namics (BE) extend to f. Now, we apply Fubini to the integral:

N,f _ t v | y
C, _/(o,t]st./o ds(f, Qs—u(t™) — Qs—u(my_))

x 1u <s <t](m" —m"™)(du, du™)

= [ A o) - 1 el as]

0,1]xSn

(7.30) x (m" — ™) (du, duV)

= {{fs dr—u (MN) — Qr—u (MIIL» —(f, uh — :“itvf)}

(0,t]1xSn
X (mN —mN)(du,d,uN)
AR AR

where the third equality is precisely the (extended) Boltzmann dynamics (BE) in
the variable s € [u, t]. O

To prove Lemma 7.1, we return to the decomposition (6.16) used in the proof
of Lemma 6.1. Our first point is to establish a control on

J
(731) E[Z > {MiY;f}P}

j=0BePj

where x denotes the local supremum (7.2). We will do so by breaking the supre-
mum into two parts, each of which can be controlled by elementary martingale
estimates. Let (JSN;B;’)OESS be the process

132 32 = [ g 0rm() = Qe o ) . ),
,SIxXSn

where, as in the proof of Theorem 1.1,

(7.33) hg=2"(1+[v]*)1g; BePj.
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Each process (J; N;B:t T)o<s< is a martingale, by standard results for Markov chains
(A.1). Writing ZN B —7zN.hs 1 emma7.4 gives

(7.34) zNB = pNB +/ JNBS g,
0

LEMMA 7.5. Let p > 2, and let p’ be the Hélder conjugate to p. In the nota-
tion above, we have the comparison

B3 5 iy

j=0BePj,
(7.35) ;
/ tfin
N;B N;B;
SE| 5 {wrr el [l al|
J=0BeP;, 0
PrROOFE. For each B, we observe that
tﬂﬂ . .
(7.36) sup (31" = 27 <[22 s
t<tfin

which implies the two bounds

. Ifin . p. . . Ifin .
a.37) MG <ZN0+ [N ds Z <M [T as.

Ifin —

By Doob’s L? inequality, we have

(7.38) |z Jtfin “LP(JP’) <7| thm HLP(]P)-

Combining (7.37), (7.38), we obtain

@39 M ey S 1M oy + | [ 15 s
Lr(P)

Using Holder’s inequality on the integral,
N:B|p in N:iBis b
Bl ML) SE(M 77+ E|{ 1055 as | }

N;B ! N;B;
BIMY T+ [ B ds

Summing over B € P;; and j =0,1,...,J, we obtain the desired comparison.
O

(7.40)

PROOF OF LEMMA 7.1. We begin by controlling the integral term in
Lemma 7.5. The quadratic variation is given by

VB = [ ) (@, )
0,s]xSy

(7.41)
Sf (hs,
0,s]1xSn

x (ot ™) P (du, du),
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where hp is asin (7.33) and y is as in (7.26). Hence, using Burkholder’s inequality
(A.1) we see that, for all t < tqp,

[ZZW””}

=0 BeP),
(7.42)

j=0BeP;

Using Minkowski’s inequality to move the double sum inside the parentheses, and
recalling that ) ; ZBerl hp < (1+ |v[*), we obtain the bound

B3 5 ey

j=0BePj,

(7.43) <EH/ 1+ ol
~ (0,t1xSy

ZEH/(O,r]XsN||Qr—u( M) = Qi () 3y 4um™ (du. dpe )}p/z}

where the equality is the definition of x (7.26).
Using the continuity estimate for Q established in (3.17), and arguing as in the
proof of Lemma 6.1, we see that almost surely, for m" almost all (u, ,uN ), we have

(7.44) [ Q- (1e™) = Qumse (i) lrya S N AR G).-
Therefore, using Cauchy—Schwarz, (7.43) gives the bound
|:Z Z N Bt :|
(7.45) =0BEPju
_ 1/2
SNPCDE sup Ay ()| ™ (O, i) x Sw) |55z
=lfin

(o) o G, )

The moment term is controlled by the initial moment bound and Proposition 2:

(746)  E[sup Ap()] S (1 + ta) Asp (1)) < (1 + tim)ar”.

T <Ifin

Since the rates of the Kac process are bounded by 2N, we can stochastically dom-
inate m" (dt x Sy) by a Poisson random measure m” (dt) of rate 2N. By the
additive property of Poisson processes, it follows that

(7.47) [mN (€0, t5in] % SW) | Lo @y < 10V O, tin] | Lo ) S N (L + fin).
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Combining (7.45), (7.46), (7.47), we have the control of the integrand:

+1
(7.48) sup E[Z > A }SN"(“/”af’/2<1+rﬁn>”z.
I=tin | j—0BeP;,

This gives the following control of the integral term in Lemma 7.5:

A
(749) tﬁ/pE[Z 2 IJt”’|}"dt}<N"<6 VDaP2(1 4 1) 2 T
Jj OBGP,[

Using the definition of p’ as the Holder conjugate to p, it is straightforward to see
that the exponent of (1 + ) is 31’ +1

We now perform a similar analys1s for the terms Mt];;;B in Lemma 7.5. Let
(M SN 1Bty s<: be the martingale defined in (6.20). The quadratic variation is

[MN;B;I]S = / <hB, ¢t—u(MN) —Qr—u (ILIIAV—»ZmN(du’ dMN)

(0,s]xSn

< / (hs,
(0,51 Sy

Arguing using Burkholder and the stability estimate Corollary 3.2, an identical
calculation to the above shows that

(7.50)
r—u (MN) — bi—u (MMN_)|)2mN(du, d,lLN).

J
(7.51) Z Z % tfm ”LP(]P)<NP(€ l/z)ap/2(1+fﬁ) h .
j=0BeP;,

Hence, by Lemma 7.5, we obtain
3
(7.52) [Z AL } SNPEIDaP(1 4 1gy) 5
j=0BePj,

We control the coefficients 2= 2/ ap( f) as in the argument of Lemma 6.1. Using
Holder’s inequality in place of Cauchy—Schwarz, we obtain

sup sup ZZ Z 2 2 ag(fymNB
feAt=tin] j—01=2 BeP;, Lr(P)
L 1/p
<y[ey ¥ | o
(7.53) I=2L j=0BeP;,;

N3V 2(1 4 1) 5 267 =010

A
M~

N
||
o

< N 3a12(1 4 1) B 2@/P'=DL gAY
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Following the argument of Lemma 6.1, we wish to control the error terms R,N S
given by (6.17), locally uniformly in time. As in (6.30), we majorise, for m”~ +m™ -
almost all (s, u™),

(Sl

sup [(B(f). ¢r—s (1) = pr—s (1)) S @7 + 27F) N Ag ()
(7.54) feA
= H..

N

As in (6.31), we may bound

(7.55) H sup SUP!RtN’f‘

feAt<ts

ffin
(N 1 57N
o = | [ Y s S| =TT

LP(P)

where the two error terms are

Ifin
(7.56) ﬂ:H / H!m" (ds, Sy)
0 LP(P)
and
tfin
(7.57) Ti=| [ ds S|
0 LP(P)

We now deal with the two terms separately. For the 77, we dominate mN (ds,Sy) <
2N ds to see that

Ifin
(7.58) / Hm (ds, ) £ (272 27Nt sup Ax(nl)?).
0 S =Ifin

Using the monotonicity of L? norms, and using the moment control in the usual
way,

1
TS @ 427 )N ] sup A ()]
(7.59) =i
p+l

2
S(272.]+27L)N€a1/2(1+tﬁn)7'

For 7, we dominate m” (ds, Sy) by a Poisson random measure m" (ds) of rate
2N, as above. Controlling m" as in (7.47), we obtain

Ifin
< 427Nt H/ Ak(uﬁv_)%mN(ds)
0

LP(P)

(7.60) < (@2 4oLy [ (€0, t6n]) | 20 )

(0 2]

5 <tfin L2r (@)

2p+1
<@ + 27 L)NA + 1) 27
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Combining the local uniform estimates (7.53), (7.55), (7.59), (7.60) of the terms
in the decomposition (6.16), we find that

N.f
Jsup w1y

feA

< NaV2(1 4 tg) B (N"V/22@a=DL 1P 4 0=20 4 o1,

LP(P)
Taking J = L% log,(N)] and L = L% log,(N)] proves the result claimed. [J

8. Proof of Theorem 1.3. We now turn to the proof of Theorem 1.3, which
establishes a convergence estimate in the presence of a kth moment bound, for any
k > 2. Our strategy will be to use the ideas of [33], which work well with few
moments, to prove convergence on a small initial time interval [0, uy], for some
uy to be chosen later. Then, thanks to the moment production property recalled
in Proposition 2, we may use Theorems 1.1, 1.2 to control the behaviour at times
t > uy. The argument is similar to the final argument in the proof of Theorem 1.6
given in Section 4, which may be read as a warm-up to this proof.

Throughout, let &, a, (uf\' ), 1o be as in the statement of the theorem.

We begin by recalling the representation formula established in [33], Proposi-
tion 4.2, which is a noisy version of Proposition 5.

PROPOSITION 6. Let € S for some k > 2, and let uf\’ be a Kac process on
N particles. Let p; = (¢¢ (o) + ,uiv)/Z, and for f € A,0<s <t, let fs be the
propagation described in Definition 4.1 in this environment. Then, for all t > 0, we
have the equality

(fo N — @0 (o)) = (for, 1) — 120)

(8.1 B
e =)o — ) s, ),
(0,t]1xSn

N N

where m" ,m" are as defined in Section 5.

The major difficulty in using this representation formula is the appearance of an
exponentiated random moment in the quantity z, parametrising the continuity of
fst. We will use the following proposition, which controls the stochastic integrals

on the right-hand side, modulo this difficulty.

PROPOSITION 7. Let p; be a potentially random environment such that, for

some B > 0,
“ ( A3 (pr) )
tsll) prh-1t+1

For f e Aand 0 <s <t <1, let fy[p] denote the propagation in this environment,
as described in Definition 4.1.

< Q.
Lo (P)

(8.2) w =
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Let k > 2 and a > 1, and let p,fv be a Kac process with initial moment
Ak(uév) < a, and let m" ,m"N be as in Section 5. We write

63 = [ (ol n - pl ™ — ) (ds, du).
(0,1]1xSn
In this notation, we have the bound
(8.4) Hsup sup M,N’f[,o]H1 <CaN7"
t<1 feA

for some C =C(d, k, B) and n =n(d, B) > 0. Here, we emphasise that || - (VA%
refers to the L' norm with simultaneous expectation over ;Lfv and the environment
p.

This largely follows from the proof of [33], Theorem 1.1, and the argument
follows a similar pattern to Lemmas 6.1, 7.1, using the continuity estimate recalled
in Proposition 4 and a similar estimate for the dependence on the initial time s. The
key difference is that the hypotheses on the environment p guarantee an L°°(IP)
control on the quantities

1

71 = eXP<8/O A3(Pu)du>;
(8.5)

yg=2z1 sup [(S/ —s5)7F / A3(pu) du],

0<s<s'<l s

which describe the continuity of fi(v) in v and s, respectively. By contrast, these
are only controlled in probability in [33], Theorem 1.1; correspondingly, we obtain
an L' (P) estimate rather than an estimate in probability. With this estimate, we turn
to the proof of Theorem 1.3.

PROOF OF THEOREM 1.3. We first introduce a localisation argument, follow-
ing the argument in Section 4, which allows us to guarantee that (8.2) holds for the
environment p = (/Lfv + ¢ (1p))/2. Let B = %, and let uy < 1 be chosen later.
Now, define Ty to be the stopping time

BtP~1+1) }
8v2 )

We use the convention that inf @ = oo, so that if Ty > uy, then Ty = 0o. Let ,oT
be the stopped environment ,otT = PiATy > and write fs{ for the propagation in the
stopped environment.

We observe first that on the event 7T = oo, we have the equality fS{ = fy for
all f € A,s <t <up. Moreover, since A3(p;) increases by a factor of at most
44/2 at jumps by Lemma 2.1, we have the bound, almost surely for all £ > 0,

B—1
8.7) Ms(oly = P ED

(8.6) Ty = inf{t <upy:Az(or) >
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Therefore, the stopped environment p’ satisfies the bound 8.2 with w = % Now,

we write M,N - M,N S [pT] as in the proposition above, and by the representation
formula in Proposition 6, we have the bound for all t < uy,

(8.8) W (il ¢ (1)) 1Ty = 00l < CW (i, o) + suaﬁ/]v,]\”f
fe

for some absolute constant C. By Proposition 7, we obtain the estimate

©9) | sup W i uo) 1Ty = ool || £ W (el o) +aN ",
<un

Let kg = ko(d) be large enough that Theorem 1.1 holds with € = ﬁ. By applying
Theorem 1.1, restarted at time u », and the moment production property, we obtain

_ 1/2
sup |W (il dr—uy (L) |5 S N<VIE[ Ak ()]
(8.10) fzuN
—1/d 1—ko/2
SNG 1/ MN o/ .

Using our continuity estimate Theorem 1.6, we have the bound for some ¢ = ¢(d)

sup W (b —uy (i) 1 (100))
(8.11) =i

SW(Rd, . duy (10)) Akg (14D, buy (120))

and, considering the cases {Ty <uy}, {Tn = oo} separately, we see that

sup W (¢r—uy (il),,)- b1 (10))

IZun

SW(,+ buy (10)* Aky (D, Buy (140)) 1[ Ty = 0]
+ [Ty <un].

(8.12)

To ease notation, we will write 77, 7> for the two terms, respectively. We estimate
the expectation of 7] using Holder’s inequality: for some k| > ko,

1Tl @) SEW (il duy (o) 1Ty = 00]) E(Ak, (1, . buy (110)))
SN+ W (wd, o) uy 2,

where 7 is as in (8.9) with our choice of 8. In order to deal with 7>, we now
estimate P(Ty <uy). Let Zy be given by

(8.14) Zy= Y 207DHBTL sup (14 ), o)

152715141\/ 16[2_1,21_1]

(8.13)

and observe that, for all ¢+ < u,, we have the bound

BtP 1+ 1)Zy

(8.15) (1+ v, o) < 5
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Therefore,
(8.16) P(Ty <uy) <P(Zy > 1/8) <8E[Zy].

Using the moment production property of the Kac process and Boltzmann equation
in Proposition 2, we compute

(8.17) E(Zy) < Y. 20Dl < gl
127 l<up

and so

| sup W (- (2. . 000

(8.18) rzu H®

SN+ W (g, 120)) 1 + auly.
We now return to (8.9) and observe that
H sup W (1’ ﬁduo))”
t<upn
(8.19) S | sup w(n, (o 1Ty =00l + (T <un)
t<uy

SW (), o) +aN =" + auy,.
Combining (8.10), (8.18), (8.19) and keeping the worst terms, we have shown that

(8.20) sup||W(ut,¢t(uo)||L1(P) (N7 + W (ed 110)) un® + auly

for some 7, 8, o, B > 0, depending on d, k. If we choose
(8.21) uy = (N1 4+ W(ud, MO))S/(OH-,B)
then we finally obtain
Sug” (/’Lt s Ot (/’LO)) ||L1(IF’) ~ a( + (/fL() s MO))
1>

(8.22) a(N—nﬁa/(a+ﬁ) + W(Mév, MO)/%/(H/S))

S
Sa(N~ 4+ W(nf' o))

as desired, for sufficiently small € = €(d, k) > 0. The case for the local uniform
estimate is similar, using Theorem 1.2 in place of Theorem 1.1. [

9. Proof of Theorem 1.4. The proof of Theorem 1.4 is based on the following
heuristic argument.
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HEURISTIC. Fix N, and consider a Kac process (M ) on N particles. As
t — 00, its law relaxes to the equilibrium distribution mwy, which is known to be
the uniform distribution o™ on Sy. Since this measure assigns nonzero probability
to regions Ry at macroscopic distance from the fixed-point y, given by

eI

the process will almost surely hit Ry on an unbounded set of times. Meanwhile, the
Boltzmann flow ¢; (o) will converge to y. Therefore, at some large time, the par-
ticle system va will have macroscopic distance from the Boltzmann flow ¢, (,uév ).

The regions Ry which we construct in the proof are those where the energy is
concentrated in only a few particles, which might naively be considered ‘highly
ordered, and so low-entropy’. This appears to contradict the principle that entropy
should increase; this apparent paradox is explained in the discussion section at the
beginning of the paper.

We recall that a labelled Kac process is the Markov process of velocities
(v1(?), ..., vnN(t)) corresponding to the particle dynamics The state space is the
set SN ={(v,...,vx) € RHON : N v, =0, 5N | [v;> = N}, which we call
the labelled Boltzmann Sphere. We denote 6y the map taking (vy, ..., vy) to its
empirical measure in Sy:

1 N
9.2) Oy SN — Sy; (Ul,...,UN)HNZ&,i.

Moreover, if V¥ is a labelled Kac process, then the empirical measures ,uﬁv =
On (VIN ) are a Kac process in the sense defined in the Introduction.

Considered as a ((N — 1)d — 1)-dimensional sphere, S¥ has a uniform (Haus-
dorff) distribution ¥ V. We define the ‘uniform distribution’ o on Sy to be the
push forward of y¥ by 6y:

9.3) oV (A) = yN{(v1,...,on) €S Oy (v1, ..., vN) € A).

We will use this definition to transfer the positivity of the measure " forward to
ol.

As discussed in the literature review, the problem of relaxation to equilibrium
for the Kac process is a subtle problem, and has been extensively studied. For our
purposes, the following L? convergence is sufficient.

PROPOSITION 8.  Suppose that (M;V )i>0 is a hard-spheres Kac process, where
the law of the initial data L;Lfv has a density hN e L>(o™) with respect to o™

Then at all positive times t > 0, the law ﬁ/,Lt has a density hN e L*( V) wzth
respect to oV, and for some universal constant Lo > 0, we have

(9.4) 17 =1 2wy < € hg = 1] 2oy
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A version of this, for the labelled Kac process, appears as [29], Theorem 6.8
and corollary; the result stated above follows by a push forward argument. This is
sufficient to prove the following weak ergodic theorem.

LEMMA 9.1. Let (,ufv),zo be a hard-spheres Kac process on N particles,
started from ,uév ~oN. Let Ry C Sy be such that p= oN(Ry) > 0. Then

1 t
9.5) ;/ 11 € Ry)ds — p
0

in L?. In particular, almost surely, ,ufv visits Ry on an unbounded set of times.
PROOF. Observe that
1 ! 1 !
(9.6) E[;f 1(ul e RN)dsi| = ;/ P(uY € Ry)ds =p
0 0

so our claim reduces to bounding the variance.
For times ¢t > 0, write A(z) as the event A(t) = {va € Ry}; we will compute
the covariance of 14(,) and 14(y,), for 0 < sy < s2. Observe that

9.7) E[lLae)aey) — )] = p(P(A(s2)|A(s1)) — p).

Conditional on A(sy), the law of ,u?ll has a conditional density h?{ o 1g, with

respect to oV, By Proposition 8, conditional on A(sy), ,ug has a density hﬁ\z', and

we can bound
og [FAEIAGD) =<l = ey
| = ”hg - IHLZ(UN) < C(RN)e_)‘O(S2_Sl)

for some constant C(Ry) independent of time. Hence
E[(1ae) — P)(Laey) — P)] = p(P(A(s2)|As1)) — p)

9.9) an(sy—
< pC(Ry)e M2,

We can now integrate to bound the variance:

1 rt N 2 ot t
Val‘(;/o 1(,us e RN)dS) = t_z/o dsl/ dSzE[(lA(sl) — ) Ay — p)]
51

2pC [t 00
(9.10) <P / dsy / dsye—102-51)
t 0 S1

2
L C -
Aot

An immediate corollary is that the long-run deviation must be bounded below
by the essential supremum of the deviation under the invariant measure.
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COROLLARY 9.2. Let (/,Lfv),zo be a N-particle Kac process in equilibrium.
Then, almost surely,

litmsup W, y)=|w, y)”LOO(UN)
—00

9.11)
= esssup W(u, y).
oN(dp)

PROOF. For ease of notation, write W* as the essential supremum appearing
on the right-hand side. For any € > 0, let Ry « ={u € Sy : W(w, y) > W* —€};
it is immediate that oV (Ry () > 0. By the remark in Lemma 9.1, almost surely,
,ufv visits Ry ¢ on an unbounded set of times, and so

(9.12) limsup W (i, y) > W* —e.
t—00

The conclusion now follows on taking an intersection over some sequence €, |, 0.
O

To prove Theorem 1.4, it now only remains to show a lower bound on the es-
sential supremum.

LEMMA 9.3.  Let f be given by

9.13) f)y=(1+ |v|2)min( bl 1)
. 5l
Then f € A, and
C
(9.14) L

for some constant C = C(d). In particular, this is a lower bound for the essential
supremum W*, and so for the long-run deviation.

PROOF. Itis easy to see that f € A. Moreover, the region
(9.15) Ry ={(1,...,on) €SV i (f, 05 (v1,...,0n)) > 1}

is an open subset of SV, containing (\/gel, —\/gel, 0,...,0). By positivity of
the uniform measure ™V on SV, it follows that ¥V (Ry) > 0. The corresponding
region in Sy:

(9.16) Ry ={uN €Sy :(f,n")> 1)} D On(RN).
By definition (9.3) of o™, we have
(9.17) o™ (Ry) = ¥V (Ry) > 0.
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For all ,uN € Ry, we have
(9.18) W, y) = (fouh —y) = 1= N1+ ) vl y).

Since Ry has positive measure, taking C = ((1 + v|?)|vl, y), we can conclude
that

C
(9.19 Wi=1——.
) ~ 0

PROOF OF THEOREM 1.4. From the previous two lemmas, we know that for
all N > 2, and for oV almost all ,uN,

. N C
(9.20) P~ (htrgsgp W, y)=>1 ﬁ) =1,
where P, v denotes the law of a Kac process started at uN.

Let N > 2,k > 2 and a > 1. The region R, y of the labelled sphere such that
Ar(@n(V)) < a is an open set; to conclude that it has positive oN- measure, it
suffices to show that it is nonempty.

Let r be arotation by ZW” in the plane corresponding to the first two axes (eq, €2).
Then the data

(9.21) V*Z(el,rel,...,erlel)

belongs to SV, and has Ay Oy (V,)) = % vazl 1° = 1. Hence V, € R, y is open
and nonempty, so ¥ (R, n) > 0. The positivity transfers to the corresponding
region of Sy:

(9.22) oM {uN e Sy : Ar(u) <a) =yN (Ry L) > 0.

Hence, for any N > 2, we can choose an initial datum ,u(l)v = ,uN , with Ay (;Lév ) <
a, such that (9.20) holds. Observing that

9.23) W (@ (1). v) = (1) = &1 V) gy = 0
it follows that, I v almost surely

C
9.24 limsup W (Y, v) = limsup W (Y, MYy >1-— —.
( ) t—>oop (Mr V) z—>oop (:U“t ¢t(ﬂ0 ))— «/ﬁ O

REMARK 9.4.

(i) The proof of Lemma 9.1 leaves open the possibility that there is a nonempty
‘exceptional set’ of initial data u"¥ where (9.20) does not hold. A stronger assertion
would be positive Harris recurrence, as defined in [20], which allows a similar
ergodic theorem for any initial data 1"V This is not necessary for our purposes.

(i1) In principle, one could use this compute the typical time scales necessary
for these deviations to occur, and sharper estimates may be obtained by using more
detailed forms of relaxation, such as the entropic relaxation considered by [6]. This
is not necessary for our arguments.
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10. Proof of Theorem 1.7. Finally, we show that Theorems 1.1, 1.3 implies
the claimed chaoticity estimates in Theorem 1.7. The following proof largely fol-
lows that of [29], Theorem 3.1, using the estimates derived in this paper. As re-
marked in the Introduction, the novelty is the use of the Holder estimate (1.36) to
control the term 73.

In the following proof, we will use estimates from Theorem 1.3, which allow us
to minimise the moment conditions required on the initial data. Better results can
be obtained using Theorem 1.1 at the cost of requiring a stronger moment estimate,
although these still do not obtain optimal rates.

PROOF OF THEOREM 1.7. Let k > 2, and € = €(d, k) > O be the resulting
exponent from Theorem 1.3. Let ,uév € Sy satisfy Ay ([,Lév ) <a.
Recall that we wish to estimate

Wi (TLUIPN (1l ), e (udH®h
l

uniformly in# >0 and /=1, ..., N, and where W ; is the Wasserstein; distance
on laws, given by (1.21). Let V,N be a labelled Kac process, and let ,uiv be the

associated process of empirical measures. Fixing a test function f € B ! we break
up the difference as

[ PO 8 ) = 60DV

(10.1)

l
(10.2) :]EMS,|:1_[ filvi(@) :| ]_[ fi i ( Mo
j=1 j=1
=Ti+ 72,

where E uly denotes expectation under the law PIN ( ,uév , -), and where the two error
terms are

l l
(10.3) Ti:=E,y [1‘[ fiwj@) = [T{f u >}
j=1 j=1
/ /
(104) T = EMSV|:1_[<fjv we' ) =TT ¢>z(uév))}-
j=1 j=1

Now, 71 is a purely combinatorial term, based on the use of empirical measures,
and 7> may be controlled using the pointwise estimates Theorems 1.1, 1.3. We will
indicate how these terms may be controlled for the simple case [ = 2, and use this
to show the full, ‘infinite dimensional’ chaos estimate claimed.

Step 1: Estimate on T; Since the law PN (,u(l)v , -) 1s symmetric, we may rewrite

(105) B[ filvr0) f2(02(0)] = Zﬁ 0 (D) falv; (z))]

|:N(N
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where N (N — 1) counts the number of ordered pairs of indexes (i, j). Similarly,
the second term may be written

(10.0) E v[(fi. i )\ f2ois') [( Zﬁ vmn)(%éﬂ(w(r)))]

Comparing the two terms, and using the bound || f ||z~ < || fjllx <1 for j =1,2,
we obtain the estimate

N

+2 3

i=l

1 1
(10.7) |ﬂ|52‘m—m
i#]

Therefore, we have the bound | 77| < 2, uniformly in f and ¢.
Step 2: Estimate on T For the case [ = 2, we break up the product as

2 2
f" f ’¢
(10.8) 11;[1( J Mz 1:[ J t:“o

=(fi 1t = e (o 2o )+ (1 e (g N2 1 = 1 ().

In each case, the difference term is dominated by a multiple of the Wasserstein dis-
tance W(/Lﬁv , ¢+ (1)), where W is as in (1.15), and the remaining term is absolutely
bounded, by the boundedness of f;, j =1, 2. Therefore, we estimate

I 1
(10.9) [T(5 1) H Fis b (1)) S W', ¢ (1d)-
j=1 j=1

Now, the right-hand side is precisely the term controlled by Theorems 1.1, 1.3, in
the special case g = ;L{)V . By the choice of € and k above, we obtain the control

1
(10.10) T2 S Ak(ug)* N SaN~*

for some explicit € = €(d, k) > 0.

We also remark here that this implication, given Theorems 1.1, 1.3 is immedi-
ate. However, attempting to reverse this implication, and deduce a theorem similar
to 1.1 from a control of 73, requires moving the supremum over test functions f
inside the expectation. This corresponds to the most technical step in our proof
(Lemmas 6.1, 7.1). Therefore, while it may be possible to deduce a version Theo-
rem 1.1 from the control of 7, given by [29], this would scarcely be less technical
than the proof given, and would not lead to a proof of Theorem 1.2.

Step 3: Deduction of infinite-dimensional chaos Combining the two estimates
for the case [ = 2 above, we deduce that there exists € = €(d, k) > 0 such that

(10.11) supWia (T [P (ud), )], ¢ (1) ®) SaN~.

t>0
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To deduce the full statement, we appeal to the following result from [19], which
may also be found in [28], Theorem 2.1. For any probability measure 1 on R?,
and any symmetric distribution £V on (R?)", we may estimate

Ny ,®l
(10.12) max Wl,z(nz[lﬁ 1, =) < COMA(TL[LN], uB2)* 4 N—2)
for some explicit constants C, a1, oy > 0 depending on the dimension d. The
claimed result (1.38) now follows.

We now turn to the two consequences claimed as a result.

(i) Chaotic case. Let 1o € S have an kth moment Ay (i) < a, and construct
V(I)V = (v1(0), ..., vn(0)) be as described in the statement of the theorem with as-
sociated empirical measure ;L{)V It is straightforward to show that this construction
preserves moments up to a constant, that is, E(Ax ([,LO ) Sa.

For a fixed test function f € B®l, we return to the decomposition (10.2). For
this case, where ,uf)v #+ 1o, we have a third error term:

(10.13) /( o TVIULLYY] = (9020)*)@V) = Ti +T + .

Here, 71 and 7, are as above, replacing E uly by the full expectation E, and 73 is

an additional error term, from approximating o by Mév :

I I

(10.14) T3 :=E[]‘[<f, ¢ (1)) H f,,¢t(uo)}
j=1 j=1

As in the case above, we consider first the case [ = 2. The first two terms 77, 72

may be estimated as above, by conditioning on (v (0), ..., vy (0)) to conclude that

(10.15) Ti+T SaN~*

for some € > 0, uniformly in f € B?l and r > 0.
Arguing as in (10.9), we bound

(10.16) T SEW (e (128, ¢ (0))-

We estimate this term using the continuity estimate Theorem 1.6. Let &’ € (2, k),
and let ¢ > O be the resulting exponent using Theorem 1.6; by making ¢ smaller
if necessary, we assume that

¢k <1
k—k —

From Theorem 1.6, we have the estimate

(10.18) sup W (¢ (10) 61 (10)) < Awr (. o)W (1) . p20)°
[ e

(10.17)
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and we use Holder’s inequality to obtain, uniformly in ¢ > 0,

E[W (¢ (11 )1 (110))] S ELAk (1)) “E[W () . o) F7] 7
S a T E[W (1l o))’

(10.19)

From [33], Proposition 9.2, there is a constant 8 = B(d,k) > 0 such that
EW(,uf)V, o) < NP, so we obtain

(10.20) E[W (¢ (1d)), ¢ (0))] S aN~Pe.

Combining, and since all of our estimates are uniform in f and ¢, we have shown
that

(10.21) Wia(T[ LV, ¢ (1)) SaN ™

for some o = a(d, k) > 0. The improvement to infinite-dimensional chaos is ex-
actly as above.

(i1) General case. The general case follows from the first case, by taking expec-
tations over the initial data ué\’ . Indeed, forall/ < N, all f € B??l and r > 0, and
for any initial data (vy(0), ..., vy (0)) with associated measure ,uf)v , we have the
bound

l
(10.22) YEMN[fl(Ul(f)) - fi(w () — ljf,,¢, ) :|<Ak(M(I)V)N_E-

Taking expectation over the random initial data (v1(0), ..., vy (0)) produces a full
expectation on the left-hand side, and by definition of Ef in (1.44),

1
(10.23) [H(fj o uo] / FanLl@av).

j=1

Optimising over f € Bffl, [l < N and t > 0 proves the claimed result. [

APPENDIX: CALCULUS OF MARTINGALES

We also review some basic facts and inequalities for martingales associated to
the Kac process. All of these facts are true for general Markov chains; see [9].

Let ufv be a Kac process, and write m”, m”" for the jump measure and
compensator defined in Section 5. Then, for any bounded and measurable F" :
[0, T] x Sy — R, the process

MY = {FN (u™) = EN () o™ —mN) (ds, dp),
(A.1) 0,11xSy

0<t<T
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is a martingale for the natural filtration (]-",N )t>0 of the process. We have the L?
control

N2 _ N(,,NY_ pN(, N \\12-N N
(a2 MEB=E{ [ (R ) - ) P s di)

We will also use another special case of Itd’s isometry for the measure m” — m™
for a similar form of martingale. If F N'is bounded and measurable on [0, T] x Sy,

then forsr < T,

2
fot FN (N ) (m"Y —m™) s, SN)H = E{/Ot FN (MmN (ds, SN)}.
2

For the local uniform case, Theorem 1.2, it will be necessary to control martingales
of the form (A.1) in general L? spaces, rather than simply L. Since M¥ of this
form are finite variation martingales, the quadratic variation is given by

(A.3)

Ad MY = [ (RN = B ) P (ds de), 0<r<T.
(0,7]1xSn

Our analysis in L? is based on Burkholder’s inequality for cadlag martingales,

which we state here for the class of martingales constructed above.

LEMMA A.1. Suppose that (va )ZT:O is the process given by (A.1), and let
p > 2. Then there exists a constant C = C(p) < 00 such that for all t < T, we
have the LP control

N|||P tNN_NNZN Np/2:|
a5 [supl M| < COprE| (17 1) = FY (u)Pm® (as.a®) ) |
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