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CANONICAL RDES AND GENERAL SEMIMARTINGALES AS
ROUGH PATHS

BY ILYA CHEVYREV∗,1 AND PETER K. FRIZ†,‡,2

University of Oxford∗, TU Berlin† and WIAS‡

In the spirit of Marcus canonical stochastic differential equations, we
study a similar notion of rough differential equations (RDEs), notably drop-
ping the assumption of continuity prevalent in the rough path literature.
A new metric is exhibited in which the solution map is a continuous func-
tion of the driving rough path and a so-called path function, which directly
models the effect of the jump on the system. In a second part, we show that
general multidimensional semimartingales admit canonically defined rough
path lifts. An extension of Lépingle’s BDG inequality to this setting is given,
and in turn leads to a number of novel limit theorems for semimartingale
driven differential equations, both in law and in probability, conveniently
phrased a uniformly-controlled-variations (UCV) condition (Kurtz–Protter,
Jakubowski–Mémin–Pagès). A number of examples illustrate the scope of
our results.

1. Introduction. Itô stochastic integrals are well known to violate a first-
order chain rule of Newton–Leibniz-type, as is manifest from Itô’s formula. In
a number of applications, is is important to have a chain rule which, in the
context of continuous semimartingales, was achieved in a satisfactory way by
Stratonovich stochastic integration, which—loosely speaking—replaces left-point
evaluation (in Itô–Riemann sums) by a symmetric mid-point evaluation. In the
case of stochastic integration against general semimartingales (Lévy processes as
an important special case), one can check that the Stratonovich integral no longer
gives a chain rule—a more sophisticated approach is necessary to take care of
jumps and the mechanism for doing this was developed by Marcus [39, 40]. The
resulting “Marcus canonical integration” and “Marcus canonical (stochastic dif-
ferential) equations” (in the terminology of [1]) was then investigated in a number
of works, including [2, 3, 22–24, 29–31]; see also [1, 8] and the references therein.

On the other hand, continuous stochastic integration has been understood for
some time in the context of rough path theory; see [12, 17, 38], [20], Chapter 14.
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Loosely speaking, given a multidimensional continuous semimartingale X, the
Stratonovich integral

∫
f (X) ◦ dX can be given a robust (pathwise) meaning in

terms of X = (X,
∫

X ⊗ ◦dX), a.e. realization of which constitutes a geometric
rough path of finite p-variation for any p > 2. In contrast to the popular class
of Hölder rough paths (usually sufficient to deal with Brownian motion; see, e.g.,
[18]), p-variation has the advantage that it immediately allows for jumps. This also
prompts the remark that Young theory, somewhat the origin of Lyons’ rough paths,
by no means requires continuity. Extensions of rough path theory to a general p-
variation setting (for possibly discontinuous paths) were then explored in [19, 47]
and [9]. However, none of these works provided a proper extension of Lyons’ main
result in rough path analysis: continuity of the solution map as a function of the
driving rough path.

The first contribution of this paper is exactly that. We introduce a new metric on
the space of càdlàg rough paths, and a type of (Marcus) canonical rough differen-
tial equation, for which one has the desired stability result. (Experts in la théorie
générale des processus will recognize our topology as a p-variation rough paths
variant of Skorokhod’s strong M1 topology.) In fact, we reserve the prefix “Mar-
cus” to situations in which jumps only arise in the d-dimensional driving signal,
and are handled (in the spirit of Marcus) by connecting Xt− and Xt by a straight
line. (As a straight line has no area, this creates no jump in the area.) A “gen-
eral” rough path (level N , over Rd ), however, can have jumps of arbitrary value
X−1

t− ⊗Xt ∈GN(Rd), and there are many (different) ways to implement Marcus’s
idea of continuously (parametrized over a fictitious time interval) connecting Xt−
and Xt . This is really a modelling choice, no different than choosing the driving
signal and/or the driving vector fields. The notion of a “path function” φ helps us
to formalize this, and indeed one may view (X, φ) as the correct/extended rough
driver.

In the second part of the paper, we show how general (càdlàg) semimartingales
fit into the theory. In particular, we show that the canonical lift of a semimartingale
indeed is a.s. a (geometric) rough path of finite p-variation for any p > 2 (sev-
eral special cases, including Lévy processes, were discussed in [19, 47] but the
general case remained open). Our result is further made quantitative by establish-
ing a BDG inequality for general local martingale rough paths. (We thus extend
simultaneously the classical p-variation BDG inequality [36], and its version for
continuous local martingale rough paths [17].) This BDG inequality turns out to
be a powerful tool, especially in conjunction with uniform tightness (UT) and uni-
formly controlled variation (UCV) of semimartingale sequences. (Introduced by
[26] and [32], respectively, these conditions are at the heart of basic convergence
theorems for stochastic integrals in Skorokhod topology; we work only with UCV
in this article, but note that UCV and UT are equivalent under extra assumptions,
e.g., convergence in law [33], Theorem 7.6. See Section 4.2 for the definition of
UCV, and also [12] for some links to continuous semimartingale rough paths.)
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As an example of an application to general semimartingale theory, we are able
to state a criterion for convergence in law (resp., in probability) of Marcus SDEs,
which is an analogue of the celebrated criterion for Itô SDEs due to Kurtz–Protter
[32], Theorem 5.4 (we emphasize however that neither criterion is a simple con-
sequence of the other). Loosely speaking, the result asserts that if X, (Xn)n≥1 are
Rd -valued semimartingales such that (Xn)n≥1 satisfies UCV and Xn →X in law
(resp., in probability) for the Skorokhod topology, then the solutions to Marcus
SDEs driven by Xn (along fixed-vector fields) converge in law (resp., in probabil-
ity) to the Marcus SDE driven by X (see Theorem 4.18 for a precise formulation).
Our theorem (which crucially involves rough paths in the proof, but not in the
statement) entails a pleasantly elegant approach to the Wong–Zakai theorem for
SDEs with jumps (Kurtz–Protter–Pardoux [31], with novel interest from physics
[8]) and in fact gives a number of novel limit theorems for Marcus’ canonical SDEs
(see Theorem 4.29). We remark further that homeomorphism and diffeomorphism
properties of solution flows are straightforward, in contrast to rather lengthy and
technical considerations required in a classical setting (see, e.g., [1], page 423, and
the references therein). At last, we discuss the impact of more general path func-
tions, noting that the “Marcus choice” really corresponds to the special case of the
linear path function.

The paper is organized as follows. In Section 2, we collect some necessary
preparatory material, including basic properties of path functions. In Section 3,
we give meaning to canonical RDEs, for which drivers are (rough path, path func-
tion) pairs (X, φ), and introduce the metric αp-var for which the direct analogue of
Lyons’ universal limit theorem holds. Section 4 is then devoted to applications to
càdlàg semimartingale theory, particularly in connection with the UCV condition
and Wong–Zakai-type approximations. We briefly comment in Section 5 on the
further scope of the theory.

2. Preparatory material.

2.1. Wiener and Skorokhod space. Throughout the paper, we denote by
C([s, t],E) and D([s, t],E) the space of continuous and càdlàg functions (paths),
respectively, from an interval [s, t] into a metric space (E,d).

Unless otherwise stated, we equip C([s, t],E) and D([s, t],E), respectively,
with the uniform metric

d∞;[s,t](x, x̄)= sup
u∈[s,t]

d(xu, x̄u)

and the Skorokhod metric

σ∞;[s,t](x, x̄)= inf
λ∈�[s,t]

|λ| ∨ d∞;[s,t](x ◦ λ, x̄),

where �[s,t] denotes the set of all strictly increasing bijections of [s, t] to itself, and
|λ| := supu∈[s,t] |λ(u) − u|. When we omit the interval [s, t] from our notation,
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we will always assume it is [0, T ]. We recall that if E is Polish, then so is the
Skorokhod space D([0, T ],E) with topology induced by σ∞, also known as the
J1-topology.

We always let D = (t0 = s < t1 < · · · < tk−1 < tk = t) denote a partition of
[s, t], and notation such as

∑
ti∈D denotes summation over all points in D (pos-

sibly without the initial/final point depending on the indexing). We let |D| =
maxti∈D |ti+1 − ti | denote the mesh-size of a partition.

For p > 0, we define the p-variation of a path x ∈D([s, t],E) by

‖x‖p-var;[s,t] := sup
D⊂[s,t]

( ∑
ti∈D

d(xti ,xti+1)
p

)1/p

.

We use superscript notation such as Dp-var([s, t],E) to denote subspaces of paths
of finite p-variation. For continuous x only p ≥ 1 is interesting, for otherwise x is
constant.

REMARK 2.1. At least when E =Rd [or GN(Rd), see below] there is an im-
mediate p-variation metric and topology. Due to the fact that convergence in J1
topology to a continuous limit is equivalent to uniform convergence, a discontinu-
ous path cannot be approximated by a sequence of continuous paths in the metric
σ∞. The same will be true for a J1/p-variation (rough path) metric σp-var below.
That said, we will propose below a useful SM1/p-variation (rough path) metric
αp-var under which the space of continuous rough paths is not closed.

2.2. Rough paths. For N ≥ 1, we let GN(Rd)⊂ T N(Rd)≡∑N
k=0(R

d)⊗k de-
note the step-N free nilpotent Lie group over Rd , embedded into the truncated ten-
sor algebra [T N(Rd),+,⊗], which we equip with the Carnot–Carathéodory norm
‖ · ‖ and the induced (left-invariant) metric d . Recall that the step-N free nilpotent
Lie algebra gN(Rd)= logGN(Rd)⊂ T N(Rd) is the Lie algebra of GN(Rd). The
space Cp-var([0, T ],GN(Rd)), with N = 
p�, is the classical space of (continuous,
weakly) geometric p-rough paths as introduced by Lyons.

Unless otherwise stated, we always suppose a path x : [s, t] → GN(Rd) starts
from the identity xs = 1GN(Rd ). We denote the increments of a path by xs,t =
x−1
s xt . We consider on Dp-var([s, t],GN(Rd)) the inhomogeneous p-variation

metric

(1) ρp-var;[s,t](x, x̄)= max
1≤k≤N

sup
D⊂[s,t]

( ∑
ti∈D

∣∣xk
ti ,ti+1

− x̄k
ti ,ti+1

∣∣p/k
)k/p

.

Unless otherwise stated, we shall always assume that p and N satisfy 
p� ≤N .
We let C0,p-var([s, t],GN(Rd)) denote the closure in Cp-var([s, t],GN(Rd)) un-

der the metric ρp-var of the lifts of smooth paths C∞([s, t],Rd). Recall in particular
that C0,1-var([s, t],GN(Rd)) is precisely the space of absolutely continuous paths.
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We let V = (V1, . . . , Vd) denote a collection of vector fields in Lipγ+m−1(Re)

with γ > p and m≥ 1. For a geometric p-rough path x ∈ Cp-var([s, t],GN(Rd)),
we let π(V )(s, ys;x) ∈ Cp-var([s, t],Re) denote the solution to the RDE

dyt = V (yt ) dxt , ys ∈Re.

We let Ux
t←s :Re →Re denote the associated flow map y �→ π(V )(s, y;x)t , which

we recall is an element of Diffm(Re). For further details on the theory of (contin-
uous) rough paths theory, we refer to [20].

For the purpose of his paper, we have (cf. [19]) the following.

DEFINITION 2.2. Let 1 ≤ p < N + 1. Any x ∈ Dp-var([0, T ],GN(Rd)) is
called a general (càdlàg, weakly) geometric p-rough path over Rd . Define 
xt :=
x−1
t− ⊗ xt and say x is Marcus-like if for all t ∈ [0, T ]

log
xt ∈Rd ⊕ {0} ⊕ · · · ⊕ {0} ⊂ gN (
Rd)

,

where log is taken in T N(Rd).

As we will see later, any canonical lift of a general d-dimensional semimartin-
gale X (with area given by 1

2

∫ [X−, dX]) gives rise to a Marcus-like general geo-
metric p-rough path for p > 2. The model case of Lévy processes was studied in
[19, 46].

2.3. Path functions. We briefly review and elaborate on the concept of a path
function introduced in [9]. Let (E,d) be a metric space.

DEFINITION 2.3. A path function on E is a map φ : J → C([0,1],E) defined
on a subset J ⊆E×E for which φ(x, y)0 = x and φ(x, y)1 = y for all (x, y) ∈ J .

For a path x ∈D([0, T ],E), we say that t ∈ [0, T ] is a jump time of x if xt− �=
xt . We call the pair (x, φ) admissible if (xt−,xt ) ∈ J for all jumps times t of
x. We say that two admissible pairs (x, φ) and (x̄, φ̄) are equivalent, and write
(x, φ)∼ (x̄, φ̄), if x= x̄ and φ(xt−,xt ) is a reparametrization of φ̄(xt−,xt ).

We denote by D̄([0, T ],E) the set of all admissible pairs (x, φ), and by
D([0, T ],E) = D̄([0, T ],E)/ ∼ the set of all equivalence classes of admissi-
ble pairs. For a fixed path function φ, let Dφ([0, T ],E) denote the set of all
x ∈D([0, T ],E) such that (x, φ) is admissible.

We will often simply say that φ is a path function on E and keep implicit the fact
there is an underlying domain of definition J . We point out that situations where
J �=E×E arise naturally when studying solution maps of canonical càdlàg RDEs;
see Theorem 3.13 and the discussion before it.

In the case that E is a Lie group with identity element 1E [taken in this article
to always be GN(Rd)], we shall often assume that φ is left-invariant, which is to
say that there exists a subset B ⊆E such that J = {(x, y) ∈E×E|x−1y ∈ B} and

φ(x, y)t = xφ
(
1E,x−1y

)
t ∀(x, y) ∈ J,∀t ∈ [0,1].
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FIG. 1. 2-dimensional càdlàg path.

In this case, it is equivalent to view φ as a map φ : B → C([0,1],E) such that
φ(x)0 = 1E and φ(x)1 = x for all x ∈ B , for which φ(x, y)t = xφ(x−1y)t . When-
ever we write φ with only one argument as φ(x), we shall always mean that it is
left-invariant.

EXAMPLE 2.4 (log-linear and Marcus path function). The prototypical exam-
ple of a (left-invariant) path function φ on GN(Rd), which we shall often refer to
in the paper, is the log-linear path function

φ(x)t = et logx ∀x ∈GN (
Rd)

,∀t ∈ [0,1],
where log is taken in T N(Rd). Since J =GN(Rd)×GN(Rd), we have (x, φ) is
admissible for all x ∈D([0, T ],GN(Rd)). When N = 1, we see a familiar special
case: since G1(Rd)∼= Rd , one has φ(x)t = tx, and then φ(x, y)= x + t (y − x).
This is precisely the “Marcus interpolation” of a càdlàg path before and after its
jump. See parametric plots in Figures 1 and 2.

For (x, φ) ∈ D̄([0, T ],E), we now construct a continuous path xφ ∈ C([0, T ],
E) as follows. Fix a convergent series of strictly positive numbers

∑∞
k=1 rk . Let

t1, t2, . . . be the jump times of x ordered so that d(xt1−,xt1) ≥ d(xt2−,xt2) ≥ . . . ,

and tj < tj+1 if d(xtj−,xtj )= d(xtj+1−,xtj+1). Let 0 ≤m ≤∞ be the number of
jumps of x.

Let r =∑m
k=1 rk and define the strictly increasing (càdlàg) function

τ : [0, T ]→ [0, T + r], τ (t)= t +
m∑

k=1

rk1{tk≤t}.

Note that τ(t−) < τ(t) if and only if t = tk for some 1 ≤ k < m+ 1. Moreover,
note that the interval [τ(tk−), τ (tk)) is of length rk .
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FIG. 2. Marcus interpolation.

Define x̂ ∈ C([0, T + r],E) by

x̂s =
{

xt if s = τ(t) for some t ∈ [0, T ],
φ(xtk−,xtk )(s−τ(tk−))/rk if s ∈ [

τ(tk−), τ (tk)
)

for some 1≤ k < m+ 1.

Denote by τr(t)= t (T +r)/T the increasing linear bijection from [0, T ] to [0, T +
r]. We finally define

xφ = x̂ ◦ τr ∈ C
([0, T ],E)

.

We note that one can recover x= xφ ◦ τx via the time change

(2) τx := τ−1
r ◦ τ,

for which it holds that

sup
t∈[0,T ]

∣∣τx(t)− t
∣∣≤ ∞∑

k=1

rk.

REMARK 2.5 (Intrinsic definition of xφ). The construction of xφ involves an
ad hoc choice, namely the sequence (rn) and the increasing bijection τr . If x̄φ is
constructed similarly, but via a sequence (r̄n), followed by another reparametriza-
tion given by τ̄r̄ , then xφ and x̄φ are reparametrizations of one another.

REMARK 2.6. The construction above is similar to ones appearing in [19, 47],
and is a simplification of the construction in [9]. The primary difference is that in
[9] the added fictitious time rk for the jump tk depended further on the size of the
jump d(xtk−,xtk ). This extra dependence was used to show continuity of the map
x �→ xφ from D([0, T ],E)→ C([0, T ],E), which we will not require here.
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FIG. 3. Hoff interpolation xφ , with φ given as in Example 4.27.

2.4. A generalisation of Skorokhod’s SM1 topology. For (x, φ) ∈ D̄([0, T ],E)

and δ > 0, let xφ,δ ∈ C([0, T ],E) be constructed in the same procedure as xφ but
using the series

∑∞
k=1 δrk instead of

∑∞
k=1 rk .

LEMMA 2.7. For all (x, φ), (x̄, φ̄) ∈ D̄([0, T ],E), the limit

(3) lim
δ→0

σ∞;[0,T ]
(
xφ,δ, x̄φ̄,δ)

exists, is independent of the choice of series
∑∞

k=1 rk and induces a pseudometric
on the set of equivalence classes D([0, T ],E).

PROOF. To show that the limit exists, note that for every δ, δ̄ > 0, there exists
λ ∈� such that |λ|< 2(δ + δ̄)

∑
rk and xφ,δ̄ = xφ,δ ◦ λ. Since |λ ◦ λ̄| ≤ |λ| + |λ̄|,

it follows that for every δ, δ̄ > 0∣∣σ∞(
xφ,δ, x̄φ̄,δ)− σ∞

(
xφ,δ̄, x̄φ̄,δ̄)∣∣ < 4(δ̄ + δ)

∑
rk,

from which the existence of the limit follows. The fact that (3) is independent of
the series

∑
rk and is zero if (x, φ)∼ (x̄, φ̄) is straightforward. �

DEFINITION 2.8. Define the pseudometric α∞ on D([0, T ],E) by

(4) α∞(x, x̄) := α∞;[0,T ]
(
(x, φ), (x̄, φ̄)

) := lim
δ→0

σ∞;[0,T ]
(
xφ,δ, x̄φ̄,δ).

(Usually no confusion will arise by using the abusive notation on the left-hand
side.)

Note that for any fixed φ, α∞ induces a genuine metric on the space
Dφ([0, T ],E)⊆D([0, T ],E). We note also that the strong M1 (i.e., SM1) topol-
ogy on the space D([0, T ],Rd) is a special case of the topology induced by the
metric α∞, as demonstrated by the following result.
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PROPOSITION 2.9. For E = Rd and φ the linear path function, it holds that
α∞ induces the SM1 topology on the space D([0, T ],Rd).

PROOF. It is straightforward to verify that α∞ in this case is equivalent to the
metric ds (see [45], Section 12.3.1) which induces the SM1 topology. �

REMARK 2.10. The reader may wonder if convergence in the (Skorokhod
J1) metric σ∞ implies, as in the classical setting, convergence in the (Skorokhod
SM1-type) pseudometric α∞. In essence, the answer is yes, however, this requires
“reasonable” path functions; see Lemma 2.20.

REMARK 2.11 (Restriction of time interval). It is trivial to see that uniform
convergence of paths on [0, T ] implies convergence on any subinterval of [0, T ],
while this fails for both Skorokhod J1 and (S)M1 metrics. The observation gener-
alizes to our setting and, in particular, the α∞ metric does not behave well under
restriction. Indeed, while for any (x, φ) ∈ D([0, T ],E) the jumps of x|[s,t] still
belong to J , so that (x|[s,t])φ is well defined, it does not hold that α∞(xn,x)→ 0
implies that α∞(xn|[s,t],x|[s,t])→ 0.

We now collect several useful definitions and lemmas concerning path func-
tions.

LEMMA 2.12. Let (x, φ) ∈D([0, T ],E) for which

(5) lim
n→∞ sup

s∈[0,1]
d
(
xtn−, φ(xtn−,xtn)s

)= 0,

where the limit is taken over some enumeration of jump times of x. Let (xk, φk)k≥1
be a sequence in D([0, T ],E) such that α∞(xk,x)→ 0. Then xk

t → xt for every
continuity point of x.

REMARK 2.13. Note that condition (5) is satisfied whenever φ is either end-
point continuous or (x, φ) has finite p-variation (see Definitions 2.14 and 2.17
below). In particular, since càdlàg paths are uniquely determined by their continu-
ity points, it follows from Lemma 2.12 that α∞ is a genuine metric on the space
Dp-var([0, T ],E) introduced in Definition 2.14.

PROOF. Suppose t is a continuity point of x. Then using (5) and the definition
of α∞, it holds that for every ε > 0 there exists δ > 0 such that for all k sufficiently
large and δk sufficiently small we have

sup
s∈[t−δ,t+δ]

d
(
xt ,

(
xk)φk,δk

s

)
< ε,

from which the conclusion follows. �
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DEFINITION 2.14. For p ≥ 1, we define the p-variation of (x, φ) ∈D([0, T ],
E) as ∥∥(x, φ)

∥∥
p-var;[0,T ] :=

∥∥xφ
∥∥
p-var;[0,T ]

and let Dp-var([0, T ],E) denote all (x, φ) ∈D([0, T ],E) of finite p-variation.
Moreover, a path function φ : J → C([0,1],E) is called p-approximating if

there exists a function ηp-var : [0,∞)→[1,∞) such that for all r ∈ [0,∞)

sup
(x,y)∈J ;d(x,y)≤r

∥∥φ(x, y)
∥∥
p-var;[0,1] ≤ ηp-var(r) d(x, y).

We say that ηp-var is a p-variation modulus of φ.

REMARK 2.15. Due to the invariance of p-variation norms under
reparametrizations, and our previous Remark 2.5, we see that there is no ambiguity
in the definition of ‖(x, φ)‖p-var;[0,T ] and that Dp-var([0, T ],E) is well defined.

The following lemma gives a simple criterion for a pair (x, φ) ∈ D([0, T ],E)

to have finite p-variation.

LEMMA 2.16 ([9] Lemma A.5). Let p ≥ 1 and set R = 1+ 2p + 3p−1. Then
for every (x, φ) ∈D([0, T ],E), it holds that

‖x‖p
p-var;[0,T ] ∨

(∑
t

∥∥φ(xt−,xt )
∥∥p
p-var;[0,1]

)
≤ ∥∥xφ

∥∥p
p-var;[0,T ]

≤R‖x‖p
p-var;[0,T ] +

(
R + 3p−1)∑

t

∥∥φ(xt−,xt )
∥∥p
p-var;[0,1],

where the summations are over the jump times of x.
In particular, if φ has a p-variation modulus ηp-var, then for all x ∈Dφ([0, T ],

E), ∥∥xφ
∥∥p
p-var;[0,T ] ≤

[
R + ηp-var(r)

p(
R+ 3p−1)]‖x‖p

p-var;[0,T ],

where r = supt∈[0,T ] d(xt−,xt ).

DEFINITION 2.17. A path function φ : J → C([0,1],E) is called endpoint
continuous if:

1. (x, x) ∈ J whenever (x, y) ∈ J ,
2. φ(x, x)≡ x for all (x, x) ∈ J , and
3. φ is continuous with C([0,1],E) equipped with the uniform topology.
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Moreover, we say that a function η∞ : [0,∞)→[0,∞) is a uniform modulus of φ

if η∞(r)≥ r for all r ≥ 0, limr→0 η∞(r)= η∞(0)= 0, and for all (x, y), (x̄, ȳ) ∈
J :

d∞;[0,1]
(
φ(x, y),φ(x̄, ȳ)

)≤ η∞
(
max

{
d(x, x̄), d(y, ȳ)

})
.

REMARK 2.18. In general, it is hard to find an explicit uniform modulus of
a path function (or even show that one exists). But evidently if φ is restricted to
J ∩ (K ×K) for a compact K ⊆E, then a uniform modulus exists whenever φ is
endpoint continuous.

EXAMPLE 2.19. Let φ be the log-linear path function on GN(Rd). Then
clearly φ is endpoint continuous and there exists a constant C ≥ 1 such that for
all p ≥N and x, y ∈GN(Rd),∥∥φ(x, y)

∥∥
p-var;[0,1] ≤ C d(x, y),

so that the constant C is a p-variation modulus of φ.

LEMMA 2.20. Suppose φ has a uniform modulus η∞. Then for all x, x̄ ∈
Dφ([0, T ],E), it holds that α∞(x, x̄)≤ η∞(σ∞(x, x̄)).

PROOF. Suppose there exists λ ∈ � such that |λ| < r and d∞(x, x̄ ◦ λ) < r .
Then for all δ > 0 sufficiently small there exists λδ ∈ � such that |λδ| < r and
d∞(xφ,δ, x̄φ,δ ◦ λδ) < η∞(r), and the conclusion follows. �

3. Canonical RDEs driven by general rough paths. To ease notation, we
assume throughout this section that all path spaces, unless otherwise stated, are
defined on the interval [0, T ] and take values in GN(Rd). For example, Dp-var

will be shorthand for Dp-var([0, T ],GN(Rd)).

3.1. Notion of solution. Following the notation of Section 2.2, let 1 ≤ p <

N + 1 and fix a family of vector fields V = (V1, . . . , Vd) in Lipγ+m−1(Re) for
some γ > p and m≥ 1. For x ∈Dp-var, we would like to solve the RDE

“dyt = V (yt ) dxt”.

Our notion of solution to this equation will depend on a path function φ defined on
a subset J ⊆GN(Rd)×GN(Rd) and, therefore, the fundamental input to an RDE
will be a pair (x, φ) ∈Dp-var.

DEFINITION 3.1 (Canonical RDE). Consider (x, φ) ∈ Dp-var and let ỹ ∈
Cp-var([0, T ],Re) be the solution to the continuous RDE

dỹt = V (ỹt ) dxφ
t , ỹ0 = y0 ∈Re.
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We define the solution y ∈Dp-var([0, T ],Re) to the canonical RDE

(6) dyt = V (yt ) � d(xt , φ), y0 ∈Re,

by y = ỹ ◦ τx [where τx is given by (2)].
In the particular case that φ is the log-linear path function from Example 2.4,

we denote the RDE simply by

dyt = V (yt ) � dxt , y0 ∈Re.

REMARK 3.2. While the continuous RDE solution ỹ clearly depends (up to
reparametrization) on the choice of representative (x, φ) ∈ Dp-var as well as the
choice of (rk), it is easy to see that y is independent of these choices, and is there-
fore well defined on Dp-var.

REMARK 3.3. Observe that every continuity point t of x is also a continuity
point τx, and is therefore also a continuity point of y.

REMARK 3.4. For the log-linear path function φ, the solution y agrees pre-
cisely with the solution to the rough canonical equation considered in [19], Defi-
nition 37, Theorem 38. Furthermore, we shall see in Section 4 that all semimartin-
gales admit a canonical lift to a càdlàg geometric p-rough path, and that, for the
log-linear path function, the solution y agrees with the Marcus solution of the as-
sociated SDE (see Proposition 4.16 below).

3.2. Skorokhod-type p-variation metric. We now introduce a metric αp-var on
Dp-var for which the RDE solution map is locally Lipschitz continuous. We first
define an auxiliary metric σp-var on Dp-var which is independent of any path func-
tion. Recall the inhomogeneous p-variation metric ρp-var from Section 2.2.

DEFINITION 3.5. For p ≥ 1 and x, x̄ ∈Dp-var, define

σp-var(x, x̄)= inf
λ∈�

max
{|λ|, ρp-var(x ◦ λ, x̄)

}
.

REMARK 3.6 (Topologies induced by σp-var and ρp-var). Note that σ1-var and
ρ1-var induce the same topology on C0,1-var. Indeed, it is sufficient to show that
ρ1-var(x,x ◦ λn)→ 0 for all x ∈ C0,1-var and |λn| → 0, which follows from writing
xt = ∫ t

0 ẋs ds and applying dominated convergence.
Furthermore, for p′ > p ≥ 1, σp′-var and ρp′-var induce the same topology on

Cp-var. Indeed, it again suffices to show that ρp′-var(x,x◦λn)→ 0 for all x ∈ Cp-var

and |λn| → 0, which follows from d∞;[0,T ](x,x ◦ λn)→ 0 and interpolation [20],
Lemma 8.16.

However, note that σ1-var and ρ1-var do not induce the same topology on
C1-var. This can be seen from the fact that C0,1-var is dense in C1-var under σ1-var
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[see Proposition 3.10 part (iii)], or from the following direct example: consider
the R-valued Cantor function xt = μ([0, t]), where μ is the Cantor distribu-
tion, and shifts xn

t = xt−αn (with xn
t = 0 for t ∈ [0, αn]), where αn ↓ 0. Clearly,

σ1-var(x,xn)≤ αn ∨ ‖x‖1-var;[0,αn] → 0. However, choosing αn irrational, one can
show that μ and μ(· − αn) are mutually singular measures (see, e.g., [13]), so that
ρ1-var(x,xn)= ‖xn‖1-var;[0,1] + ‖x‖1-var;[0,1] → 2.

We note that for the case 1 = N ≤ p < 2, the metric σp-var already appears
in the works of Simon [44] and Williams [46] where in particular a continuity
statement for RDE solutions in the Young regime appears in terms of σp-var (cf.
Remark 3.19).

A drawback of the metric σp-var is that the space of continuous rough paths
Cp-var is closed under σp-var. In particular, this implies that σp-var is unable to
describe situations in which continuous drivers approximate a discontinuous one
(e.g., the Wong–Zakai theorem in [31]). We are thus motivated to introduce the
following metric whose relation with σp-var is analogous to that of α∞ with σ∞.

DEFINITION 3.7. For (x, φ), (x̄, φ̄) ∈Dp-var, define the metric

(7) αp-var(x, x̄)= lim
δ→0

σp-var
(
xφ,δ, x̄φ̄,δ),

where xφ,δ is defined as at the start of Section 2.4.

REMARK 3.8. Note that the limit (7) exists, is independent of the choice of
series

∑∞
k=1 rk , and induces a well-defined metric on Dp-var, all of which follows

from the same argument as in Lemma 2.7 and Remark 2.13.

REMARK 3.9. In light of Remark 3.6, it may seem possible to define an equiv-
alent topology as that induced by αp-var (at least on C0,1-var) by replacing σp-var
by ρp-var in (4) for the definition of αp-var (and thus avoid introducing σp-var al-
together). However, one can readily check that doing so will induce a completely
different topology even on C0,1-var (in fact the same remark applies to replacing
σ∞ by d∞ when defining α∞ in Definition 2.8).

We record several basic properties of the metric space (Dp-var, αp-var). For a

path function φ, let D
0,p-var
φ = D

0,p-var
φ ([0, T ],GN(Rd)) denote the closure of

C0,1-var in the metric space (D
p-var
φ ,αp-var).

PROPOSITION 3.10. Let p ≥ 1 and φ a path function defined on a subset
J ⊆GN(Rd)×GN(Rd):

(i) The space (D
0,p-var
φ ,αp-var) is a separable metric space.

(ii) It holds that Cp-var is dense in (D
p-var
φ ,αp-var).
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(iii) It holds that D0,1-var
φ =D1-var

φ .

(iv) If p > 1, the closure of C0,1-var in (Cp-var, σp-var) is precisely C0,p-var. In

particular, D
0,p-var
φ � D

p-var
φ .

(v) For every p′ > p, D
p-var
φ � D

0,p′-var
φ .

PROOF. (i) Recall that (C0,1-var, ρp-var) is a separable space and, therefore, so
is (C0,1-var, σp-var) (see Remark 3.6). Since the metrics σp-var and αp-var coincide

on C0,1-var, it follows that D
0,p-var
φ is separable.

(ii) For every x ∈D
p-var
φ and δ > 0, it holds that xφ,δ ∈ Cp-var([0, T ],GN(Rd)).

One can readily see that limδ→0 αp-var(x,xφ,δ)= 0, from which the claim follows.
(iii) By point (ii), it suffices to show that C0,1-var is dense in C1-var under

σ1-var. This in turn follows from the fact that any x ∈ C1-var([s, t],GN(Rd)) can
be reparametrized to be in C1-Höl([s, t],GN(Rd)) ∼= L∞([s, t],Rd) (where the
isometry is via the weak derivative), and thus lies in C0,1-var([s, t],GN(Rd)) ∼=
L1([s, t],Rd).

(iv) Recall by Wiener’s characterization [20], Theorem 8.22 (which relies on
p > 1) that x ∈ C0,p-var if and only if

lim
δ→0

sup
|D|<δ

∑
ti∈D

‖x‖p
p-var;[ti ,ti+1] = 0.

As a consequence, for any λ ∈�, it holds that x ◦ λ ∈ C0,p-var if and only if x ∈
C0,p-var. Therefore, for any sequences (xn)n≥1 in C0,p-var and (λn)n≥1 in � for
which ρp-var(x,xn ◦λn)→ 0, it holds that x ∈C0,p-var, from which the conclusion
follows.

(v) Since Cp-var � C0,p′-var, the conclusion follows from (ii). �

We now record an interpolation estimate which will be helpful later. It turns out
to be simpler to state in terms of a homogeneous version of the distance αp-var. See
[20], Chapter 8, for the definition and basic properties of the metrics d0 and dp-var.
For (x, φ), (x̄, φ̄) ∈Dp-var we define

βp-var(x, x̄)= lim
δ→0

inf
λ∈�

|λ| ∨ dp-var
(
xφ,δ ◦ λ, x̄φ̄,δ)

as well as

α0(x, x̄)= lim
δ→0

inf
λ∈�

|λ| ∨ d0
(
xφ,δ ◦ λ, x̄φ̄,δ)

(which are well-defined metrics on Dp-var by the same argument as in Lemma 2.7
and Remark 2.13). Observe that the d0/d∞ estimate [20], Proposition 8.15, implies

α∞(x, x̄)≤ α0(x, x̄)≤ C max
{
α∞(x, x̄), α∞(x, x̄)1/N (∥∥xφ

∥∥∞ + ∥∥x̄φ̄
∥∥∞)1−1/N}

.
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Moreover, to move from βp-var to αp-var, it holds that the identity map

id : (Dp-var, βp-var)↔ (Dp-var, αp-var)

is Lipschitz on bounded sets in the → direction, and 1/N -Hölder on bounded sets
in the ← direction [20], Theorem 8.10.

Finally, the following result now follows directly from the usual interpolation
estimate for the homogeneous metric dp-var [20], Lemma 8.16.

LEMMA 3.11. Let 1≤ p < p′. For all (x, φ), (x̄, φ̄) ∈Dp-var it holds that

βp′-var(x, x̄)≤ (∥∥xφ
∥∥
p-var +

∥∥x̄φ̄
∥∥
p-var

)p′/p
α0(x, x̄)1−p′/p.

As a consequence, we obtain the following useful embedding result.

PROPOSITION 3.12. Let 1≤ p < p′ and φ a p-approximating, endpoint con-
tinuous path function defined on a subset J ⊂GN(Rd)×GN(Rd). Then the iden-
tity map

id : (Dp-var
φ , σ∞

)→ (
D

p-var
φ ,αp′-var

)
is uniformly continuous on sets of bounded p-variation.

PROOF. This is a combination of Remark 2.18 and Lemmas 2.16, 2.20 and
3.11. �

3.3. Continuity of the solution map. An advantage of the metric αp-var is it al-
lows us to directly carry over continuity statements about the classical (continuous)
RDE solution map to the discontinuous setting. Recall the RDE (6)

dyt = V (yt ) � d(xt , φ), y0 ∈Re,

which is well defined for any admissible pair (x, φ) ∈Dp-var.
Consider the driver-solution space E :=GN(Rd)×Re. Given that φ is defined

on J ⊂GN(Rd)×GN(Rd), we obtain a natural path function φ(V ) defined on the
following (necessarily strict) subset of E ×E:

W := {(
(x, y), (x̄, ȳ)

)|(x, x̄) ∈ J,π(V )

(
0, y;φ(x, x̄)

)
1 = ȳ

}
and which is given by

φ(V )

(
(x, y), (x̄, ȳ)

)
t =

(
φ(x, x̄)t , π(V )

(
0, y;φ(x, x̄)

)
t

)
,

where we recall π(V ) from Section 2.2 is the solution map for the (continuous)
RDE driven along V . Therefore, an admissible pair (x, φ) ∈ Dp-var yields an ad-
missible pair ((x, y),φ(V )) ∈ Dp-var([0, T ],E) as the solution to the RDE. The
following is now a consequence of Lyons’ classical rough path universal limit the-
orem.
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THEOREM 3.13 (Continuity of solution map). For vector fields V = (V1, . . . ,

Vd) in Lipγ+m−1(Re) with γ > p and m≥ 1, the solution map of the RDE (6)

Re × (
Dp-var, αp-var

)→ (
Dp-var([0, T ],E)

, αp-var
)
,(

y0, (x, φ)
) �→ (

(x, y),φ(V )

)
is locally Lipschitz. In particular,

(8) lim
n→∞

∣∣yn
0 − y0

∣∣+ αp-var
(
xn,x

)= 0

implies that

sup
n

∥∥yn
∥∥
p-var <∞ and lim

n→∞yn
t = yt for all continuity points t of x.

Furthermore, the flow map(
D

p-var
φ ,αp-var

)→Diffm
(
Re),

x �→Ux
T←0 ≡Uxφ

T←0

is uniformly continuous on sets of bounded p-variation (see Section 2.2 for the
definition of Uxφ

T←0).

REMARK 3.14. Note that one cannot replace Uxn

T←0 by Uxn

t←0 for any (fixed)
t ∈ [0, T ] in the final statement of Theorem 3.13. This is a manifestation of the fact
that αp-var does not behave well under restrictions to subintervals [0, t] ⊂ [0, T ]
(cf. Remark 2.11).

REMARK 3.15. Though we do not address this here, the Lipschitz constant
appearing in Theorem 3.13 can be made to depend explicitly on V and the p-
variation of xφ .

REMARK 3.16. Note that in the second statement of Theorem 3.13, one can-
not replace x by y in “for all continuity points t of x”. Note also that this type of
convergence is the one considered in the Wong–Zakai theorem of [31].

PROOF. The claim that the solution map is locally Lipschitz and that the asso-
ciated flows converge follows from the corresponding result for continuous rough
paths (see, e.g., [20], Theorem 10.26). To make this explicit, consider x with path
function φ and then z= (x, y) with path function φ(V ). Write also zδ = zφ(V ),δ and
xδ = xφ,δ . By definition,

αp-var(z1, z2)= lim
δ→0

inf
λ∈�

max
{|λ|, ρp-var

(
zδ

1 ◦ λ, zδ
2
)}

= lim
δ→0

inf
λ∈�

max
{|λ|, ρp-var

(
xδ

1 ◦ λ,xδ
2
)+ ∣∣yδ

1 ◦ λ− yδ
2
∣∣}.
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On the other hand, for i = 1,2, we have xδ
i = xφi,δ

i ∈ Cp-var. Write ỹi =
π(V )(0, yi,0,xδ

i ) for the unique RDE solution to dy = V (y)dxδ
i and note that

ỹi ≡ yδ
i , by the very definition of the path function φ(V ). Note also that

yδ
i ◦ λ≡ ỹi ◦ λ= π(V )

(
0, yi

0,xδ
i ◦ λ

)
for every time change λ ∈�. It is then a direct consequence of the (local Lipschitz)
continuity of the Itô–Lyons map, in the setting of continuous rough paths, that∣∣yδ

1 ◦ λ− yδ
2
∣∣
p-var;[0,T ] � ρp-var

(
xδ

1 ◦ λ,xδ
2
)+ |y1,0 − y2,0|.

As a consequence,

ρp-var
(
zδ

1 ◦ λ, zδ
2
)
� ρp-var

(
xδ

1 ◦ λ,xδ
2
)+ |y1,0 − y2,0|.

Finally, take limδ→0 infλ∈� max(|λ|, ·) on both sides to see that

αp-var(z1, z2) � αp-var(x1,x2)+ |y1,0 − y2,0|.
The claim of a.e. pointwise convergence follows from Lemma 2.12, while uniform
continuity of (x, φ) �→Ux

T←0 follows as above (cf. [20], Theorem 11.12). �

REMARK 3.17. An important feature of solutions to continuous RDEs
(6) is that they can be canonically treated as geometric p-rough paths y ∈
Cp-var([0, T ],GN(Re)), and the solution map (y0,x) �→ y remains locally Lip-
schitz for the metric ρp-var (see [20], Section 10.4). This allows one to use the
solution y as the driving signal in a secondary RDE

(9) dzt =W(zt ) dyt , z0 ∈Rn.

At least with the notion of canonical RDEs considered in this article, we cannot
expect this functorial nature to be completely preserved due to the fact that in
general no path function ψ can be defined on GN(Re) to capture the information
of how y traversed a jump (yt−,yt ) [which, in our context, clearly impacts the
solution of (9)].

However, at the cost of retaining the original driving signal x, we can readily
solve the secondary RDE (9). Indeed, for Lipγ vector fields V = (V1, . . . , Vd)

on Re and W = (W1, . . . ,We) on Rn, we consider the Lipγ vector fields U =
(U1, . . . ,Ud) on Re⊕Rn defined by Ui(y, z)= Vi(y)+∑e

k=1 Wk(z)Vi(y)k , where
Vi(y)k is the kth coordinate of Vi(y) ∈Re. Then the natural solution to (9) is given
by the larger RDE

(10) d(yt , zt )=U(yt , zt ) � d(xt , φ), (y0, z0) ∈Re ⊕Rn.

As a consistency check, one can readily see that, in the continuous setting, the
second component of the solution to (10) coincides with the solution zt of (9).

If we further assume that drivers converge in Skorokhod topology, then more
can be said about convergence of RDE solutions.
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PROPOSITION 3.18. Let notation be as in Theorem 3.13:

(i) Suppose that (8) holds and that limn→∞ xn = x in the Skorokhod topology.
Then limn→∞ yn = y in the Skorokhod topology.

(ii) Suppose that φ is an endpoint continuous, p-approximating path function
defined on (a subset of) GN(Rd)×GN(Rd). Then on sets of bounded p-variation,
the solution map

Re × (
D

p-var
φ , σ∞

)→ (
Dp-var([0, T ],Re), σ∞)

,

(y0,x) �→ y

is continuous.

PROOF. (i) By Theorem 3.13, it suffices to show that (yn)n≥1 is compact in
the Skorokhod space D([0, T ],Re). Recall that for a Polish space E, a subset
A⊂D([0, T ],E) is compact if and only if {yt |y ∈A, t ∈ [0, T ]} is compact and

lim
ε→0

sup
y∈A

ω′y(ε)= 0,

where

ω′y(ε) := inf|D|min>ε
max
ti∈D

sup
s,t∈[ti ,ti+1)

d(ys,yt ), |D|min :=min
ti∈D

|ti+1 − ti |;

see, for example, [4], Theorem 12.3. In particular, using that ‖xφ‖p-var < ∞
and applying the first inequality in Lemma 2.16 to x, we see that
limε→0 limδ→0 ω

p-var
xφ,δ (ε)= 0, where

ωp-var
y (ε) := inf|D|min>ε

max
ti∈D

‖y‖p-var;[ti ,ti+1).

It now follows from (8) that

lim
ε→0

sup
n

lim
δ→0

ω
p-var
(xn)φ

n,δ (ε)= 0,

from which we see that limε→0 supn ω
p-var
yn (ε) = 0. Since ω′y(ε) ≤ ω

p-var
y (ε), it

follows that (yn)n≥1 is compact in D([0, T ],Re) as required.
(ii) This follows directly from taking p < p′ < γ and applying (i) and Proposi-

tion 3.12. �

REMARK 3.19. We suspect that under suitable conditions on a fixed-path
function φ, the solution map D

p-var
φ → Dp-var([0, T ],Re) remains locally uni-

formly (or even Lipschitz) continuous in the classical p-variation metric ρp-var
defined by (1) (and thus trivially for the metric σp-var). However, there seems to be
no easy way to derive this as a consequence of our main Theorem 3.13. We suspect
that this could be done by carefully relating canonical with “Itô-type” noncanon-
ical RDEs (see [19], Definition 37), followed by a proper stability analysis of the
latter. The study of such noncanonical equations was recently carried out in [21].
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3.4. Young pairing and translation operator. In this section, we extend the
Young pairing SN(x, h) and rough path translation operator Th(x) to the càdlàg
setting.

Given a path (x,h) in Rd+d ′ (smooth), its canonical level-2 rough path lift is
given by ((x,h), (

∫
x ⊗ dx,

∫
x ⊗ dh,

∫
h⊗ dx,

∫
h⊗ dh)). This extends imme-

diately to a p-rough path x, for p ∈ (2,3), with
∫

x ⊗ dx replaced by the a priori
level-2 information x2. For h of finite q-variation with 1/p + 1/q > 1, all other
cross-integrals remain defined. This is the Young pairing of a p-rough path x with
a q-variation path h called S2(x, h). The mapping (x, h) �→ S2(x, h) is continuous,
and the general construction, for continuous (rough) paths, is found in [20], Sec-
tion 9.4. The important operation of translating rough paths in some h-direction,
formally

∫
(x + h) ⊗ d(x + h), can be algebraically formulated in terms of the

Young pairing and has found many applications [18].
We first illustrate the difficulty of continuously extending SN(x, h) and Th(x) to

càdlàg paths by showing that the addition map (x, h) �→ x+h is not continuous as
a map D1-var([0, T ],Rd) × D1-var([0, T ],Rd) → D([0, T ],Rd) where we equip
D1-var([0, T ],Rd) and D([0, T ],Rd) with α1-var and α∞, respectively [which is
reminiscent of the fact that D([0, T ],Rd) is not a topological vector space].

EXAMPLE 3.20. Consider the sequences (xn)n≥1, (hn)n≥1, and (h̄n)n≥1, of
continuous piecewise linear paths from [0,2] to R2, where xn is constant on [0,1−
1/n], moves linearly from 0 to e1 over [1−1/n,1] and remains constant on [1,2],
while hn and h̄n do the same, except from 0 to e2 and over the intervals [1 −
2/n,1− 1/n] and [1,1+ 1/n], respectively.

One can see that xn converges to (1{t≥1}e1, φ) in α1-var, and hn and h̄n both
converge to (1{t≥1}e2, φ) in α1-var, where φ is the linear path function on R2.
However, xn + hn converges to (1{t≥1}(e1 + e2), φ2,1) while xn + h̄n converges to
(1{t≥1}(e1 + e2), φ1,2) in α∞, where φi,j is the “Hoff” path function which moves
first in the ith coordinate, and then in the j th coordinate.

Note that the limiting path in the above example is unambiguously defined
[namely 1{t≥1}(e1+e2)] whereas the corresponding path function is not. In the fol-
lowing definition, we circumvent this problem by choosing a priori the (log-)linear
path function.

DEFINITION 3.21. Let p ≥ 1 and 1 ≤ q < 2 such that 1/p + 1/q > 1. For
integers d, d ′ ≥ 1, let φ and φ̄ be the log-linear path functions on GN(Rd+d ′) and
GN(Rd)×Rd ′ , respectively.

For x ∈Dp-var([0, T ],GN(Rd)) and h ∈Dq-var([0, T ],Rd ′), consider the con-
tinuous GN(Rd) × Rd ′ -valued path (x̂, ĥ) = (x, h)φ̄ . We define (SN(x, h),φ) ∈
Dp-var([0, T ],GN(Rd+d ′)) by

(11) SN(x, h)= SN(x̂, ĥ) ◦ τ(x,h),
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where we recall that τ(x,h) is defined by (2) for the càdlàg path (x, h). In the case
that d = d ′, we let φ̂ denote the log-linear path function on GN(Rd) and define
(Th(x), φ̂) ∈Dp-var([0, T ],GN(Rd)) by Th(x)= T

ĥ
(x̂) ◦ τ(x,h).

REMARK 3.22. Due to the choice of log-linear path function, note that x̂
and ĥ have finite p- and q-variation, respectively, so that SN(x̂, ĥ) and T

ĥ
(x̂)

are well defined as continuous rough paths. Moreover, we have the relation
Th(x)= plus(SN(x, h)) (see [20], Theorem 9.33).

We now record a simple result in the case N = 2 which will be helpful in the re-
mainder of the paper. Recall from Definition 2.2 that x ∈Dp-var([0, T ],G2(Rd)) is
called Marcus-like if log(
xt ) ∈Rd ⊕ {0} ⊂ g2(Rd), that is, x= exp(x,A) where
exp is taken in T 2(Rd) and At−,t = 0 for all t ∈ [0, T ].

PROPOSITION 3.23. Let notation be as in Definition 3.21. Suppose that x ∈
Dp-var([0, T ],G2(Rd)) is Marcus-like. Then for every h ∈ Dq-var([0, T ],Rd ′) it
holds that S2(x, h) is a weakly geometric Marcus-like p-rough path with the anti-
symmetric part of its second level determined for i ∈ {1, . . . , d} and i ′ ∈ {1, . . . , d ′}
by

(12) S2(x, h)
i,d+i′
s,t − S2(x, h)

d+i′,i
s,t =

∫
(s,t]

xi
s,u− ⊗ dhi′

u − hi′
s,u− ⊗ dxi

u,

where the integrals are well-defined Young integrals (all other components of the
anti-symmetric part are given canonically by x and h). Furthermore,

(13)
∥∥S2(x, h)φ

∥∥
p-var ∨

∥∥(Th(x)φ̂
∥∥
p-var �

∥∥(x, h)φ̄
∥∥
p-var � ‖x‖p-var + ‖h‖q-var.

PROOF. By definition of Z := (Z,Z) := S2(x, h) and the choice of log-linear
path functions, we see that Z is indeed Marcus-like. Observe that Z̃ := S2(x̂, ĥ)

satisfies the linear RDE in T N(Rd+d ′) driven by itself dZ̃t = Z̃t ⊗ dZ̃. It follows
by [19], Theorem 38, and the definition of τ(x,h) that Z satisfies the canonical rough
equation dZt = Zt ⊗�dZt (in the sense of [19], Definition 37), so that

Zt = Z0 +
∫ t

0
Zs− ⊗ dZs +

∑
0<s≤t

Zs− ⊗ exp(
Zs)−Zs− −Zs− ⊗
Zs

= 1
GN(Rd+d′ ) +

∫ t

0
Zs− ⊗ dZs +

∑
0<s≤t

1

2
(
Zs)

⊗2,

where we have used that Z is Marcus-like. In particular, the last term on the RHS
only contributes to the symmetric part of Z, so that (12) follows by identifying∫ t

0 Zs− ⊗ dZs in the appropriate components with well-defined Young integrals.
The inequality (13) follows from standard (continuous) rough path estimates [20],
Theorems 9.26, 9.33, along with the fact that x is Marcus-like (so that upon ap-
propriately restricting domains, we may assume φ, φ̄, and φ̂ are 1-approximating).

�
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4. General multidimensional semimartingales as rough paths.

4.1. Enhanced p-variation BDG inequality. The main result of this subsection
is the BDG inequality Theorem 4.7 for enhanced càdlàg local martingales. The
proof largely follows a classical argument found in [20, 36] with the exception of
Lemma 4.2 which constitutes our main novel input.

Let X be an Rd -valued semimartingale with X0 = 0 and (Rd)⊗2-valued bracket
[X]. Consider the g(2)(Rd)= so(Rd)-valued (“area”) process

(14) A
i,j
t = 1

2

∫ t

0
Xi

r− dXj
r −X

j
r− dXi

r

as an Itô integral, and the “Marcus lift” (terminology from [19]) of X to a G2(Rd)-
valued process given by

Xt := exp(Xt +At),

where exp is taken in the truncated tensor algebra T 2(Rd).
Note that, if X = Y +K where Y is (another) semimartingale (w.r.t. the same

filtration) and K is adapted, of bounded variation, then the respective Marcus lifts
of X and Y are precisely related by the translation operator; that is, X= TKY. This
can be seen by combining (12) with the fact that the second level of X is given
precisely by the Marcus canonical integral

∫
X ⊗ �dX; see [19], Proposition 16,

for details.
Recall that a function F : [0,∞)→[0,∞) is called moderate if it is continuous

and increasing, F(x) = 0 if and only if x = 0, and there exists c > 0 such that
F(2x)≤ cF (x) for all x > 0.

LEMMA 4.1 (Uniform enhanced BDG inequality). For any convex moderate
function F , there exist c,C > 0 such that for any Rd -valued local martingale X

cE
[
F

(∣∣[X]∞∣∣)]≤ E
[

sup
s,t≥0

F
(‖Xs,t‖2)]≤ CE

[
F

(∣∣[X]∞∣∣)].
PROOF. For a process M , denote M∗

t := sup0≤s≤t |Ms |. Following the proof
of [20], Theorem 14.8, it suffices to show that

E
[
F

(∣∣A∗∞
∣∣)]≤ c2E

[
F

(∣∣[X]∞∣∣)].
However, we have∣∣[A]∞∣∣1/2 ≤ c1

∣∣X∗∞
∣∣∣∣[X]∞∣∣1/2 ≤ c1

(∣∣X∗∞
∣∣2 + ∣∣[X]∞∣∣),

so one can apply the classical BDG inequality (e.g., [35], Theorem 2.1) to A and
F , and to X and F(| · |2), which is also a convex moderate function, to obtain

E
[
F

(∣∣A∗∞
∣∣)]≤ c2E

[
F

(∣∣[A]∞∣∣1/2)]
≤ c3E

[
F

(∣∣X∗∞
∣∣2)+ F

(∣∣[X]∞∣∣)]
≤ c4E

[
F

(∣∣[X]∞∣∣)]. �
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The following lemma is the crucial step in establishing finite p-variation of the
lift of a local martingale.

LEMMA 4.2 (Interpolation). For every 2 < q < p < r , there exists C =
C(p,q, r) such that for every Rd -valued local martingale X,

E
[‖X‖p

p-var
]≤ CE

[∣∣[X]∞∣∣q/2 + ∣∣[X]∞∣∣r/2]
.

PROOF. For δ > 0, define the increasing sequence of stopping times (τ δ
j )∞j=0

by τ δ
0 = 0 and for j ≥ 1,

τ δ
j = inf

{
t ≥ τ δ

j−1| sup
u,v∈[τb

j−1,t]
d(Xu,Xv) > δ

}
(where inf of the empty set is ∞). Define further ν(δ) := inf{j ≥ 0|τ δ

j =∞}− 1.
Observe that (cf. [9], page 10)

(15) ‖X‖p
p-var ≤

∞∑
k=−∞

2p(k+1)ν
(
2k).

Fix δ > 0 and denote τj := τ δ
j . For j = 0,1, . . . consider the sequence of local

martingales Y
j
t := X(τj+t)∧τj+1 − Xτj

. Denote by Yj
t the lift of Y

j
t , which coin-

cides with Xτj ,(τj+t)∧τj+1 .
It holds that

∞∑
j=0

[
Y j ]

∞ =
ν(δ)∑
j=0

[
Y j ]

∞ = [X]∞,

and moreover, sups,t≥0 ‖Yj
s,t‖ ≥ δ for all j = 0, . . . , ν(δ)−1. Thus by the uniform

enhanced BDG inequality (Lemma 4.1) with F = | · |α , α ≥ 1,

E
[∣∣[X]∞∣∣α]≥ E

[ ∞∑
j=0

∣∣[Y j ]
∞

∣∣α]
≥ cαE

[ ∞∑
j=0

sup
s,t≥0

∥∥Yj
s,t

∥∥2α

]
≥ cαδ2αE

[
ν(δ)

]
.

It follows that for 2≤ 2α < p

E

[∑
k≤0

2p(k+1)ν
(
2k)]≤ c−1

α E
[∣∣[X]∞∣∣α] ∑

k≤0

2p(k+1)−2αk ≤ C(α,p)E
[∣∣[X]∞∣∣α]

,

and likewise for 2β > p

E

[∑
k>0

2p(k+1)ν
(
2k)]≤ C(β,p)E

[∣∣[X]∞∣∣β]
.

Taking 2α = q and 2β = r , the conclusion follows from the estimate (15). �
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COROLLARY 4.3. For every Rd -valued semimartingale X, p > 2 and T > 0,
it holds that a.s.,

‖X‖p-var;[0,T ] <∞.

PROOF. Note that X can be decomposed into a process K of finite variation
and a local martingale L with jump sizes bounded by a positive constant (see,
e.g., [25], Proposition 4.17, page 42). Denoting by L the lift of L, it follows from a
localization argument and Lemma 4.2, that ‖L‖p-var;[0,T ] <∞ a.s. The conclusion
follows by observing that X= TK(L). �

LEMMA 4.4 (Chebyshev inequality). For all p > 2, there exists a constant
A > 0 such that for every Rd -valued local martingale X and λ > 0,

P
[‖X‖p-var > λ

]≤ A

λ2E
[∣∣[X]∞∣∣].

PROOF. This crucially uses that X has finite p-variation for every local mar-
tingale X, and follows in exactly the same manner as [36], Lemma 1, or [20],
Lemma 14.10. �

LEMMA 4.5 (Burkholder [6] Lemma 7.1). Suppose X and Y are nonnegative
random variables, F is a moderate function and β > 1 and δ, ε, γ, η > 0 such that
γ ε < 1,

F(βλ)≤ γF(λ), F
(
δ−1λ

)≤ ηF(λ) ∀λ > 0,

and

P[X > βλ,Y < δλ] ≤ εP[X > λ] ∀λ > 0.

Then

E
[
F(X)

]≤ γ η

1− γ ε
E

[
F(Y )

]
.

LEMMA 4.6. Let X be an Rd -valued local martingale and D an adapted,
nondecreasing process such that a.s., |
Xt | ≤ Dt− for all t ≥ 0. Then for every
moderate function F (not necessarily convex), there exists C = C(F) > 0 such
that

E
[
F

(‖X‖p-var
)]≤ CE

[
F

(∣∣[X]∞∣∣1/2 +D∞
)]

.

PROOF. We follow closely the proof of [36], Proposition 2, and [20], Theorem
14.12. Since X is Marcus-like, that is, log(
Xt ) ∈Rd , there exists a constant c > 0
such that for all t ≥ 0,

(16) ‖
Xt‖ = c|
Xt | ≤ c
∣∣[X]t ∣∣1/2

.
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Let δ > 0, β > cδ + 1, λ > 0, and define the stopping times:

T = inf
{
t ≥ 0|‖X‖p-var;[0,t] > βλ

}
,

S = inf
{
t ≥ 0|‖X‖p-var;[0,t] > λ

}
,

R = inf
{
t ≥ 0|Dt ∨

∣∣[X]t ∣∣1/2
> δλ

}
.

Define the local martingale Nt =X(t+S)∧R −XS∧R with lift N and note that

‖N‖p-var ≥ ‖X‖p-var;[0,R] − ‖X‖p-var;[0,R∧S].

On the event {T <∞,R =∞}, we have 
XS ≤DS− ≤ δλ, and so from (16)

‖N‖p-var ≥ βλ− λ− ‖
XS‖ ≥ (β − 1− cδ)λ.

By Lemma 4.4, it follows that

P[T <∞,R =∞] ≤ P
[‖N‖p-var > (β−cδ−1)λ

]≤ A

(β − cδ − 1)2λ2E
[∣∣[N ]∞∣∣].

On the event {S =∞}, it holds that N ≡ 0, whilst on {S <∞}, we have DR− ≤ δλ,
and thus ∣∣[N ]∞∣∣= ∣∣[X]R − [X]R∧S

∣∣≤ ∣∣[X]R−∣∣+ |
XR|2 ≤ 2δ2λ2.

It follows that

E
[∣∣[N ]∞∣∣]≤ 2δ2λ2P[S <∞],

and thus we have for all λ > 0,

P
[‖X‖p-var > βλ,D∞ ∨ [X]1/2∞ ≤ δλ

]≤ 2Aδ2

(β − cδ − 1)2P
[‖X‖p-var > λ

]
.

The conclusion now follows by applying Lemma 4.5. �

THEOREM 4.7 (p-variation rough path BDG). For every convex moderate
function F and p > 2, there exists c,C > 0 such that for every Rd -valued local
martingale X,

cE
[
F

(∣∣[X]∞∣∣1/2)]≤ E
[
F

(‖X‖p-var
)]≤ CE

[
F

(∣∣[X]∞∣∣1/2)]
.

PROOF. This again follows very closely the proof of [36], Proposition 2. We
may suppose E[|[X]∞|1/2]<∞ (otherwise all concerned quantities are infinite).
Let Dt := sup0≤s≤t |
Xt | and K1

t :=
∑

s≤t 
Xs1{|
Xs |≥2Ds−}. Note that K1 is of
integrable variation since∣∣K1∣∣

1-var ≤ 4D∞ ≤ 4
∣∣[X]∞∣∣1/2

,

so there exists a unique previsible process K2 such that K1 −K2 is a martingale
(K2 is the dual previsible projection of K1 [43], Theorem 21.4, and is a special
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case of the Doob–Meyer decomposition). Finally, define the martingale L :=X−
(K1 − K2); recall that X = (K1 − K2) + L is called the Davis decomposition
of X.

Observe that |
Lt | ≤ 4Dt−. Indeed, |
(L − K2)t | ≤ 2Dt− by construction,
and, if T is a stopping time, then either T is totally inaccessible, in which case

K2

T = 0 since K2 is previsible, or T is previsible, in which case |
K2
T | =

|E[
(K2 −L)T |FT−]| ≤ E[2DT−|FT−] = 2DT−, where F is the underlying fil-
tration (cf. [42], pages 80–81). Hence, by Lemma 4.6, we have

E
[
F

(‖L‖p-var
)]≤C1E

[
F

(∣∣[L]∞∣∣1/2 +D∞
)]

.

Since D∞ ≤ |[X]∞|1/2 and∣∣[L]∞∣∣1/2 ≤ ∣∣[X]∞∣∣1/2 + ∣∣[K]∞∣∣1/2 ≤ ∣∣[X]∞∣∣1/2 + |K|1-var,

we have

E
[
F

(‖L‖p-var
)]≤ C2E

[
F

(∣∣[X]∞∣∣1/2 + |K|1-var
)]

.

Furthermore, since F is convex, it follows from the Garsia–Neveu lemma (using
the argument provided by [36], page 306) that

E
[
F

(∣∣K2∣∣
1-var

)]≤C3E
[
F

(∣∣K1∣∣
1-var

)]
,

and thus

E
[
F

(|K|1-var
)]≤ C4E

[
F

(∣∣[X]∞∣∣1/2)]
.

Finally, as X= TK(L), we obtain

E
[
F

(‖X‖p-var
)]≤ C5E

[
F

(|K|1-var + ‖L‖p-var
)]≤C6E

[
F

(∣∣[X]∞∣∣1/2)]
. �

It was seen in [19], Theorem 20, that every (level M) càdlàg p-rough path X
admits a unique minimal jump extension X̄ as a level-N rough path, N ≥M . (This
generalizes Lyons’ fundamental extension theorem to the jump setting.) Moreover,
it is clear from the proof of [19], Theorem 20,

‖X̄‖p-var � ‖X‖p-var

(with a multiplicative constant that depends on N,M). Applied with M = 2 and
Marcus lift X = X(ω) of an Rd -valued local martingale, we obtain the following
form of the BDG inequality.

COROLLARY 4.8 (p-variation level-N rough path BDG). For every N ≥ 1,
convex moderate function F , and p > 2, there exists c,C > 0 such that for every
Rd -valued local martingale X,

cE
[
F

(∣∣[X]∞∣∣1/2)]≤ E
[
F

(‖X̄‖p-var
)]≤ CE

[
F

(∣∣[X]∞∣∣1/2)]
.
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This is a useful result in the study of expected signatures, which is, loosely
speaking, the study of E[X̄0,T ], with X̄0,T ∈GN(Rd)⊂ T N(Rd) and component-
wise expectation in the linear space T N(Rd). Since the norm of πm(X̄0,T ), the
projection to (Rd)⊗m, is bounded (up to a constant) by ‖X̄‖m

p-var;[0,T ], we see
that the very existence of the expected signature is guaranteed by the existence of
all moments of [X]0,T . In a Lévy setting with triplet (a, b,K), this clearly holds
whenever K(dy)1[|y|>1] has moments of all orders. One can also apply this with
a stopping time T = T (ω), for example, the exit time of Brownian motion from
a bounded domain. In either case, the expected signature is seen to exist (see also
[19], Part III, and [37] for more on this).

A motivation for the study of expected signatures comes from one of the main
results of [10], Section 6, which provides a solution to the moment problem for
(random) signatures, that is, determines conditions under which the sequence of
expectations (E[πmX̄0,T ])m≥0 uniquely determines the law of the full signature of
X̄ (see [19], Theorem 54, where the moment problem was discussed for the Lévy
case, and [7, 10] for other families of random geometric rough paths).

4.2. Convergence of semimartingales and the UCV condition. As an appli-
cation of the BDG inequality, we obtain a convergence criterion for lifted local
martingales in the rough path space (D

p-var
φ ([0, T ],G2(Rd)), αp-var) with a fixed

path function φ, which is the main result of this subsection.
We first recall the uniformly controlled variation (UCV) condition for a se-

quence of semimartingales (Xn)n≥1. For X ∈D([0, T ],Rd) and δ > 0, we define

Xδ
t =Xt −

∑
s≤t

(
1− δ/|
Xs |)+
Xs.

Note that X �→ Xδ is a continuous function on the Skorokhod space and
supt∈[0,T ] |
Xδ

t | ≤ 1 with 
Xδ
t =
Xt whenever |
Xt | ≤ δ.

DEFINITION 4.9 (UCV, [33] Definition 7.5). We say that a sequence of semi-
martingales (Xn)n≥1 satisfies UCV if there exists δ > 0 such that for all α > 0
there exist decompositions Xn,δ =Mn,δ +Kn,δ and stopping times τn,α such that
for all t ≥ 0,

sup
n≥1

P
[
τn,α ≤ α

]≤ 1

α
and sup

n≥1
E

[
Mn,δ]

t∧τn,α + ∣∣Kn,δ
∣∣
1-var;[0,t∧τn,α]]<∞.

Recall the following result of Kurtz–Protter [32], Theorem 2.2 (see also [33]
Theorem 7.10 and page 30).

THEOREM 4.10. Let X, (Xn)n≥1,H, (Hn)n≥1 be càdlàg adapted processes
(with respect to some filtrations Fn). Suppose (Hn,Xn)n≥1 converges in law
(resp., in probability) to (H,X) in the Skorokhod topology as n →∞, and that



446 I. CHEVYREV AND P. K. FRIZ

(Xn)n≥1 is a sequence of càdlàg semimartingales satisfying UCV. Then X is a
semimartingale (with respect to some filtration F ) and (Hn,Xn,

∫ ·
0 Hn

t− dXn
t ) con-

verge in law (resp., in probability) to (H,X,
∫ ·

0 Ht− dXt) in the Skorokhod topol-
ogy as n→∞.

We can now state the main result which allows us to pass from convergence in
the Skorokhod topology to convergence in rough path topology (see also Corollary
4.12).

THEOREM 4.11. Let (Xn)n≥1 be a sequence of semimartingales such that Xn

converges in law (resp., in probability) to a semimartingale X in the Skorokhod
topology. Suppose moreover that (Xn)n≥1 satisfies the UCV condition. Then the
lifted processes (Xn)n≥1 converge in law (resp., in probability) to the lifted pro-
cess X in the Skorokhod space D([0, T ],G2(Rd)). Moreover, for every p > 2,
(‖Xn‖p-var)n≥1 is a tight collection of real random variables.

PROOF. Since the stochastic area is given by the Itô integral (14), the conver-
gence in law (resp., in probability) of (Xn)n≥1 to X is an immediate consequence
of Theorem 4.10.

Let δ > 0 for which we can apply the UCV condition to (Xn)n≥1. We next
claim that (‖Xn,δ‖p-var;[0,T ])n≥1 is tight. Indeed, for ε > 0 choose α > T so that
1/α < ε/2. Let Xn,δ =Mn,δ+Kn,δ be the decomposition from the UCV condition
along with the stopping times τn,α . Then there exists C > 0 such that for all n≥ 1,

P
[∥∥Kn,δ

∥∥
1-var;[0,T ] > C

]≤ P
[
τn,α ≤ α

]+C−1E
[∥∥Kn,δ

∥∥
1-var;[0,T∧τn,δ]

]
< ε,

and

sup
n≥1

P
[∥∥Mn,δ

∥∥
p-var;[0,T ] > C

]≤ sup
n≥1

P
[
τn,α ≤ α

]+C−2E
[∥∥Mn,δ

∥∥2
p-var;[0,T∧τn,δ]

]
≤ sup

n≥1
P

[
τn,α ≤ α

]+C−2E
[∣∣[M]T∧τn,δ

∣∣] < ε,

where in the final line we used the enhanced BDG inequality Theorem 4.7. Us-
ing the fact that Xn,δ = TKn,δ (Mn,δ) proves that (‖Xn,δ‖p-var;[0,T ])n≥1 is tight as
claimed.

To conclude, observe that Xn = TLn(Xn,δ) where Ln :=Xn −Xn,δ is a process
of bounded variation for which∣∣Ln

∣∣
1-var;[0,T ] ≤

∑
|
Xn

t |>δ

∣∣
Xn
t

∣∣.
Since (Xn)n≥1 is tight and

∑
|
Xn

t |>δ |
Xn
t | is a continuous function of Xn (for

the Skorokhod topology), it follows that (‖Xn‖p-var;[0,T ])n≥1 is tight as required.
�



CANONICAL RDES AND SEMIMARTINGALES 447

COROLLARY 4.12. Follow the notation of Theorem 4.11. Let p > 2 and
φ an endpoint continuous, p-approximating path function defined on J ⊂
G2(Rd) × G2(Rd) such that X,Xn ∈ Dφ([0, T ],G2(Rd)) a.s. Then for every
p′ > p, (Xn,φ) → (X, φ) in law (resp., in probability) in the metric space

(D
p′-var
φ ([0, T ],G2(Rd)), αp′-var).

REMARK 4.13. As we shall see in Proposition 4.15, a simple way to apply
Corollary 4.12 is to assume that φ comes from the lift of a (left-invariant) path
function φ :Rd → Cq-var([0, T ],Rd) (denoted by the same symbol) which is end-
point continuous and q-approximating for some 1≤ q < 2 (so that a canonical lift
indeed exists), and does not create area, that is,

(17) logS2
(
φ(x)

)
0,1 = x ∈Rd ⊕ {0} ⊂ g2(

Rd)
.

Since X is Marcus-like, that is, log(
Xt ) ∈ Rd ⊕ {0}, it indeed follows that X ∈
Dφ([0, T ],G2(Rd)) so that Xφ is well defined (which corresponds to interpolating
the jumps of X using φ); the same of courses applies to Xn.

PROOF OF COROLLARY 4.12. Consider first the case of convergence in prob-
ability. By Theorem 4.11, (‖Xn‖p-var)n≥1 is tight, so for every ε > 0 we can find
R > 0 such that

sup
n≥1

P
[
max

{∥∥Xn
∥∥,‖X‖,∥∥Xn

∥∥
p-var,‖X‖p-var

}
> R

]≤ ε.

The conclusion now follows from Proposition 3.12. For the case of convergence in
law, the proof follows in a similar way upon applying the Skorokhod representation
theorem [27], Theorem 3.30, to the space D([0, T ],GN(Rd)) and the sequence
(Xn)n≥1. �

As an application of Corollary 4.12, along with the fact that piecewise constant
approximations satisfy UCV [32], Example 3.7, we obtain the following Wong–
Zakai-type result (which shall be substantially generalized in Section 4.4 using
different methods).

REMARK 4.14. The following result resembles the Wong–Zakai theorem
of [31], where it was shown that ODEs driven by approximations of the form
Xh

t = h−1 ∫ t
t−h Xs ds converge to an SDE of the Marcus type. Here, we are able to

complement [31] by showing this for the case of genuine piecewise linear (and a
variety of other) approximations. Moreover, the deterministic nature of our rough
path approach is able to handle anticipating initial data (see Remark 4.19).

PROPOSITION 4.15 (Wong–Zakai with no area). Let X be a semimartingale
with Marcus lift X, and let Dn ⊂ [0, T ] be a sequence of deterministic partitions
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such that |Dn| → 0. Let X[Dn] be the piecewise constant approximations of X

along the partition Dn, and let X[Dn] be their (Marcus) lifts.
Let φ : Rd → Cq-var([0,1],Rd) be an endpoint continuous, q-approximating

path function for some 1 ≤ q < 2 such that φ does not create area, that is, (17)
holds. By an abuse of notation, let φ : exp(Rd ⊕ {0}) → Cq-var([0,1],G2(Rd))

denote also the canonical lift of φ, treated as a path function defined on exp(Rd ⊕
{0})⊂G2(Rd):

(1) Consider the admissible pairs (X[Dn], φ) and (X, φ) in D([0, T ],G2(Rd)).
Then for every p > 2, αp-var(X[Dn],X)→ 0 in probability as n→∞.

(2) Let XDn,φ be the piecewise-φ interpolation of X along the partition Dn.
Let Ux

T←0 ∈ Diffm(Re) denote the flow associated to the RDE (6). Then UXDn,φ

T←0

converges in probability to UXφ

T←0 as n→∞ [as Diffm(Re)-valued random vari-
ables].

PROOF. (1) follows immediately from Corollary 4.12 and the fact that
(X[Dn])n≥1 satisfies UCV [32], Example 3.7.

For (2), note that, since φ does not create area, (X[Dn])φ coincides (up to
reparametrization) with the canonical lift of XDn,φ . The conclusion now follows
from (1) and Theorem 3.13. �

We now record a relation between canonical RDEs and Marcus SDEs.

PROPOSITION 4.16. Let X : [0, T ]→Rd be a semimartingale and X its Mar-
cus lift. Then for vector fields V = (V1, . . . , Vd) in Lipγ (Re) for some γ > 2, it
holds that the canonical RDE

(18) dYt = V (Yt ) � dXt , Y0 ∈Re

(i.e., the path function φ is the taken to be log-linear) coincides a.s. with the Mar-
cus SDE

dYt = V (Yt ) � dXt , Y0 ∈Re.

PROOF. Recall that, by definition, the Marcus SDE satisfies [31]

Yt = Y0 +
∫ t

0
V (Ys−) dXs + 1

2

∫ t

0
V ′V (Ys) d[X]cs

+ ∑
0<s≤t

{
eV 
Xs (Ys−)− Ys− − V (Ys−)
Xs

}
,

where eW (y) denotes the flow at time 1 along the vector field W from y, that is,
the solution at t = 1 to z0 = y, żt =W(zt ).
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Recall likewise that, by definition, the rough canonical equation (in the sense of
[19], Definition 37) satisfies

Yt = Y0 +
∫ t

0
V (Ys−) dXs

+ ∑
0<s≤t

{
eV 
Xs (Ys−)− Ys− − V (Ys−)
Xs − V ′V (Ys−)

1

2
(
Xs)

⊗2
}
,

which agrees with the solution to the canonical RDE (18) from Definition 3.1 (see
[19], Theorem 38; we point out that [31] and [19] are not restricted to the case of
finite activity). It remains to verify that a.s.∫ t

0
V (Ys−) dXs =

∫ t

0
V (Ys−) dXs

+ 1

2
V ′V (Ys) d[X]cs +

∑
0<s≤t

V ′V (Ys−)
1

2
(
Xs)

⊗2.

To this end, observe that∫ t

0
V (Ys−) dXs = lim|D|→0

∑
ti∈D

V (Yti−)Xti,ti+1 + V ′V (Yti−)X(2)
ti ,ti+1

,

where Xi,j
s,t =

∫ t
s Xi

s,u− dX
j
u + 1

2 [Xi,Xj ]cs,t + 1
2

∑
r∈(s,t]
Xi

r
X
j
r . It follows from

Lemma 4.35 that for a (deterministic) sequence of partitions with |Dn| → 0, we
have a.s.∫ t

0
V (Ys−) dXs = lim

n→∞
∑

ti∈Dn

V (Yti−) dXti,ti+1 +
1

2
V ′V (Yti−)[X]ti ,ti+1

+ ∑
r∈(ti ,ti+1]

V ′V (Yti−)
1

2
(
Xr)

⊗2

from which the conclusion readily follows. �

REMARK 4.17 (Marcus SDEs with piecewise constant driver). Observe that
a simple special case of Proposition 4.16 (which does not require any probabilistic
considerations) is a piecewise constant path X[D], which is constant between the
points of a partition D ⊂ [0, T ]. In this case, the solution to

dY = V (Y ) � dX[D], Y0 ∈Re,

agrees, for all t ∈D, with the ODE solution

dỸ = V (Ỹ ) dXD, Y0 ∈Re,

where XD is the piecewise linear path obtained from X[D] by connecting with a
straight line consecutive points X

[D]
tn � X

[D]
tn+1

for all tn ∈D.
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We are now ready to state the precise criterion for convergence in law (resp., in
probability) of Marcus SDEs which was advertised in the Introduction and which
is analogous to the same criterion for Itô SDEs [32], Theorem 5.4.

THEOREM 4.18. Let V = (V1, . . . , Vd) be a collection of Lipγ vector fields
on Re for some γ > 2. Let Y0, (Y

n
0 )n≥1 be a collection of (random) initial condi-

tions in Re and X, (Xn)n≥1 be a collection of semimartingales such that (Xn)n≥1
satisfies UCV and (Y n

0 ,Xn)→ (Y0,X) in law (resp., in probability) as n→∞ [as
Re ×D([0, T ],Rd)-valued random variables]. Then the solutions to the Marcus
SDEs

dYn
t = V

(
Yn

t

) � dXn
t , Y n

0 ∈Re,

converge in law (resp., in probability) as n →∞ (in the Skorokhod topology) to
the solution of the Marcus SDE

(19) dYt = V (Yt ) � dXt , Y0 ∈Re.

PROOF. This is an immediate consequence of Corollary 4.12, Proposition 4.16
and the deterministic continuity of the solution map [part (ii) of Proposition 3.18].

�

REMARK 4.19. We have not been explicit about filtrations, but of course,
every semimartingale Xn above is adapted to some filtration {Fn

t }t≥0. In the same
vain, as is standard in the context of SDEs, the initial datum Yn

0 is assumed to
be Fn

0 -measurable, so that (19) makes sense as a bona fide integral equation (as
recalled in the proof of Proposition 4.16).

Situations where Y 0
n is independent of the driving noise Xn are then imme-

diately handled. If, on the other hand, Y 0
n depends in some anticipating fashion

on the driving noise, then classical SDE theory (Marcus or Itô) breaks down and
ideas from anticipating stochastic calculus are necessary (such as composing the
stochastic flow with anticipating initial data; in the Marcus context this would be
possible thanks to [31], Theorem 3.4). Our (essentially deterministic) rough path
approach bypasses such problems entirely. We shall not pursue further application
of rough paths to “anticipating Marcus SDEs” here, but note that this could be
done analogously to [11].

4.3. Examples. We now give a list of examples to which Corollary 4.12,
Proposition 4.15 and Theorem 4.18 apply. The main criterion of application is
of course the UCV condition. For further examples of sequences of semimartin-
gales satisfying UCV, see [32], Section 3. We note that in the framework of Theo-
rem 4.18, the UCV condition cannot in general be omitted (but see Theorem 4.29
below) as seen, for example, in homogenization theory [15, 28, 34] and nonstan-
dard approximations to Brownian motion [16, 41].
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FIG. 4. Càdlàg path (blue) with piecewise constant approximation (red).

EXAMPLE 4.20 (Piecewise constant approximations). Let X be a càdlàg
semimartingale and X[Dk] be its piecewise constant approximation (see Figure 4)
along a sequence of deterministic partitions Dk ⊂ [0, T ] such that |Dk| → 0. Then
by Theorem 4.18, the solutions to

dY
[Dk]
t = V

(
Y
[Dk]
t

) � dX
[Dk]
t , Y

[Dk]
0 = y0 ∈Re

converge in probability (for the Skorokhod topology) to the solution of

dYt = V (Yt ) � dXt , Y0 = y0 ∈Re.

Moreover, if X is continuous, then Y [Dk] converges in probability for the uniform
topology on [0, T ] to Y (which is now also the solution to the Stratonovich SDE).

EXAMPLE 4.21 (Piecewise linear approximations). Let X be a càdlàg semi-
martingale and now let XDk be its piecewise linear (i.e., Wong–Zakai) approxima-
tion (see Figure 5) along a sequence of deterministic partitions Dk ⊂ [0, T ] such

FIG. 5. Càdlàg path (blue) with piecewise linear approximation (red, dashed).
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that |Dk| → 0. Consider the solutions to random ODEs

dY
Dk
t = V

(
Y
Dk
t

)
dX

Dk
t , Y

Dk

0 = y0 ∈Re,

and the Marcus SDE

dYt = V (Yt ) � dXt , Y0 = y0 ∈Re.

Then, by Proposition 4.15, it holds that Y
Dk

T → YT in probability.
Moreover, if X is continuous, then in light of the last part of Example 4.20 and

Remark 4.17, YDk converges in probability for the uniform topology on [0, T ] to Y

(which, we emphasize again, is now the solution to the Stratonovich SDE), which
agrees with the classical Wong–Zakai theorem for continuous semimartingales.

EXAMPLE 4.22 (Donsker approximations to Brownian motion). Consider an
Rd -valued random walk Xn with i.i.d. increments and finite second moments,
rescaled so that Xn → B in law. Here, we treat Xn as either piecewise constant
or interpolated using any sufficiently nice path function φ which does not create
area, that is, satisfies (17) (e.g., piecewise linear). Then (Xn)n≥1 satisfies UCV,
so by Corollary 4.12 we again have convergence of the Marcus SDEs (or random
ODEs in case of continuous interpolations)

dYn
t = V

(
Yn

t

) � dXn
t , Y0 = y0 ∈Re

in law for the uniform topology on [0, T ] to the Stratonovich limit

dYt = V (Yt ) ◦ dBt , Y0 = y0 ∈Re.

This is a special case of [9], Example 5.12 (see also Example 4.23) which improves
the main result of Breuillard et al. [5] in the sense that no additional moment as-
sumptions are required (highlighting a benefit of p-variation vs. Hölder topology).

EXAMPLE 4.23 (Null array approximations to Lévy processes). Generalizing
Example 4.22, consider a null array of Rd -valued random variables Xn1, . . . ,Xnn,
that is, limn→∞ supk E[|Xnk| ∧ 1] = 0, and, for every n ≥ 1, Xn1, . . . ,Xnn are
independent. Consider the associated random walk

Xn : [0,1]→Rd, Xn
t =


tn�∑
k=1

Xnk.

Suppose Xn → X in law for a Lévy process X (see [27], Theorem 13.28, for
necessary and sufficient conditions for this to occur), which in particular implies
that for some h > 0:

1.
∑n

k=1 E[Xnk1{|Xnk |<h}]→ bh,

2.
∑n

k=1 E[Xi
nkX

j
nk1{|Xnj |<h}]→ ah

i,j , and
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3.
∑n

k=1 E[f (Xnk)]→ ν(f ) for every f ∈Cb(R
d) which is identically zero on

a neighbourhood of zero,

where bh, ah, and ν are determined by the Lévy triplet of X (in particular ν is
the Lévy measure of X). As a consequence, it is immediate to verify that (Xn)n≥1
satisfies UCV. By Theorem 4.18, the solutions to

dYn
t = V

(
Yn

t

) � dXn
t , Y n

0 = y0 ∈Re,

converge in law (for the Skorokhod topology) to the solution of the Marcus SDE,

dYt = V (Yt ) � dXt , Y0 = y0 ∈Re.

If, once more, Xn are interpolated using any sufficiently nice path function φ

[which in particular does not create area (17)], an application of Corollary 4.12
implies that Yn

T (now solutions to random ODEs) converge in law to YT (now the
solution to the random RDE driven by Xφ). Note that if φ is allowed to create area
and Xn1, . . . ,Xnn are further assumed i.i.d. for every n≥ 1, then this is precisely
the case addressed in [9], Example 5.12 (though in this case one must consider a
non-Marcus lift of X similar to the upcoming Theorem 4.29).

EXAMPLE 4.24 (Martingale CLT). Let (Xn)n≥1 be a sequence of Rd -valued
càdlàg local martingales. Suppose that, as n→∞,

E
[

sup
t∈(0,T ]

∣∣
Xn
t

∣∣]→ 0,
[
Xn,Xn]

t → C(t) ∀t ∈ (0, T ],

where t �→ C(t) ∈ Rd×d is continuous and deterministic. Then Xn → X,
where X is a continuous Gaussian process with independent increments and
E[X(t)X(t)T ] = C(t) ([14], Theorem 1.4, page 339), and moreover the UCV
condition is satisfied ([33], page 26). Therefore, solutions to

dYn
t = V

(
Yn

t

) � dXn
t , Y n

0 = y0 ∈Re,

converge in law for the uniform topology on [0, T ] to the solution of the
Stratonovich SDE:

dYt = V (Yt ) ◦ dXt , Y0 = y0 ∈Re.

4.4. Wong–Zakai revisited. In this subsection, we significantly expand Propo-
sition 4.15 by showing convergence in probability of very general (area-creating)
interpolations of càdlàg semimartingales. If the interpolation creates area, we in
general no longer expect to converge to the Marcus lift of X (which is the rea-
son one cannot apply Proposition 4.15) and, therefore, we first modify the lift X
appropriately.



454 I. CHEVYREV AND P. K. FRIZ

Throughout the section, we fix a (left-invariant) q-approximating path function
φ : Rd → Cq-var([0,1],Rd) for some 1 ≤ q < 2 (which we take to be defined on
the entire space Rd only for simplicity). Consider the two maps

ψ :Rd →G2(
Rd)

,

a :Rd → g(2)(Rd)∼= so
(
Rd)

defined uniquely by

S2
(
φ(x)

)
0,1 =ψ(x)= exp

(
x + a(x)

)
(so that a(x) is the area generated by the path φ(x) : [0,1]→Rd ).

Let us also fix a càdlàg semimartingale X : [0, T ] → Rd and a sequence of
deterministic partitions Dk ⊂ [0, T ] such that limk→∞ |Dk| = 0. Consider the fol-
lowing assumption.

ASSUMPTION 4.25. There exists a càdlàg bounded variation process B :
[0, T ]→ g(2)(Rd) such that

sup
t∈[0,T ]

∣∣∣∣Bt −
∑

Dk tj≤t

a(Xtj −Xtj−1)

∣∣∣∣→ 0 in probability as k →∞.

Before stating the Wong–Zakai theorem, we give several examples of φ for
which Assumption 4.25 is satisfied.

EXAMPLE 4.26 (No area). If φ(x) does not create area for all x ∈Rd , so that
a ≡ 0 (e.g., when φ is the linear interpolation on Rd ), then evidently Assump-
tion 4.25 is satisfied with Bt ≡ 0.

EXAMPLE 4.27 (Hoff-type process). Suppose that Rd = R2, so that
g(2)(R2)∼= R. Let φ travel to (x, y) first linearly along the x-coordinate and then
linearly along the y-coordinate:

φ(x, y)t = 1{t∈[0,1/2]}2tx + 1{t∈(1/2,1]}
(
x + (2t − 1)y

)
.

See Figure 3. Then a(x, y)= 1
2xy, so that Assumption 4.25 is satisfied with Bt =

1
2 [X1,X2]t .

EXAMPLE 4.28 (Regular a). Suppose more generally that a is twice differen-
tiable at 0, so that by Lemma 4.31,

a(Xs,t )= 1

2
D2a(0)

(
X⊗2

s,t

)+ o
(|Xs,t |2)

.

We see in this case that Assumption 4.25 is satisfied with

Bt = 1

2

d∑
i,j=1

D2a(0)i,j
[
Xi,Xj ]c

t +
∑
s≤t

a(
Xs).
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For a partition D ⊂ [0, T ], let XD,φ be the piecewise-φ interpolation of X along
D, and XD,φ its canonical lift. The following is the main result of this subsection.

THEOREM 4.29 (Wong–Zakai). Suppose that Assumption 4.25 is satisfied.
Let X̄ : [0, T ]→G2(Rd) be the modified level-2 lift of X defined by

X̄ := exp(X+ Ā), Āt :=At +Bt,

where X= exp(X+A) is the Marcus lift of X. Suppose further that φ is endpoint
continuous:

(1) Consider the admissible pair (X̄, φ) ∈ D([0, T ],G2(Rd)). Then for every
p > 2, it holds that

αp-var
(
XDk,φ, X̄

)→ 0 in probability as k →∞.

(2) Let Ux
T←0 ∈ Diffm(Re) denote the flow associated to the RDE (6). Then

UXDk,φ

T←0 converges in probability to U X̄φ

T←0 [as a Diffm(Re)-valued random vari-
able].

REMARK 4.30. Note that the jumps of Bt must necessarily be of the form
a(
Xt). Hence 
X̄t ∈ ψ(Rd), so that indeed X̄ ∈Dφ([0, T ],G2(Rd)) and X̄φ is
well defined [this is an abuse of notation since φ is a path function on Rd , but
because φ(x) of finite q-variation, it can be canonically lifted to a path function
φ :ψ(Rd)→G2(Rd)].

For the proof of the theorem, we require several lemmas.

LEMMA 4.31. Let ηq-var be a q-variation modulus of φ (see Definition 2.14).
Then ∣∣a(x)

∣∣≤ ηq-var(r)|x|2 ∀r > 0,∀x ∈Rd s.t. |x| ≤ r.

PROOF. This is immediate from the property

|x| + ∣∣a(x)
∣∣1/2 ! ∥∥ψ(x)

∥∥≤ ∥∥φ(x)
∥∥
q-var;[0,1] ≤ ηq-var(r)|x|. �

The following lemma essentially involves no probability.

LEMMA 4.32. Suppose φ is endpoint continuous. Then for a.e. sample path
X̄ ∈D([0, T ],G2(Rd)), it holds that for all ε > 0 there exists r > 0, such that for
all partitions D ⊂ [0, T ] with |D|< r , there exists δ0 > 0, such that for all δ < δ0,
there exists λ ∈� such that

|λ|< 2|D|,
X̄tn = X̄φ,δ

λ(tn) ∀tn ∈D and

max
tn∈D

sup
t∈[tn,tn+1]

d
(
XD,φ

tn,t , X̄φ,δ
λ(tn),λ(t)

)
< ε.
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PROOF. Since X̄ is càdlàg, for every ε > 0 we can find r > 0 sufficiently small
and a partition P = (s0, . . . , sm) so that |si+1 − si |> 2r and

sup
u,v∈[si ,si+1)

‖X̄u,v‖< ε.

Then whenever |D| < r , for every tn ∈ D, there exists at most one si ∈ P such
that si ∈ [tn, tn+1]. Now using the fact that φ is q-approximating and endpoint
continuous, the claim readily follows. �

LEMMA 4.33. The family of real random variables (‖XD,φ‖p-var;[0,T ])D⊂[0,T ]
is tight.

REMARK 4.34. As the proof of Lemma 4.33 will reveal, the biggest difficulty
is overcome by the enhanced BDG inequality for càdlàg local martingales (Theo-
rem 4.7). We wish to emphasize that the lemma is even helpful in the context of
a rough paths proof of the Wong–Zakai theorem for continuous semimartingales
with piecewise linear interpolations (so that a ≡ 0), since an analogous tightness
result is still needed in this case and is nontrivial (cf. [20], Theorem 14.15).

We also mention that part (1) of Proposition 4.15 in particular shows that
(‖X[Dk]‖p-var)k≥1 is tight, which can significantly simply the proof of Lemma 4.33
[at least if one restricts attention to the family (‖XDk,φ‖p-var)k≥1]. However, we
give a direct proof of the general result here.

PROOF OF LEMMA 4.33. We can decompose X = L + K (nonuniquely)
where K is of bounded variation and L is a local martingale with jumps bounded
by some M > 0 (e.g., [25], Proposition 4.17, p. 42). Using the localizing sequence
τm = inf{t ∈ [0, T ]||Lt | + |Kt |> m}, we may further suppose that L is bounded.

For a partition D ⊂ [0, T ], consider the piecewise constant path X̃[D] : [0, T ]→
G2(Rd) which is constant on [tn, tn+1) and X̃[D]

tn = XD,φ
tn for every tn ∈ D.

Consider also the piecewise constant semimartingale X[D] which is constant on
[tn, tn+1) and X

[D]
tn =Xtn for every tn ∈D. Let X[D] be the (Marcus) lift of X[D].

By definition of a :Rd → g(2)(Rd), we have for all tn ∈D,

X̃[D]
tn =X[D]

tn ⊗ exp
( ∑
D tk≤tn

a(Xtk −Xtk−1)

)
.

It follows that∥∥X̃[D]∥∥p
p-var;[0,T ] ≤ C

(∥∥X[D]∥∥p
p-var;[0,T ] +

∥∥Y [D]∥∥p/2
p/2-var;[0,T ]

)
,

where Y
[D]
t =∑

D tn≤t a(Xtn −Xtn−1) ∈ g(2)(Rd).

Observe that XD,φ is a reparametrization of (X̃[D])φ (where we use the same
abuse of notation as in Remark 4.30), so in particular∥∥XD,φ

∥∥
p-var;[0,T ] =

∥∥(
X̃[D])φ∥∥

p-var;[0,T ].
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Moreover, defining the piecewise constant local martingale L[D], its lift L[D], and
the piecewise constant path of bounded variation K [D] in the same way as X[D],
we note that X[D] = TK [D](L[D]). Following Lemma 2.16, it suffices to show that
the families(∥∥Y [D]∥∥

p/2-var

)
D⊂[0,T ],

(∥∥L[D]∥∥
p-var

)
D⊂[0,T ],

(∥∥K [D]∥∥
1-var

)
D⊂[0,T ]

are tight. This in turn follows respectively from Lemma 4.31, the enhanced BDG
inequality Theorem 4.7 and the fact that ‖K [D]‖1-var ≤ ‖K‖1-var. �

PROOF OF THEOREM 4.29. Note that (2) follows directly from (1) and Theo-
rem 3.13. To show (1), note that ‖X̄‖p-var <∞ a.s. (by Corollary 4.3), so following
Lemma 4.33 and interpolation (Lemma 3.11), it suffices to show that

α∞
(
XDk,φ, X̄

)→ 0 in probability as k →∞.

Let Ā, Āφ,δ and ADk,φ denote the stochastic area of X̄, X̄φ,δ and XDk,φ , respec-
tively. We have for t ∈ [tn, tn+1] ⊂Dk ,

XDk,φ
t =ψ(X0,t1) · · ·ψ(Xtn−1,tn)S2

(
φ(Xtn,tn+1)

)
t−tn

tn+1−tn

,

and so by the Campbell–Baker–Hausdorff formula

A
Dk,φ
t =A

Dk,φ
tn,t +

n−1∑
j=0

a(Xtj ,tj+1)+
1

2

[
X0,tn,X

Dk,φ
tn,t

]+ 1

2

n−1∑
j=0

[X0,tj ,Xtj ,tj+1].

Likewise

Āt = Ātn,t +
n−1∑
j=0

Ātj ,tj+1 +
1

2
[X0,tn,Xtn,t ] + 1

2

n−1∑
j=0

[X0,tj ,Xtj ,tj+1].

Recalling further that Ātj ,tj+1 =Atj ,tj+1 +Btj ,tj+1 and X
Dk,φ
tn =Xtn , it follows that

for all tn ∈Dk ,

d
(
XDk,φ

tn , X̄tn

)! ∣∣∣∣∣
n−1∑
j=0

Atj ,tj+1 +Btj ,tj+1 − a(Xtj+1 −Xtj )

∣∣∣∣∣
1/2

.

Combining Lemma 4.32 with Assumption 4.25, we see that the proof is complete
once we show

max
tn∈Dk

∣∣∣∣∣
n−1∑
j=0

Atj ,tj+1

∣∣∣∣∣→ 0 in probability as k →∞,

which in turn follows from Lemma 4.35. �
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4.5. Appendix: Vanishing areas.

LEMMA 4.35. Let X : [0, T ]→Rd be a càdlàg semimartingale, Y : [0, T ]→
L((Rd)⊗2,R) a locally bounded previsible process, and (Dk)k≥1 a sequence
of deterministic partitions of [0, T ] such that limk→∞ |Dk| = 0. Define Xs,t :=∫ t
s (Xr− −Xs)⊗ dXr as Itô integrals. Then

max
tn∈Dk

∣∣∣∣∣
n−1∑
j=0

YtjXtj ,tj+1

∣∣∣∣∣→ 0 in probability as k →∞.

REMARK 4.36. In the case Y ≡ 1, observe that Lemma 4.35 is an immediate
consequence of the convergence in part (1) of Proposition 4.15 (where φ is taken
as the piecewise linear interpolation).

PROOF OF LEMMA 4.35. As in the proof of Lemma 4.33, we can decom-
pose X = L + K , where K is of bounded variation and L is a local martingale
with bounded jumps (e.g., [25], Proposition 4.17, page 42). Using the localizing
sequence,

τm = inf
{
t ∈ [0, T ]||Yt | + |Lt | + |Kt |> m

}
,

we may further suppose that Y and L are uniformly bounded and that X is bounded
on [0, τm) by m > 0 and is constant on [τm,T ]. We now write

Xs,t =
∫ t

s
(Xr− −Xs)(dLr + dKr).

For a fixed càdlàg sample path X, for every ε > 0 we can find r > 0 sufficiently
small and a partition P = (s0, . . . , sm) so that |si+1 − si |> r and

sup
u,v∈[si ,si+1)

|Xu,v|< ε.

Then whenever |D|< r/2, for every tn ∈D, there exists at most one si ∈ P such
that si ∈ [tn, tn+1].

Since K is a process of finite variation, if si ∈ [tn, tn+1] then∣∣∣∣∫ tn+1

tn

(Xs− −Xtn) dKs

∣∣∣∣≤ ε|K|1-var;[tn,si ] + 2m|K|1-var;[si ,tn+1],

and if no si ∈P is in [tn, tn+1], then the upper bound is ε|K|1-var;[tn,tn+1]. Denoting
by [tn, tn+1] the interval in Dk containing si ∈P , we then have∑
tn∈Dk

∣∣∣∣Ytn

∫ tn+1

tn

(Xs− −Xtn) dKs

∣∣∣∣≤ C|Y |∞
(
ε|K|1-var + 2m

∑
si∈P

|K|1-var;[si ,tn+1]
)
,



CANONICAL RDES AND SEMIMARTINGALES 459

from which it follows that the LHS converges to zero a.s. as k →∞. It remains to
show that

(20) max
tn∈Dk

∣∣∣∣∣
n−1∑
j=0

Ytj

∫ tj+1

tj

(Xs− −Xtn) dLs

∣∣∣∣∣→ 0

in probability as k →∞. By Itô isometry,

E

[(
Ytn

∫ t

tn

(Xs− −Xtn) dLs

)2]
≤ CE

[
|Ytn |2

∫ t

tn

|Xs− −Xtn |2 d
∣∣[L]s ∣∣].

As before, if si ∈ P is in [tn, tn+1], then∫ t

tn

|Xs− −Xtn |2 d
∣∣[L]s ∣∣≤ ε2∣∣[L]tn,si

∣∣+ (2m)2∣∣[L]si ,tn+1

∣∣,
and if no si ∈ P is in [tn, tn+1], then the upper bound is ε2[L]tn,tn+1 . Hence∑

tn∈Dk

|Ytn |2
∫ tn+1

tn

|Xs− −Xtn |2 d
∣∣[L]s ∣∣

≤C|Y |2∞
(
ε2∣∣[L]∞∣∣+ (2m)2

∑
si∈P

∣∣[L]si ,tn+1

∣∣),

from which it follows that the LHS converges to zero a.s. as k →∞. As L is
bounded (so in particular bounded in L2), we obtain by dominated convergence

E

[ ∑
tn∈Dk

(
Ytn

∫ tn+1

tn

(Xs− −Xtn) dLs

)2]

≤ CE

[ ∑
tn∈Dk

|Ytn |2
∫ tn+1

tn

|Xs− −Xtn |2 d
∣∣[L]s ∣∣]→ 0.

Finally, applying the classical BDG inequality to the discrete-time martingale
n∑

j=0

Ytj

∫ tj+1

tj

(Xs− −Xtn) dLs,

we see that (20) holds in L2, and thus in probability as desired. �

5. Beyond semimartingales. We have seen in the previous section that (gen-
eral) multi-dimensional semimartingales give rise to (càdlàg) geometric p-rough
paths. Marcus lifts of general semimartingales provide us with concrete and im-
portant examples of driving signals for canonical RDEs, providing a decisive and
long-awaited [47] rough path view on classical stochastic differential equations
with jumps. We now discuss several examples to which the theory of Section 3 can
be applied which fall outside the scope of classical semimartingale theory.
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5.1. Semimartingales perturbed by paths of finite q-variation. Keeping focus
on Rd -valued processes and their (canonical) lifts, we remark that any process
with a decomposition X = Y + B , where Y is a semimartingale and B is a pro-
cess with finite q-variation for some q < 2, admits a canonical Marcus lift given
by X = TB(Y). Note that due to the deterministic nature of the (Young) integrals
used to construct TB(Y), we require no adaptedness assumptions on B . We sum-
marize the existence of the lift in the following proposition, which is an immediate
consequence of Proposition 3.23.

PROPOSITION 5.1. Let 1≤ q < 2 and consider an Dq-var([0, T ],Rd)-valued
random variable B , and an Rd -valued semimartingale Y . Write AY for the area
of Y and define its Marcus lift Y = exp(Y + AY ). Then the process X := Y + B

admits a canonical lift, given by X = TBY, which is a Marcus-like geometric p-
rough path for any p > 2.

We mention that the class of paths with such a decomposition contains some
well-studied processes.

EXAMPLE 5.2 (PII). The important class of processes with independent in-
crements (PII) goes beyond semimartingale theory. In fact, every such process X

can be decomposed (nonuniquely) as X = Y + B , where Y is a PII and a semi-
martingale and B is a deterministic càdlàg path. Moreover, X is a semimartingale
if and only if B has finite variation on compacts. Provided that the process B has
finite q-variation for some q < 2, we immediately see that X admits a lift to a
(càdlàg) geometric p-rough path for any p > 2.

We note that there is a natural interest in differential equations driven by PIIs
(under the assumptions of Proposition 5.1, this is meaningful) since the resulting
(pathwise) solutions Z to canonical RDEs

dZ = V (Z) � dX

will be (time-inhomogeneous) Markov processes. A further study and charac-
terization of such processes seems desirable. [For instance, they may not be
nicely characterized by their generator. Consider the case V ≡ 1,X = B ∈
Cq-var([0, T ],R) \C1([0, T ],R) with q ∈ (1,2).]

5.2. Markovian and Gaussian càdlàg rough paths. One can use Dirichlet
forms to construct Markovian rough paths which are not lifts of semimartingales.
In the continuous setting, this has been developed in detail in [17]. Including a
nonlocal term in the Dirichlet form will allow to extend this construction to the
jump case, but we will not investigate this here. We also note that Gaussian càdlàg
rough paths can be constructed; as in the continuous theory, the key condition is
finite ρ-variation of the covariance (cf. [18], Section 10.2) but without assuming
its continuity.
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5.3. Group-valued processes. This point was already made in the context of
Lévy rough paths [9, 19], which substantially generalizes the notion of the Marcus
lift of an Rd -valued Lévy process (such processes, e.g., arise naturally as limits of
stochastic flows, see [9], Section 5.3.1). In the same spirit, one can define “gen-
uine semimartingale rough paths” as a GN(Rd)-valued process with local char-
acteristics modelled after Lévy (rough path) triplets. [Remark that the Lie group
GN(Rd) is, in particular, a differentiable manifold so that the theory of manifold-
valued semimartingales applies. The issue is to identify those which constitute
(geometric) rough paths, which can be done analyzing the local characteristics, as
was done in the Lévy case in the aforementioned papers. In the same spirit, the
aforementioned Dirichlet-form construction also extends to the group setting.]
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