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HOW TO INITIALIZE A SECOND CLASS PARTICLE?

BY MARTON BALAZS! AND ATTILA LASZLO NAGY
University of Bristol and Budapest University of Technology and Economics

We identify the ballistically and diffusively rescaled limit distribution of
the second class particle position in a wide range of asymmetric and sym-
metric interacting particle systems with established hydrodynamic behavior,
respectively (including zero-range, misanthrope and many other models). The
initial condition is a step profile, which in some classical cases of asym-
metric models, gives rise to a rarefaction fan scenario. We also point out a
model with nonconcave, nonconvex hydrodynamics, where the rescaled sec-
ond class particle distribution has both continuous and discrete counterparts.
The results follow from a substantial generalization of Ferrari and Kipnis’ ar-
guments (Ann. Inst. H. Poincaré 31 (1995) 143-154) for the totally asymmet-
ric simple exclusion process. The main novelty is the introduction of a signed
coupling measure as initial data, which nevertheless results in a proper proba-
bility initial distribution for the site of the second class particle and makes the
extension possible. We also reveal in full generality a very interesting invari-
ance property of the one-site marginal distribution of the process underneath
the second class particle which in particular proves the intrinsicality of our
choice for the initial distribution. Finally, we give a lower estimate on the
probability of survival of a second class particle—antiparticle pair.

1. Introduction. This paper studies the behavior of second class particles
in a wide class of one-dimensional attractive particle systems. The evolution of
such particles can be obtained by coupling two systems (of first class particles)
coordinate-wise in such a manner that their initial configurations only differ at
finitely many places. Second class particles interact with the underlying process
and perform highly nontrivial motion which is only partially understood in general.
In asymmetric models, they are known, in first order, to follow the characteristic
lines of the limiting hydrodynamic equation of the density. In three classical cases,
translation-invariant stationary, rarefaction fan and shock scenario, this results in
a law of large numbers with the characteristic velocity, a random admissible char-
acteristic velocity of the rarefaction fan and the speed of the shock, respectively.
These make the second class particle a relevant microscopic object that captures
macroscopic properties of the ambient system. Fluctuations show superdiffusive
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scaling for translation-invariant stationary, rarefaction fan, deterministic shock ini-
tial data and diffusive scaling for random shock initial data. Many of the previous
properties have been proven rigorously for the most-studied totally asymmetric
simple exclusion process (TASEP), and in some cases, for other processes as well.
However, they are conjectured to hold in a wide range of particle systems. Second
class particles in symmetric systems have not been much explored; in some simple
cases diffusive behavior is known.

We build on the seminal paper by Ferrari and Kipnis [18] which made use of a
translation argument to investigate the second class particle of the TASEP starting
from the rarefaction fan. Their argument compares a step initial product Bernoulli
distribution with its translated version and notices that the joint realization of these
two can be understood as a coupled initial distribution with possibly a second class
particle at the origin. This program crucially relied on the fact that the second class
particle of simple exclusion is a uniquely defined object as it can only conceive
by coupling a process of zero particles with one of one particle at the site of the
second class particle. When dealing with systems of more choices for one site
occupation numbers, the second class particle stops being a uniquely determined
object. Stochastic domination of the natural measures associated with attractive
models still holds but the actual realization of a coupled pair has some details to
fix besides its marginals. In particular, it is not clear whether two models with
slightly different densities can be coupled using zero or one second class particles
per site only, or more than one of them on a site have to be assumed with positive
probability. Actually, this latter is the case for popular stationary distributions as
the ones of Geometric or Poisson marginals (e.g., for zero-range processes).

First, we build up a natural initial distribution ([LQ’A) for the second class par-
ticle in step initial configurations (with different densities ¢ 7 A on the left and
right) which allows for an extension of Ferrari and Kipnis’ arguments. Our con-
struction works even when coupling with zero or one second class particles only
fails. This is where the main novelty of the paper lies: to force zero or one sec-
ond class particles with the correct one-site marginals for the coupled pair, one
has to introduce negative weights in the coupling measure. As it turns out, neg-
ative weights only belong to configurations without a second class particle, and
this nonphysical coupling measure always assigns positive weights to states with
a second class particle. By normalizing on these states only, the proper probability
distribution ;19’)‘ a.s. has then the second class particle, which will also turn out to
be canonical in many sense.

Under the initial distribution fLQ’A, we connect the displacement of the second
class particle to easier quantities of the ambient system. Using recent results of
hydrodynamics, we can then proceed to prove limit distribution results on the
rescaled position of the second class particle. Both asymmetric and symmetric
systems are handled under the natural scaling that fits the respective scenario. The
limit distributions then relate to the solution of the hydrodynamic equation with
step initial condition. There are two particular and interesting instances, to the best



INITIALIZE A 2ND CLASS PARTICLE 3537

of our knowledge not much explored in the literature, of second class particle-
behavior:

1. in asymmetric models with nonconcave and nonconvex hydrodynamic flux,
shocks and rarefaction fans can coexist and the limit distribution of the sec-
ond class particle reflects this fact by developing both continuous and discrete
components at the same time; and

2. central limit theorem for the second class particle is pointed out in a symmetric
system where, as opposed to simple symmetric exclusion, it is not a simple
random walker.

As a by-product of our arguments, we are able to relate the one-site marginal of
the first class particles at the site of the second class particle to the distribution of
a model without the second class particle. Under certain initial distributions, this
results in a time-stationary one-site marginal—a quite unexpected result. Finally,
we push the arguments, in line with [18], to give a lower estimate on the survival
probability of a second class particle-antiparticle pair in general models.

Earlier results. A review and several open problems appeared in [16, 23] many
of which are completely solved by the present paper. A law of large numbers for
the position of the second class particle of exclusion and zero range processes with
shock initial condition was obtained by Rezakhanlou [32]. Note that his initial
setup of the second class particle slightly differs from ours. As described above,
in case of the rarefaction fan (and for the TASEP) the first and fundamental paper
was [18]. Mountford and Guiol [29] then sharpened [18] by proving that the con-
vergence takes place almost surely. Recently, Gongalves has translated the results
of [18] for the totally asymmetric constant rate zero-range process in [22] via a
direct coupling between exclusion and zero-range. Ferrari, Gongalves and Martin
[17] have very elegant arguments on collision probabilities in exclusion processes.
Many results on the behavior of the second class particle in the TASEP have been
reproven by Ferrari and Pimentel [20] and by Ferrari, Martin and Pimentel [19],
translating the problem into one of competition interfaces in last passage percola-
tion. Cator and Dobrynin [13] have studied Hammersley’s process in continuous
space in which limit theorems were obtained for the second class particle start-
ing from the rarefaction fan. Romik and Sniady [33] pointed out an elegant al-
gebraic connection between the motion of second class particles in a variant of
the TASEP and an evolution, so-called “jeu de taquin,” defined on infinite Young
tableaux through which the distributional limit was proved. TASEP equipped with
higher order particles (like third, fourth, etc. class particles), known as the multi-
type TASEP, was investigated in [1] by Amir, Angel and Valké, where the joint
distribution of the speeds of higher order particles were also identified. This in
particular includes collision probabilities and the formation of convoys. Analytic
formulae were obtained by Tracy and Widom [37] for the second class particle
starting from the rarefaction fan of the ASEP.
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Organization of the paper. 'We start with discussing initial distributions in Sec-
tion 2.1 which form a crucially important part of our arguments. We then proceed
with describing the dynamics in Section 2.2 with additional requirements in Sec-
tion 5. The second class particle, our main object, is introduced in Section 2.3. We
early on state the main results of this paper in Section 3 for which the precise hy-
drodynamic statements we need are postponed to Section 6 due to organizational
purposes. Remarks on the initial distribution (Section 4.1), the fundamental iden-
tity behind our results (Section 4.2), and a theorem on the background distribution
of the site of the second class particle (Section 4.3) are also slightly postponed.
We outline and discuss several examples of models in Section 7. Proofs follow in
Section 8.

2. Models.

2.1. State space and initial distribution. The model class we investigate origi-
nates in the work of Cocozza-Thivent [14], extensions and several examples we
cover first appeared in the papers [6, 36]. We consider general, nearest neigh-
bor stochastic interacting particle systems @ := (@(¢));>0 = ((w; (t))iez)s>0 on the
configuration space €2 := 7% with T = {o™in P I AT L oM C Z
such that —oco < MM < M < 400, In particular, Z can as well be an infinite
subset of Z. The quantity w; (¢) denotes the number of (signed) first class particles
sitting at the ith lattice point at time ¢ € R(J)r . We adopt this interpretation even if
w; (1) happens to be negative.

Our main object of investigation is the second class particle which comes up
from couplings of systems of first class particles. In particular, it lives in the space
Q x , so before describing the dynamics of the above systems the appropriate
choice of the initial measure on 2 x 2 will be discussed. This measure to be
defined later turns out to be canonical and is indeed one of the crucial points of
this paper.

We start with a general assumption on one-site marginals which will be the basis
of building product initial distributions of configurations in €2 and of coupled pairs
of configurations in 2 x €.

ASSUMPTION 1. Let v := (v9),ep be a family of probability measures on Z,
where D is a bounded subset of [0™", »w™*] that satisfies the following properties:

e it is parametrized by its mean, that is, 0 = > yc7y - v¢({y}) holds for every
o0 € D;and

e for each o > A, where g, A € D, the measure v stochastically dominates v*,
that is, v*({z : 2 < y}) > v9({z : 7 < y}) holds for every y € .

This assumption is very mild, for example, any deterministic marginals of the
form v9(x) = 1{x = o} satisfy it witha o € D := [0™", ™ ]NZ. We will present
amore general set of measures in Section 5 that also satisfies the above assumption.
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In the sequel, we will refer to D as the ser of densities. With o, A € D, we define
the product distribution

0 400
€)) o2 = ® v9®®vk
i=—o00 i=1

on 2. Whenever o # A, this will be called the microscopic Riemannian density
profile or simply the step initial condition.

Next, we turn to special distributions on 2 x Q. Fix two densities o > A of D
and we define the measure $¢* on Z x 7 as

(W ({z:z<y)) —v8(fz:z2 <) -Lx =y + 1},

1
@ =
o—AX
where x, y € Z. It is an easy exercise to check that this indeed defines a probability
distribution. We will comment on its origin later in Section 4.1. Notice that wg =
1o + 1 holds D@*-a.s. for its two marginals. By a slight abuse of notation, we also
set

(3) v2e(x,y):=1°(x)-L{x =y}, and V"*(x,y):=v"(x) L{x =y}

as diagonal measures on Z x Z. We can now define the initial probability distribu-
tion as a site-wise product coupling measure on the space 2 x :

-1 00
4) et = ® 120 @ Pt @ ® pht,

i=—00 i=1
Later, we will start a coupled pair of systems of first class particles under the initial
distribution 2%*, and we denote the associated probability and expectation by P
and E, respectively. Though the precise notion of the second class particle will be

defined in Section 2.3, here we notice in advance that P a.s. has a second class
particle that initially starts from the origin.

2.2. Dynamics of the models. A continuous time Markov jump dynamics is
attached on top of the configuration space 2 that allows the particles to execute
right as well as left jumps with respective instantaneous rates p and g. Formally,
with the Kronecker symbol (8;) j = 1{i = j} (1{-} stands for the indicator function
throughout the article), the transitions are of the form

p(wi,wit1) q(w;,wi11)
> —_—

)
where p,qg : Z x T — ]Rar are given deterministic functions. Conditioned on a
given configuration, the above steps take place independently for each i € Z with
the above respective rates. Throughout the article, we assume nondegeneracy for
the rates, that is, for every i € Z: p(w;, i+1) > 0 [q(®;, i+1) > 0] if and only if

o™ < w; and w; 4] < @™ (™" < w41 and w; < @™¥). This also makes sure

®— 68 +8i+1 € 2; ®+ 68 —8i+1 €2,



3540 M. BALAZS AND A. L. NAGY

that the process a.s. keeps the state space 2. Sometimes we will let one of the left
or right jump rates be zero (totally asymmetric case).

Now, the (formal) infinitesimal generator G of our Markov process acts on a
cylinder function ¢ : Q — R (one that depends only on a finite number of coordi-
nates of @ € Q) as

G) (@)=Y pwj, 0jt1) (p(@—3;+8;4+1) — p(®))
JjeZ

+Y qj, 0j1) - (P@+8; —8;+1) — p(@)).
JjEeZ

(6)

If p and ¢ are bounded functions on Z2, then the above Markov process can be
constructed on €2 in an appropriate manner having generator G (see [28], Chap-
ter 1). In other cases, existence of the dynamics can only be established by posing
further (growth) conditions on the rates (see [2, 10] and further references therein).
Within the scope of this article, we do not intend to deal with this issue in general,
though we will discuss some models with unbounded rates in Section 7. From now
on, we assume that the processes can be constructed with appropriate initial data in
2 with the above dynamics. In the next subsection, we introduce the attractiveness
assumption which will further tighten the model class.

2.3. Second class particles. Pick two configurations @ and 5 both in Q2 align-
ing them coordinate-wise. Then one can define the number n; = |w; — n;| and
the sign s; = 1{w; — n; > 0} — 1{w; — n; < 0} of signed second class particles at
position i € Z in the configuration pair (@, 7). In particular, if

(7 w=n+8  (w=n—20),

then we say that a single positive (negative) second class particle is placed at the
origin in (@, n). To allow second class particles evolve in time, we use the basic,
“particle-to-particle,” coupling, that is, for each time ¢ > 0 and lattice point i € Z,
a hop to the right can occur in both systems:

(@,7) — (@—08; +iy1,n— 3 +8i41) €2 x Q

with rate min(p(w;, wi+1), p(Mi, ni+1)); while “compensating” right jumps occur
according to the following rules with respective rates:

‘ (@—68; +diy1,m) ‘ (@, — 36 +68i+1)

@, | (p(wi, wi41) = p(i, niv D)™ | (p(@i, wit1) = p(i, Mit1)) ™

Here, (-)* and (-)~ denote the positive and negative part function, respectively.
The coupling tables for the left jumps can be obtained analogously. Note that a
second class particle can hop only if a compensating step occurs. Also notice that
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under the basic coupling the marginal processes, that is, (@(f));>0 and (9(¢))s>0,
follow the same stochastic evolution rules (5). Now, recall the following notion
from [28], Definition 2.3, page 72.

DEFINITION 1 (Attractiveness). We say that the dynamics defined by the in-
finitesimal generator G of (6) is attractive, if the initial dominance 7(0) < w(0)
implies the one 5(¢) < @(¢) for all times ¢ > 0 under the basic coupling.

From now on, we will always assume that the processes we consider are at-
tractive. It is not hard to see that this is equivalent to saying that the rate p (q) is
monotone nondecreasing (nonincreasing) in its first and monotone nonincreasing
(nondecreasing) in its second variable.

In attractive processes, the above basic coupling tables reveal some extra prop-
erties for the second class particles. In particular, having initial configurations as
in (7), a.s. there will always be a single second class particle in the system, the
position of which will be denoted by Q(¢) at time ¢. More generally, one can see
that the total number ) j€Z|a) HOEEHOIEDY jezj of (positive and negative)
second class particles is nonincreasing in time.

3. Main results. The results below heavily rely on the hydrodynamic descrip-
tion of particle systems. For the time being, we skip the rather technical details of
hydrodynamic limit theory. We refer to Sections 6.1 and 6.2 which are devoted
to the precise definitions and statements on hydrodynamics where all the missing
elements are fully expounded. Our first two results concern the limit distribution
of the position of the second class particle.

THEOREM 1 (Speed of the second class particle in asymmetric models). Sup-
pose Assumption 1. Then start a second class particle at the origin from the product
coupling measure 19" (0 # 1) [see (4)], where the underlying model of first class
particles @ can either be:

e any attractive process with bounded one site occupation numbers (—o0 <
o™ wMX < 400) and we have no further assumptions on the measure v; or

e a misanthrope process with bounded rate functions (but not necessarily bounded
occupations). In this case, v is restricted to be a stationary marginal.

Then we have the limit

8) lim

N—o00

A Nt — t
P{Q( ) Sx}_g u(x, )
N o—AX
for every x € R that is a continuity point of u(-, t), where u € R x Rg’ is the unique

entropy solution of the conservation law d;u + 0, G (u) = 0 with step initial datum
u(0,x) =p01{x <0} + A 1{x > 0} and hydrodynamic flux function G.
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Next, we have a couple of comments. First, we underline that for systems with
bounded occupation numbers the limit (8) holds for any choice of marginal distri-
bution v satisfying Assumption 1. On the other hand, we note that the misanthrope
family of processes forms a large and important part of attractive particle systems.
The rate functions of these satisfy further combinatorial identities which enable
one to give a full description of the translation invariant stationary distributions.
The corresponding results will be recapitulated in Section 5 (see Theorem 6).

The hydrodynamic flux G [which will be defined later in (20) in Section 6]
roughly speaking describes the average signed rate of jumping particles across a
bond in stationarity. In some models, strict concavity or convexity of G has been
established and it is then well understood that the Riemann (or step) initial con-
dition (o 1{x < 0} + A 1{x > 0}) develops shock or rarefaction fan solutions de-
pending on the order of ¢ and A and on concavity or convexity of G. In a shock,
the limiting probability (8) is of 0—1 form which means convergence of the scaled
second class particle position to the deterministic velocity of the shock. In a rar-
efaction fan, we have convergence to a random velocity. This randomness is uni-
form for the totally asymmetric simple exclusion process, as u is a linear function
of its first—spatial—argument which has been first observed by Ferrari and Kipnis
[18], but this distribution might vary with other models. We highlight that there are
attractive models with product-form stationary distributions but with nonconcave,
nonconvex hydrodynamic fluxes. In the associated conservation laws coexistence
of shocks and rarefaction fans is possible, in which cases our result shows that the
limit distribution of the velocity of the second class particle is mixed with a discrete
mass and a continuous counterpart (see, e.g., the 2-type model of Section 7).

Our arguments are general enough to include symmetric models as well which
have interesting consequences for the second class particle in this case. The analo-
gous result follows, and we will illustrate its significance with the symmetric zero
range processes at the end of Section 7. See the definition of a gradient process
and the related quantity d in Section 6.2.

THEOREM 2 (Speed of the second class particle in symmetric models). ~ Sup-
pose —o0 < ™", Assumption 1 and let @ be a symmetric gradient process which
is attractive. Then we have the limit

9) lim 13{ Q%) §x} %(i’t)

N—oo

for every continuity point x € R of u(-, t) provided that Ege.c @y(t)* < +00 holds
foreveryt >0, whereu € R x ]RS' is the unique weak solution to the parabolic par-
tial differential equation o;u = %Ad(u) with step initial datum u(0,x) = o 1{x <
0} + A 1{x > O} and diffusivity coefficient d.

Symmetric gradient processes and their hydrodynamic properties (diffusivity)
will be rigorously discussed in Section 6.2.
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Finally, we focus on the interaction of two second class particles of opposite
charges dropped into the system initially. Denote by A/(r) the total number of
second class particles present in the system at time ¢. For the long-time behavior
of A/ we have the following result.

THEOREM 3 (Collision probability of second class particles). Assume that
o™ and @™ are finite numbers. Let (@, 1) be any pair of attractive systems

starting from the deterministic initial configurations
&o =1l — 80 + 81, g = 0™ 1{i <0} + ™" 1{i > 0}
and evolving according to the basic coupling. Then
G(1)
p (max, a)min)

where G(1) = limsupy_, o Ej, [p(70o(N), 11(N)) — q(flo(N), 11(N))], while P
denotes the associated probability of (&(t), §(1));>0-

In particular, if the dynamics is totally asymmetric (g = 0) then Co > 0 holds.
On the other hand, considering one of the misanthrope processes (described by
Theorem 6) we have G(1) = G(u(0, 1)) provided that 0 is a continuity point of
u(-, 1), where G is the hydrodynamic flux [defined in (20)] and u is the unique
entropy solution to d;u + 9, G(u) = 0 with step initial datum (0™ 1{x < 0} +
o™ 1{x > 0}).

(10) P{N(t) =2 forallt >0} > =: Co,

The previous assertion tells that two second class particles of distinct charges
initially placed at lattice points O and 1 will never meet with positive probability
provided that the constant C of (10) is positive. For the asymmetric simple exclu-
sion process with Z = {0, 1} and rate functions p(w;, wi+1) = p - w; - (1 — wj41)
and g (w;j, wi+1) =1 — p) - wi+1 - (1 —w;) (i € Z), where p € (%, 1], we recover
the result [18], Theorem 2, if p = 1. Indeed, we know exactly from [17], Theorem
2.3, that for each p € (%, 1]

2p—1
3p
for which (10), Cg being %, gives a nonsharp lower bound. Formula (11) was

also derived from a more general model, known as the multi-type (T)ASEP speed
process, in [1], Theorem 1.12.

(11) P{N(1)=2forall > 0} =

4. Additional results. In this section, we state additional results, following
from very general coupling arguments that give further insight to phenomena un-
der the initial distribution (4). We first indicate where this initial distribution comes
from. Then an intermediate step toward main Theorems 1 and 2, without any refer-
ence to hydrodynamics, is shown. Finally, we proceed with an invariance property
of the model at the site of the second class particle.
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4.1. The distribution ¥*. The following will demonstrate why the measure
(4) serves as a natural choice for initial distribution.

PROPOSITION 1. Suppose that Assumption 1 holds and let o — 1 < A < o,
where o, . € D are fixed. Then there exists a joint probability measure vo* with
Ve and v* as respective marginals and with ve*({(x,y) : x —y € {0,1}}) = 1 if
and only if

(12) V({ziz<y) 2 ({ziz<y = 1))
holds for every y € . In this case V%" can be obtained as

Ve (N {(x, ) tx =y + 1))
ver({(x,y) tx =y + 1))

where 0 < vVo*({(x,y):x=y+ 1) =0 —Ar<1.

(13) ) =ve (lwg=no+1) =

El

Under the narrower assumptions of Proposition 1, we can set up another mea-
sure, namely

ILQ,A = é @0 ® vQ,A ® évk,k’

i=—00 i=1

which we can call the unconditional version of [LQ’A , since this latter can be ob-
tained from u@”* by conditioning on the existence of a single second class particle
at the origin.

Some, but not all, interacting particle systems have translation-invariant prod-
uct stationary distributions. For those with product measures, it seems natural to
choose the marginals v¢ and v to be these stationary marginals. As two classical
examples, the product of Geometric and Poisson distributions on 7% are station-
ary for zero-range processes with constant and linear rate functions, respectively,
to be discussed in Section 7 in more detail. Notice, as the following Proposition 2
also demonstrates, that the additional requirement (12) of Proposition 1 might be
too restrictive in some cases where v2* hence ;LQ’)”, might not exist as a probabil-
ity measure.

PROPOSITION 2. The family of Geometric as well as Poisson distributions
can be parametrized to fulfill Assumption 1 but there do not exist different densities
0, A for which (12) would hold for every x > 0 simultaneously.

Nevertheless, our main results (Section 3) and our techniques do not require the
existence of the measure [LQ’)‘, in particular that of v@* and we do not need to
assume (12). In fact, we do not necessarily need to start with stationary marginals.
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4.2. The distribution of the second class particle. We spell out our fundamen-
tal result which will combine with hydrodynamics (to be explicated in Section 6)
to give the main Theorems 1 and 2. It connects the law of the displacement of a
single second class particle with that of a (first class) particle occupation variable.
Fix o > A, and recall the initial distributions (1) for a single model and (4) for a
pair with the second class particle.

THEOREM 4 (Displacement distribution of the second class particle). Suppose
that a family of measures v fulfills Assumption 1. Then for any n € Z and t € R},
we have

0 —Egor wpt1(1)

(14) Plow =n} =2

Note that v does not have to be related to the stationary distributions of @ or of
(@, 1) in any way. Also observe that Theorem 4 holds regardless of whether the
family of measures v satisfy the property detailed in Proposition 1 above.

Furthermore, notice that we had no further assumptions on the rates p and
q, hence both asymmetric and symmetric processes are included in the above
assertion. Indeed, a careful overview of our technique (see the proof of Theo-
rem 4) reveals that (14) also holds for those models with long range jumps or with
(non)finite range dependent rates.

A rather classical result immediately follows from Theorem 4, namely the quan-
tity Eg o @, (¢) has uniform lower and upper bounds A and g, respectively, in
the space (n,t) € Z x R(J)r. Also observe that for each fixed t € R, the function
n = Ejo0 w,(t) is monotone nonincreasing in n € Z.

4.3. The site of the second class particle. Simple exclusion is special in many
ways. One of its simplifying feature is due to @™ = ™" 4 1: there is no choice
for the configuration at the site of the second class particle. We deterministically
have wp)(t) =1 and ng«) (1) =0 for all t > 0. There are more options when
@™ > M 1 1 and the next theorem gives an interesting result on the site Q(r)
of the second class particle in such models. We take any function ¢ : 7 — R
for which either condition ¢ > 0, or }_,c7[¢(y)| < 400 holds. Then we define
d(x)= Z’;:wmin ¢(y) and further assume Ego.0c ® (wo(?)) < +o00.

THEOREM 5 (Background as seen from the position of the second class parti-
cle). Suppose that a family of measures v fulfills Assumption 1. Then we have the
identity

. Egoo @ (wo(1)) — Egia @ (wo(t))

(15) Ep(@on (1) = -
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In plain words, this theorem tells that the law of @) (¢) for a t > 0, that is, the
particle occupation number at the position of the second class particle, can fully
be captured by that of wy(t) of @ starting from ¢®¢ and then ¢***. In particular,
if 0©¢ and ¢** are stationary distributions for the dynamics (6), then the back-
ground marginal one-site process (0o )(t), 1o «)(t))r>0, as seen from the position
of the lone second class particle, is stationary. This can be thought of as another
fact proving the intrinsicality of the marginal 7¢*. Notice though that Theorem 5
does not say anything about the distribution of any site other than that of the sec-
ond class particle; those are in general not stationary. A few very special cases of
joint stationary distributions seen by the second class particle are described in [5,
8, 15] and references therein.

5. The misanthrope family. In this section, we briefly discuss a special class
of attractive particle systems called the misanthrope family where our main results
naturally apply. We again underline that there is a much larger class of processes
(and initial measures) that we also cover.

First, define the Gibbs measures as

%] -
(16) () = 76

where 6 € R is a generic real parameter, which is often referred to as the chemical
potential; E : T — R is any function with appropriate asymptotic growth; finally,
the statistical- or partition sum is Z(0) = Zyel' exp(@-y+ E(y)).

It is known that the above defined Gibbs measures satisfy Assumption 1 (see
[10], Appendix A, and also [11]). For the sake of completeness, we restate this
result below.

~exp(0 - x + E(x)) (x €D),

PROPOSITION 3. Assume that I" := (Fe)gepc forms a bunch of probability
measures with finite variance, where D, is some open set of the reals. Then I’
satisfies Assumption 1. In particular, there is a bijection between the parameters
0 € D, and the densities o = 0(0) € R; and for 6(1) < 6(0), or equivalently for
A < 0, the measure T'%© stochastically dominates T,

Due to the bijection claimed in the previous assertion, we will change freely
between the representations of the measure (16) either by the chemical potential
6 = 6(p) or by the density o = 0(0).

We emphasize that ' is not necessarily a stationary marginal of the dynamics
(6) in general. Following ideas of Cocozza-Thivent [14], for attractive systems,
where I'¢ is indeed stationary, a nice characterization theorem was established by
Balézs et al., which we recall in the following.

THEOREM 6 (Baldzs et al.). Let

0 x
Ex)= Y log(f(y)—Y log(f(x)) (xeD,

y=x+1 z=1
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where f : 7 — Rt is such that f(x) =1 whenever x € Z\Z, and is monotone non-
decreasing on T\{w™"}. (The empty sum is as usual defined to be zero.) Suppose
furthermore that:

e there are symmetric functions s, s, : Z X 7 — R(J{ such that

(17 p(wi, wiy1) =sp(w;, wit1+1) - f(w;) (w e Q);

q(wi, wi+1) =sg(@; + 1, wiy1) - f(wit1) (weQ),

where s, (w™Min ) = Sp(c, @™ =54(, @Miny = 5q (@M, ) =0 holds whenever
@™ or o™ is finite, otherwise they are nonzero except when p or q is set to
be zero (totally asymmetric case);

e foranywe Qandi € Z:

p(wi, wit+1) + p(wit1, wit2) + p(wi2, 0;) + q(w;, wi+1)
+ q(wit1, wi12) + q(wit2, 0;)

(18)
= p(wi, wi2) + p(Wi2, Wi+1) + p(Wit1, W) + g(W;, Wi12)

+ q(wit2, wit1) + q(wit1, ;).

Then the density parametrized product measure T'° := ®i+:°foo I'? is extremal
among the translation-invariant stationary distributions of the process with rates

P, q and infinitesimal generator G of (6).

REMARK 1. The conditions of Theorem 6 originate a wide range of attractive
models which we call the misanthrope family of processes throughout the article.
We will discuss some in Section 7.

REMARK 2. We underline that neither (17) nor (18) is a requirement for any
of our results in Section 4.

REMARK 3. The stationarity part of Theorem 6 has been carried out thor-
oughly in [12], in which all the extremal translation-invariant stationary distribu-
tions were covered by examining the convergence region of the partition sum Z.
For the ergodicity, we will briefly comment on how Lemmas 7.2 and 7.3 of [10]
established for the bricklayers’ process can be modified to be handy for any pro-
cess. First, it is not hard to see that Lemma 7.2 can be extended to the cases when
(in any order) a positive and a negative second class particle start from next to
each other. This results in that the probability of them colliding before any given
time is (strictly) positive. Here, the only required property of the underlying pro-
cess is the continuity of its semigroup. Then in Lemma 7.3, ergodicity is carried
out by showing that any invariant £2 function ¥ w.r.t. [?©@ is constant. Now, by
using (the extended version of) Lemma 7.2 it can be easily pointed out that adding
(+1, —1) [or (—1,+41)] to adjacent occupation numbers, whenever this change
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keeps the state space, does not modify the value of an invariant . It follows that
interchanging any two adjacent sites does not change the value of ¥ under T'?(@.
The argument is then completed by the application of the Hewitt—Savage 01 law.

Finally, in the above particular case (16), consider the measure De* of (2), that
is,
A L & po 6(0)
Do y = — r —T Q -1 = 1
Vet (x, y) ) Z_Ewmm( (2) (@) - Lfx=y+1}

_ 0@ =00 KN D@ —T'M(g)
o—h S 0@—00)

for x, y € Z. Now, fixing ¢ and taking the limit as A 1 o, we obtain

x=y+1)

max
w

) (x, ) =00 > (z—0) - T?@@) Ux=y+1} (x,ye),
z=y+1

where it is easy to see that 0'(p) = m for wq distributed as I'?(@ . (The empty

sum is defined to be zero.) Observe that this probability measure (V9)’ is just the
marginal at the origin of the initial distribution that was used in [12], Theorem 2.2,
to start a single second class particle from that position. Thus our treatment is
in correspondence with results from [12]. As a side remark, we mention without
details that via a second order Taylor expansion as A 1 ¢ one can formally recover
the covariance formula in [12], Theorem 2.2, directly from (14). Bounding the
error terms that arise is straightforward when |Z| < 400, making this argument
rigorous.

6. Hydrodynamics. This section is devoted to briefly recall the main notions
and results from hydrodynamics of asymmetric and symmetric particle systems
as well. Some of the results below use the misanthrope class (see the previous
Section 5) while others are more general.

6.1. Hydrodynamics of asymmetric models. The idea behind the hydrody-
namic limit for asymmetric systems is that, in hyperbolic scaling (i.e., same scale
for space and time), the rescaled microscopic average density of interacting parti-
cles behaves as a deterministic density field obeying the conservation law

dqu+9,Gu)=0
u(-,0)=v(-)

where u = u(x,t) is the (macroscopic) density with initial condition v(-). The
function G is called the hydrodynamic flux and is

(20) G(0) = Exe[p(wo, w1) — g(wo, w1)].

(19)
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Here, E o denotes the expectation w.r.t. the extremal stationary distribution € for
a density o.

The rescaled empirical measure of a sequence of random configurations
(@) yen is defined as

1 :
ozN(wN,dx):ﬁZw;VIl{J/Ne dx} (N eN).
JjEZ
A deterministic bounded Borel measurable function v on R is the density profile
of (@) yen, if oV (@", dx) converges to v(x)dx as N — +oo for all x € R, in
probability as a random object, and in the topology of vague convergence as a
measure, meaning that
> s) =0

is required to hold for each ¢ > 0 and with all continuous test function ¥ : R — R
of compact support.

1
lim PN<‘ﬁzw(j/N).wjy—/;ceRxp(x).v(x)dx

N—+400 iz

DEFINITION 2 (Hydrodynamic limit). A sequence of processes (@ (¢));>0
(N € N), all generated by G of (6) with random initial configurations wév (N eN)
exhibits a hydrodynamic limit u, if (@ (N1))yen has density profile u(-,t) for
every t > 0, where u is a (weak) solution to the problem (19).

We note that the hydrodynamic limit just defined is also referred to as the weak
conservation of local equilibrium (cf. [25], Chapter 4). Finally, we introduce one
more notation: for a fixed n € Z denote by 1, the shift operator which acts on a
configuration @ € 2 as (1,®) (i) = w;+, (i € Z) and on a measure k : Q2 — [0, 1]
as 1T,k (w) = Kk (1,w), respectively.

In the following, we will make the choice o%* of (1) as a common initial dis-
tribution for the sequence of processes to be rescaled in the hydrodynamic limit. It
follows that the limiting process has the Riemannian (step) initial density profile

0, ifx <0,

@h VOO=1 s,

Under Assumption 1 and mild assumptions on the flux function G there exists a
unique entropy solution u to the problem (19) with (21) as initial condition. It is
also known that for each ¢ > 0, this weak solution is continuous apart from a finite
set of jump discontinuities (shocks), where we define u(-, t) to be left-continuous.
For concepts and results in hyperbolic conservation laws, which were omitted here,
we refer to [3] and further references therein (see also [24]).

In what follows, some exact results on hydrodynamics will be collected con-
cerning the above setting. The first general result is from [31], valid in the misan-
thrope framework of Section 5 (see Theorem 6).
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THEOREM 7 (Rezakhanlou). Take any process from the misanthrope family
equipped with bounded rates. Set the initial measure 6%* to be of stationary
marginals. Then (@ (t))1>0,NeN exhibits a hydrodynamic limit u, where u is the
unique entropy solution to (19) with hydrodynamic flux G (20) and with initial
datum (21). In addition, the limit

1
22 1 E - j . 1 = . E u(x,t
@ lim By Sy P(r0D)| = [ 00 B v(o) ds
also holds for every continuous  of compact support and any cylinder function
0:Q2—R.

In the above result, we are much restricted for the marginals of the initial mea-
sure to be chosen properly. However, this was far more generalized by Bahadoran
et al. in [3] for systems of bounded particle numbers per site. In particular, this
result does not require the special algebraic structure of Section 5.

THEOREM 8 (Bahadoran, Guiol, Ravishankar and Saada). Suppose that As-
sumption 1 holds and that both @™™ and ™ are finite. Then (@™ (t))r>0 exhibits
a hydrodynamic limit u for every a©* of (1) with some Lipschitz continuous hydro-
dynamic flux G, where u is the unique entropy solution to (19) with initial datum
(21).

REMARK 4. We refer to [3] for the detailed definition of G in the general case.
Indeed, the previous assertion holds in even more general context as well as with
sharper conclusions; for details, consult [3] and [4].

REMARK 5. Thanks to the step initial condition, by [3], Remark 2, page 1347,
we can extend Theorem 1 for those unbounded systems described in Theorem 6
where the rates are bounded. We understand from informal communications that
these results can further be generalized to models with unbounded rates as well.

Our ultimate goal would be to conclude that the rescaled quantity
E; o wpnx(Nt) also converges, where [-] denotes the integer part function. This,
however, does not appear to be an immediate consequence of the above theorems.
But Landim [26] has elaborated a set of assumptions under which this consequence
eventually holds (note also [25], Proposition 0.6, Chapter 6). We are going to re-
capitulate this result below to be formulated in our special context with sharper
conclusions, outlining its proof in Section 8.

PROPOSITION 4. Suppose that the process with infinitesimal generator (6)
exhibits a density parametrized, stochastically ordered and continuous family
(m®)oer of translation-invariant stationary distributions, where R C R is such
that omin < Omax € R. Fix a cylinder function ¢ : Q — R, being either bounded
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or monotone nondecreasing, such that Eqomax |¢|(®) < +00. Assume furthermore
that the convergence

lim E.[[Ng]og,x [% Z Y(j/N) - (p(Tjwf,N(Nt))i|
(23) i<z

= ¥ (x) - Epuen (@) dx

xeR

takes place for every ¢ € R and continuous ¥ : R — R of compact support with
some uniformly bounded family of functions (u®).cr for which u® : R x Rg —
[Omin» Omax] is monotone nonincreasing for each fixed t € Rg and for every conti-
nuity point x € R ofuo(-, 1) limg_ou®(x, 1) = u®(x, t). Then we have

(24) lim Egor @(qna@(ND) =E_ 0., ¢(@)
N— 400

7[“
for every continuity point x of u°(-, t).

By continuity of the set (7€),cr, we mean that if 9, — @ as n — +o00, where
On, 0 € R, then % — m? in the weak sense. Furthermore, the monotonicity of
@ preserves the coordinate-wise order of configurations w, 5 € 2, thatis, if ® > p
then ¢ (@) > ¢(n). The convergence in (24) is also called the conservation of local
equilibrium (cf. [25], Chapter 1).

6.2. Hydrodynamics of symmetric models. In our context, being symmetric
means q(w;, wi+1) = p(wi+1, ;) for each @ € Q. Note that attractiveness is still
up, that is p is required to be monotone nonincreasing (nondecreasing) in its first
(second) variable. We say that a symmetric attractive process is gradient if there
exists a cylinder function g : 2 — R for which

(25) P(wi, wit1) — p(wit1, ®;) = g(Tiw) — §(Ti+1®)

holds for every i € Z and w € 2 (recall the shift operator t after Definition 2).
Usually, it is more convenient and simpler to deal with attractive gradient systems.
For such systems, the key quantity turns out to be the diffusivity coefficient d which
is defined to be d(0) = Exe g(w), where m¢ is a stationary distribution of the
process with density o. Note the difference between d and the hydrodynamic flux
G (20) being its hyperbolic counterpart.

The concepts of hydrodynamics of the previous subsection can be exactly re-
peated here, except that this time the relevant scaling is diffusive instead of hy-
perbolic. Hence, the macroscopic behavior of the density field is described by a
parabolic partial differential equation of the form

1
oru = —Ad(u)
(26) T2
u(-,0)=v(")
where v is the step function defined in (21). In general, it is not so obvious for
(26) to have a unique bounded (classical or weak) solution due to the discontinuity
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of v and the smoothness of d. We skip investigating this issue by assuming that
there always exists a unique weak solution to (26). The hydrodynamic limit of
gradient systems is well known (see [25, 35], Chapter 8, and many references
therein, particularly [21] and [27]) and methods partially extend to nongradient
systems [30] as well.

7. Particular examples. We have selected some particular models in order to
demonstrate the versatility of our results. Our general framework contains several
well-studied examples like the (totally) asymmetric simple exclusion process or
the class of zero-range processes. We first list asymmetric and then symmetric
processes with additional descriptions. Once for all we fix two reals p, g for which
0<p<g=<1land p+¢g=1hold.

Generalized exclusion processes. Many systems with bounded occupations lie
in this class but we only illustrate two of them.

The first one is the 2-type model of [9], which is a totally asymmetric process
with Z ={—1,0, +1} and rates

1
27  p,0) =c, p(O,—l)zp(—H,O):E, p(+1, -1 =1

and g = 0. The dynamics consists of the following simple rules: two adjacent holes
can produce an antiparticle—particle pair (creation), (anti)particles can hop to the
(negative) positive direction (exclusion), and when a particle meets an antiparticle
they can annihilate each other (annihilation). The process is attractive if and only
ifc < % and lies in the range of Theorem 6.

The hydrodynamic behavior, but not the second class particles, of the model has
been thoroughly investigated by Baldzs, Nagy, T6th and Té6th [9]. In that article,
the hydrodynamic flux G was explicitly calculated, which turned out to be neither
concave nor convex in some region of the parameter space. Hence, the entropy so-
lution of the hydrodynamic equation can produce various mixtures of rarefaction
fans and shock waves. By (8), it implies that the limit distribution of the second
class particle can have both continuous and discrete parts which will be demon-
strated in the following. Using the results of [9], we can basically evaluate (8) of
Theorem 1 in each case but we highlight only two of them below. For sake of
simplicity, we let o =1 and A = —1.

Concave flux. In the region % <c< %, the hydrodynamic flux G is concave

[9]. In particular, for ¢ = 1%, Figure 1 demonstrates how the one parameter family
of limit distributions of the second class particle evolves in time as ¢ € [0, 1]. We
notice that for all # > 0 the cumulative distribution function FtQ 1S continuous but

has a vertical “slope” at the origin. Thus its density is unbounded around zero.

Nonconvex flux. In the region 0 < ¢ < %, the hydrodynamic flux G is neither
concave nor convex [9]. As a particular example, for ¢ = ﬁ the model can develop
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FI1G. 1. The limit distribution of second class particle when ¢ = % the hydrodynamic flux G
being (nonstrictly) concave. In particular, a vertical slice of the surface gives a limit distribution

FL() :=limy—s 400 P54 Q(N1) <} for afixed 1.

a (nonlinear) rarefaction fan—shock—rarefaction fan profile in the hydrodynamic
limit. The second class particle then may stick into the shock with probability

Umax = %,/ 11__146: or it follows a continuously chosen characteristics in one of the
regions of the rarefaction fan. Figure 2 demonstrates this behavior as ¢ € [0, 1].

1 1 .
by + 2 Vmax

N [

N [

Ymax

FI1G. 2. The limit distribution of the second class particle in the case of ¢ = ﬁ when the hydro-
dynamic flux G is neither concave nor convex. A vertical slice of the surface gives a particular limit
distribution.
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Relying again on [9], we finally note that one can explicitly calculate the esti-

mate of Theorem 3: the collision of two second class particles starting from the

NG 1 . .
27z € (0, 2+J§] in this

rarefaction fan has at least probability Co = G(0) =

model.
Another example we highlight is the K -exclusion process, where K is any pos-
itive integer. Set Z ={0, 1, ..., K — 1, K} and let the rates be

p(wi, wi+1) = p - Hw; > 0; wit+1 < K},
q(wi, wi+1) =q - Hwi+1 > 0; w; < K}

In particular for K = 1, we obtain the asymmetric simple exclusion process with
the family of Bernoulli product measures as extremal translation-invariant station-
ary distributions which work well for Assumption 1, and thus recover the result of
[18]. For K > 1, much less is known (the assumptions of Theorem 6 cease to hold).
In particular, it is not known whether its density parametrized translation-invariant
extremal stationary distributions span the range [0, K]. They are proved to exist
for some closed parameter set R C [0, K] (see [3], Corollary 2.1). The structure
of these measures is also unknown. The model, however, exhibits a hydrodynamic
limit resulting in a conservation law with a concave flux G (see Theorem 8 and also
[34]). For G, only some qualitative properties have been established (see [34]).
Nevertheless, one can still apply Theorem 1 with any product initial distribution
that satisfies Assumption 1.

Zero range processes. Let ™" =0 and @™ = +o00. The jump rates are de-
fined as p(w;, wi+1) = p- f(w;) and q(w;, wj+1) =G - f(wi4+1), where f: ZT —
R* is a monotone nondecreasing function with at most linear growth and with
f(0) = 0. This family satisfies all the assumptions of Theorem 6, hence hydro-
dynamics follows via Theorem 7. For the sake of brevity, we only spell out two
totally asymmetric examples (p = 1). The hydrodynamic flux is then given by
G (o) = exp(0(0)). The two most well-known special cases we consider are the
ones of constant and linear rates: f(x) = 1{x > 0} and f(x) = x, respectively. In
the former case, the extremal translation-invariant stationary distributions are of
product form with geometric site-marginals while in the latter the Poisson distri-
bution takes over this role. G(p) is ¢ - (1 + 0)~! and g, respectively.

A straightforward computation then shows (see [24], Section 2.2, pages 30-36),
that for the totally asymmetric constant rate zero-range process, (8) takes the form

t

0 if (1+0)><—;

X

. s OQ(Nt) } o+1 1|t t
Iim P < =" __ - | : 2 _ Y 2.
N%oo{ N ST oD ooayx A= o<0+40%

t
1 it (1+21)2>—.
X
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Due to Remark 5, we in fact get this law for the limit velocity of the second class
particle no matter how we choose, still under Assumption 1, the initial marginals
of (1).

The totally asymmetric linear rate zero-range process is a much easier story
(system of independent walkers). In that case, Q is a unit rate Poisson process in
agreement with the unique entropy solution of the transport equation d,u + d,u =
0, being u(x, t) = ug(x — t); no novelty here, of course.

Deposition models. Now, let @™" = —00 and ™
bricklayers’ process is defined to have rates

plwi, wiy1) =p - (f(@)+ f(—wit1);
g (@i, wip1) =4 - (f (o) + f(@i+1)),

where f : Z — R is any monotone nondecreasing function, also having the prop-
erty that f(x) - f(1 —x) =1 for all x € Z. This family was first introduced and
investigated in [5]. For rates growing at most exponentially, existence of dynamics
was showed in the totally asymmetric case [10]. However, results concerning hy-
drodynamics have not been established yet for unbounded rates, and so Theorem 1
is conditional in this case.

In particular, we obtain the fotally asymmetric exponential bricklayers’ process
if weset p=1and f(x) =exp(B(x — 1/2)) (x € Z), where § is a fixed positive
real. Then Theorem 6 shows that the product of discrete Gaussian distributions,
defined as

= 4-o00. The generalized

rf@ (x) = exp(—B-(x —0(0)/B)/2)  (xeD),

Z6©)
where 0 € R, 6 € R and Z(0(0)) = X_yezexp(—=B - (y — 6(0)/B)?/2), is station-
ary. This measure enjoys the remarkable property that

@@ =r@F u-n=ra-1) (ecRxel).

This fact indeed implies that the discrete Gaussian satisfies even condition (12) of
Proposition 1. Articles [5, 7, 8] made also good use of the previous identity for ex-
ploring special random walking shock-like product distributions that also include
the second class particle. Finally, if we use I'?©@ and I'® as initial marginals
with 0 = A + 1 € R, then the measure D9 gets a particularly simple form, namely
Dot (x, y) ='W (y) - 1{x =y +1}.

Symmetric exclusion processes. One of the most studied gradient processes
is the simple symmetric exclusion process with Z = {0, 1} and with rates p(w;,
wit+1) = q(wit+1, ;) = w; - (1 — w;j4+1). In this case, it is straightforward that the
motion of the second class particle is a simple symmetric random walk. Hence, its
scaling results in the normal distribution. Our machinery implies this very simple
fact and is clearly an overshoot for this case.
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Nevertheless, the scaling limit of the second class particle in our scenario be-
comes far less trivial for more sophisticated symmetric models like the next one.
Let Z ={—1,0, +1} and define the nonvanishing rates as

p(0,0)=¢(0,0) =c,
p(+l =D =q(=1,+1) =2,
p0, =) =¢(=1,0) = p(+1,0) =¢q(0, +1) =1

with 0 < ¢ < 1. Note the essential difference between this and the simple symmet-
ric exclusion process from before. We remark that this model is the symmetrized
version of the 2-type model of [9] we discussed earlier [see (27)].

The above defined symmetric processes both enjoy product-form stationary dis-
tributions by Theorem 6. Their common gradient function is g(@) = wy that is the
macroscopic behavior is described by the homogeneous heat equation d;u = %Au

in both cases. Hence,
. ~[O(N1) } <X>
1 P <x{=®—),
Vi S =)=l

where @ denotes the cumulative distribution function of a standard normal vari-
able.

Symmetric zero-range processes. Let ©™" = 0 and @™ = 4o00. Then de-
fine the rates as p(w;, wi+1) = f(w;) and q(w;, wi+1) = f(w;4+1) with a com-
mon, monotone nondecreasing function f : Z* — R™ such that £(0) = 0. In this
case the gradient condition [see (25)] works with g = f. And so the macroscopic
equation reads as d;u = %Ad (u), where d(0) = Ere f(w) and T'? can be read off
from Theorem 6. We highlight the constant and the linear rate case, that is, when
f(x) =1{x > 0} and f(x) = x, respectively. In the latter case, we get normal
behavior for Q, while in the former case

1 1

has to be solved. By change of variables, one can deduce and then easily verify
that the unique bounded classical solution of (28) with initial condition (21) is
u(x,t)= ("1 (x//1) — 1, where
=+ (- ) @4y 00)  GeR
Vo050 T\Isn 1) WYY yER

¢ and @ denote the probability density function and the cumulative distribution
function of a standard normal variable, while 4~ is the inverse function of 4. This
gives that the limit distribution function of (9) is of the form

— m BN _ ) _etl 11
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The limit distribution of second class particle at t = 1 in constant rate symmetric ze-
ro-range process with A =0 and o = 3.

thus its density function is

d 1 1
filx) = _d Fi(x) =
x

1 e /YD)
Vi (40 -(+1) (k=1 x/vD)>

Observe that the limit distribution has always zero expectation though the po-

sition of the second class particle is not a martingale. Furthermore, F; is posi-
tively skewed and that it has negative mode as well as median implying that the
second class particle is more likely to have a negative speed. In other words,

it locally sees more first class particles before him rather than behind him
which seems an unexpected phenomenon. An illustration can be found in Fig-
ure 3.

8. Proofs. We first prove the fundamental results of Section 4.

PROOF OF PROPOSITION 1. Assume that o — 1 < A < o are given, where
0,2 € D. To be able to construct a joint probability measure v9* with the cor-
responding marginal distributions ¢ and v* in such a way that v&*({(x, y) :

x —y €{0,1}}) =1 also holds we must certainly have that p@*(x,y) = 0 when-
ever x — y ¢ {0, 1}. For the sake of simplicity, the only nonvanishing probabilities
are denoted by

Cy,y = VQ’A({(% M} and ¢y = VQ’A({()’ + 1,0},
where y € Z (cymaxy 1 ,max is defined to be zero).

3557
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For the marginals to match, we have the following constraints:

CyyFeyy—1=12({y}) and ¢y +epriy =vM({y)),

which implies that ¢y 41y =cy y—1 + vr({y}) — ve({y}). It then follows by recur-
sion that

(29) cyrty =V ({z:z <y} —v2({z: 2 <)),
hence we obtain that
(30) cyy=v({z:z<y)) v ({ziz<y—1))

holds for every y € Z. Since the last two expressions must be nonnegative, these
provide the stochastic dominance in Assumption 1 and the condition (12), respec-
tively.

Finally, the identity }_,c7 cy+1,y =0 — A proves (13). [

PROOF OF PROPOSITION 2.  First, in the geometric case, let0 < p < p’ <1,
V({n)):=p-A—=p)" and vV{n}):=p -(1-p)" (O<nel)

be the weights of the Geometric distributions with mean o :=1/p — 1 and A :=

1/p’ — 1, respectively. It is an obvious fact that v¢ stochastically dominates v*,

that is Assumption 1 holds. But condition (12) is violated, since the inequality

0<1({n:n<y}))—v(n:n<y—1})
y y—1

=Y p-A=p"=>p - (1-p)"
n=0 n=0

=(1 —P’)y[l —(l—p’)< 1 _p)w}

1—p

cannot hold for all 0 < y € Z simultaneously.
In the Poisson case, let 0 < A < o < +00,

n n

v ({n}) :=exp(—o) - % and v*({n}) :=exp(—2) - o (neZ")

be the weights of the corresponding Poisson distributions. The cumulative distri-
bution functions are of the form

0 1 —+00 +
v ({n:nfy}):;/g s¥ exp(—s)ds (yeZ™)

via integration by parts. This shows the validity of Assumption 1 as well. Condition
(12), however, does not hold, since the following inequality cannot hold for all
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O<yeZ:
0<v({n:n<y}))—v(n:n<y—1})

1 +oo +o00 |
= —|:/ sY exp(—s)ds — f y -7 exp(—s) ds]
y!LJo A

— -2 (Y expr—s5)d
=exp(— )?[ —/}L <I) exp(r — ) S:|,

where at the last inequality we took advantage of the integration by parts formula.
0

Next, we define the notion of particle current that we will need subsequently.
Denote by S the set of half integers, that is, S := Z + % ={i+ % :i € Z}. For each
® € 2, we assign a height configuration

h=(..,h 3,h _1,hi,hs,..)eZ’

1,1, 13
22 2

[ST1S4]

such that w; = hx — k41 holds for k =i — % € S. Thus the negative discrete gra-
dient of h provides the system w. Reversing this gives the heights as a function
of ®:

k—1 !
h%—;a)i if 5 <kes;
(€2 hi = o :
hi+ ) o if 5 >kes,

i=k+1
except for a constant simultaneous shift in all of the height values. We fix this
integration constant by postulating £ 1 (0) to be zero initially. Then the dynamics
(5) translates to

q(wi,wi+1)

h =5 h =6y

p(w;,wit1)
—

h h+ 4.

l+%’
Equivalently, & ! () —h 1 (0) denotes the number of signed particle hops that oc-

curred above the bond [0, 1] until time ¢ > 0. In a similar fashion, one can think
of hi(t) as the signed particle current through the space—time line (%, 0) — (k,1),
where k e Sand t € RT.

PROOF OF THEOREM 4. Fixt>0,ne€ Z and let k =n + % We start two
processes @ and y with respective initial distributions ¢* and t;6:¢*, where recall
(1) and that

-1 +00
(32) 1169% = ® 4 ® ®v’\,
i=0

i=—00



3560 M. BALAZS AND A. L. NAGY

which is just the left-shifted version of 6@*. The corresponding height functions
are denoted by h and g.

Closely following [18], we will compute the following quantity in two different
ways:

(33) Egor hi(t) — Eq gon gk(1).
Define the possibly signed site-marginal

W({z:z<y) v (lz:z<y—1)) ifx=y;
(34) 9M(x,y) = vl({z:zfy})—vg({z:zfy}) ifx=y+1;
0 otherwise

on Z x Z, and the possibly signed product measure

-1 +00
L= ® 120 ® 1ot @ ® T
1

i=—00 i=

with v2€, v** defined in (3). Note that the marginal 79* is the one we have just
elaborated in (29)—(30). Proposition 1 tells that a coupling is possible with zero or
one discrepancy if and only if Pt is a probability measure [see (12)]. This does
not need to be the case, v%*, hence [, might put negative mass for some initial
configuration pairs. But thanks to Assumption 1, it may only put negative mass
on coinciding initial configurations, that is, when ®(0) = 5(0). In other words,
19 (y, y) can possibly be negative but v¢*(y 4 1, y) cannot.

The formal computations in the proof of Proposition 1 still work and show that
9% has respective first and second marginals v@ and v*. Therefore,

Egoi hi(t) —Eq g0 8k(t)
=Y Egor [k ()| wo(0) = x] - v° (x)

xel
= Y Er oo [g0lno(0) = y] v ()
yel
= Y {Eger[hn()|w(0) = x]
x,yeL

— Eq gor[g(®)n0(0) = y]} - 99M(x, )
=Y {Egea[hc()|wo(0) = y]

yeL
—Eq gor[gc®)1n0(0) = y]} - 994 (y, )

+ Y {Egor [k (0)|wo(0) = y 4 1]
yel

—E, ger[g(DIn0(0) = y]} - 00*(y + 1, y).
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In the first expression of the last equality above, note that the conditional initial
distributions agree for @ and 5. This implies that the two conditional expectations
in the expression are the same, which in turn yields that the first expression of the
last equality is zero. In the second expression of the last equality above, since the
mass V24 (y + 1, y) is nonnegative, we replace this mass via (2):

Egoi hi(t) — Eq gor 8k (1)

=Y {Egea[he(®)]wo(0) =y + 1] — Eq goi[gr () [10(0) = y]}
yel

x 99 (y +1,)

=Y {Eger[hc(®)]wo(0) = y + 1] — B goa[gr () [10(0) = y]}
yel

X D¢ (y +1,9) - (0 — A).

As $9* is a proper probability distribution, at this moment we can reunify the
conditional expectations at the last display to obtain

E(;’Q’)L hk (t) - Eflg@)h 8k (t)

= > E[ () — g (1)1@0(0) =y + 1, /0(0) = y]
yel

x DO (y+1,) - (0 — 1)
= (0 — ) - E[h(t) — g1(0)]

with E denoting the measure with initial distribution [LQ”\ of (4) and following the
basic coupling for evolution. Finally, notice that under the basic coupling with only
one initial second class particle at the origin we have Ay (¢) — gx(t) = 1{Q(¢) > n}
a.s., thus

(35) Eqor hi (1) — Eq gor 8k (1) = (0 — 2) - P{Q(1) > n}.

Next, the second way of computing (33). We notice that starting  in distribu-
tion 0@, letting it evolve according to its dynamics (5), and then defining

Ni(s) 1= wj41(s) forallieZand0<s <t

gives another joint realization with an implied expectation and with the corre-
sponding joint initial measure in which the marginal distributions of ® and
are the same as before. Notice that the height functions in this coupling sat-



3562 M. BALAZS AND A. L. NAGY
isfy

GO =g =g 1 +5 (V=g 1O)+g 1)

k—% |
= 0, ifk>—-,
“ 2
=0
1
=10, ifh=—2,1+8 1(0—g 10+ 0) +m©

—1 1
> m), ifk<—>

i=k+3%

k+3 |

— (1), ifk>—=,
;w,() ifk > 5

1

=10, ifk=—2, 1 +h@®—h0)+0+wi(0)
0 1
Y i), ifk<—3
i=k+3

=hg1(t) — h%(t) +h%(t) - h%(O) + w1(0)
= hi(t) — o 1(0) + 01 (0),

where we used (31), h 1 0)=g ! (0) =0, and the fact that the heights g_ 1 and h 1
change at the same time under this coupling. Thus

Eng)L hk(t) - E'[laQs)L 8k (t) = EUQJL Wp+1 (t) - Eag,k w1 (O) = Eng)L Wp+41 (t) — A
Together with (35), we arrive to the desired identity

Eqor @nt1(1) — A
o—AX

lA’{Q(t) >n}=

’

which completes the proof. [J

PROOF OF THEOREM 5. We prove formula (15) in a somewhat similar fashion
as we did for (14) before. But instead of using again the height functions we are
going to work with the occupation numbers directly. Let @ be a process starting
from ¢%* and evolving according to (6). Then fix ¢ > 0, recall (1) and that for
somep:Z—Randx eZ: d(x) = Z’y‘:wmin ¢(y), and define

Ap :=Eg 0i[P(0n ()] — Egor [P(@n+1(0))]
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for every n € Z. Now, by translation invariance, we have
An =Eg0r[®(&n(1))] — Eq gor [P (11 (1)]

in which n evolves according to the same dynamics (6) as @ but starts from 7109+
instead [see (32)]. For this latter quantity, one can apply the same coupling tech-
nique we worked out in the previous proof. It then follows that

Ap =) Epoi[@(wn(1))|wo(0) = x] - 12 (x)

xel
= Y Erper [O(ma () In0(0) = y] - V()
yeT
= > {Egor[® (w0 (1)) wo(0) = x]
x,yeZl

—Eq 50 [® (02 (D) 10(0) = y]} - 99*(x, )
=Y {Eger[®(wn ()| (0) = y]

yel

— Ep g0 [@(12(D)) 10(0) = y]} - 594 (v, y)

+ D {Eges [@(0n (1) |w0(0) = y +1]
yeL

—Eq 50 [@ (02 () I10(0) = y]} - 52 (y + 1, y),

where we used that the joint measure 7%, defined in (34), has respective marginals
@ and v*. As before we can take advantage of the fact that the last but one sum in
the previous display vanishes and that 1@ (y + 1, y) = D¢*(y + 1, y) - (0 — A) s0

An =Y E[®(@u(t)) — ®(An()|d0(0) = y + 1, 70(0) = y]
yel

x DM (y+1,y)- (@ —A)
=(0— ) -E[1{Q(1) =n} - ¢(dn(0)]

using again that D is a proper probability distribution and
D(&n (1)) — P (1 () =1{Q(1) =n} - p(@n (1))
a.s. under the basic coupling.
Thus we obtained the identity E[]l{ Q(t) =n}-p(@ou ()] = ~— - A, forevery

n € Z. Now, summing these equations up as n runs from —L to L for some L € ZT,
we arrive to

E[1{Q(1) e [-L. L1} - ¢(dgu) ()]

(36) 1

= —Q — . (Eag,x CD(CU_L([)) —E;on CD(Q)L_H([))).
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Notice that Egox @ (w1p (1)) equals to E;_, ;o1 (wo(7)) forall L € 77 due to the
translation invariant property of the rates.

First, assume that ¢ > 0 and Ege.c ®(wo(t)) < +00 hold. Since the measures
11,09* are dominated by ¢9¢ for every L € Ny and @ is monotone nonde-
creasing, it then follows by attractiveness that each of the above expectations of
@ (wp(?)) is finite. Let M be a positive real and define s to be ® A M. It is
easy to see that ®j; and ® — ®j; are nonnegative and monotone nondecreasing
functions as well. Hence,

|ETiLo-Q,)\. Cb(a)()(l‘)) —Egoo <I>(a)0(t))|
< |E.,, goi Par(w0(1)) —Egee ®pr(wo(0))]
+2 - Egoo(® — @) (w0 (1)),

using again the attractiveness property of . At this point, M can be made
large enough for the last quantity to be small, independently of L. Also, note
that the measures 7,0%% converge weakly to 6%¢ and to ¢** as L — oo,
respectively. Now, due to a finite speed of propagation of information (im-
plied by construction of the dynamics), and taking advantage of that ®j; is
bounded, it follows that limy_ 4 E; o Pu(wo(t)) = Egoo @y (wo(r)) and
limz— — oo B, gor Par(@o(t)) = Egii Par(wo(2)). What we have just proved im-
plies that the right-hand side of (36) is bounded, hence the left-hand side con-
verges to Ego (@) (t)) by monotone convergence, and so we get the desired for-
mula (15).

On the other hand, assume that ¢ is absolutely summable: 3, 7| (y)| < +o0.
It follows that ¢ as well as ® are bounded functions. By dominated convergence,
the left-hand side of (36) converges to E(p(d)Q(,) (1)) as L — 400, while the con-
vergence of the right-hand side follows directly from finite information propaga-
tion velocity and the weak limit of 747 0%* as L — +oo0.

We remark that the way we obtained (15) could have been used to obtain (14)
as well. For historical reasons in the previous case, we followed the approach that
was inherited from [18]. O

PROOF OF PROPOSITION 4. Basically, we will follow the lines of [26],
pages 1791-1792. Fix a t € R* and let x € R be a continuity point of u°(-, 7).
Furthermore, let ¢ : Q2 — R be a monotone non-decreasing cylinder function for
which (23) holds. Note that the measure fjag*A is stochastically dominated by
1,6%* for every j > k. Then by attractiveness we have

E; yqoor @(tk@(N1D) <Egos o(tnn@(ND) <Eq | or 9(Tj@(N1))
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for every j > [Nx] — [Ne] > k, where ¢ € R. Now, let e > 0 and e_ < 0. Then
1

NI+ 1 v ve yi<k=ivs

E . 002 9(Tj@(ND)

<Egor ¢(tinxj@(N1))

1
= [N8+]+1 Z

JAINx]=j<[Nx]+[Ney]

Efwmaw <P(Tjw(Nt)),

Taking the limit inferior then the superior as N — 400 and using assumption (23),
we obtain that
1

le_| Jzx—le_|<z<x

E”ug* (z,1) (p(w) dZ

< liminf E o ¢(tinxj@(N1)) < limsupE o ¢(tnx@(N1))
N—+o0 N—+o0

1
= E .+ @(@)dy.
E4 Jyx<y=<x+eyq
Since (9),er is an ordered family of measures and u®~ as well as u®+ are mono-
tone nonincreasing functions, it follows that

E it (@) < liminf Egos ¢ (tna@(ND)

<limsup Eqos ¢(7nx1@(N1))
N—+o00

5 Enu‘g"' (x,1) [ ((l)) .

Without loss of generality, we can assume that ¢ > 0. Now, let M € R and define
om =@ A M. Then

’Enugi(x.w @) —E_ 0., W(w)’ = ’En,;i(x,,) oM (@) —E_ 0., ¢M (w)’

]tlt
-+ ZEEQmax (QD — QDM)(Q))

by stochastic dominance of the measures (7¢),c . Note that the last quantity in the
previous display can be made arbitrarily small by choosing M to be large enough
while the first one vanishes as ¢ — 0 by weak convergence. This results in the
desired limit (24).

Since any bounded cylinder function can be written as the difference of two
monotone cylinder functions, we have completed the proof. [

T u

Now, we can turn to the proofs of the main results (see Section 3).

PROOF OF THEOREM 1. First, assume that our attractive process has bounded
occupation numbers. Hence, we can apply Theorem 8. Let us mention that the den-
sity parametrized ergodic (or extremal) set of stationary distributions have been
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proved to exist and form a continuous and stochastically ordered family of mea-
sures with a closed parameter set R of [Min pMmax] containing @M and @MaX
(see [3], Section 3, Proposition 3.1). So for applying Proposition 4 we only need
to take care of the limit (23) when ¢ (@) = wo. Without loss of generality, one
can assume that ™" > 0 and that the compact support of ¥ has (at most) unit
Lebesgue measure. Then we have

‘[[NE]O'Q')”

%va(j/N) -V (N1) —fxeRw(x)-u@(x,r)dx|

JEL

<&+ o™ - max|y(x)|
xeR

xPN(‘izw(j/N)-wj’N(Nt)—/ w(x)-ug(x,t)dx’>e>,
N ez xeR

where ¢ > 0 can be chosen arbitrarily. Now, taking the limit as N — 400 we get
(23). Finally, we can conclude using (14).

On the other hand, considering one of the processes of the misanthrope family
with bounded rates one can apply Theorem 7. So we have in hand both the set of
product-form extremal stationary distributions and the convergence result (22) (see
also [31], Section 7). Hence, we can directly apply Proposition 4 with ¢p(®) = wp
and the desired limit (8) can be obtained via (14) again.

In both cases, the monotonicity, boundedness and convergence of the entropy
solutions (u®).cr come from the classical results of hyperbolic conservation laws
(see [24] and further references therein). [J

PROOF OF THEOREM 2. By shifting the whole system upwards, we can as-
sume, without loss of generality, that @™ = (. Now, we are going to handle both
the finite and infinite settings. Attractiveness and the fact w,(t) > 0 imply that
sup,cz Egor wp ()2 can be estimated from above by Egoe.c wo(1)? which is sup-
posed to be finite for every fixed ¢ > 0. It follows that for each ¢ > 0, the sequence

1 . &N 2 >
(N jezzw(J/N) “ (V1) NeZ*
is bounded in £? for every ¢ € R, where w®" starts from 7y, 0¢* and ¥ is a
given continuous function of compact support. Hence, the conservation of local
equilibrium of gradient processes implies (23) for ¢ (w) = wg. Since the time scal-
ing played no role in (the proof of) Proposition 4, one can save this result to the
diffusive case as well, resulting in the desired convergence (9). [

PROOF OF THEOREM 3. Without loss of generality, we can assume that
@™" = 0 while ™ is some fixed positive integer. We start the process 7
from initial configuration 7(0) = @™* 1{i < 0}. For the sake of brevity, we let
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7 := p(70(0), n1(0)), which is positive by the nondegeneracy of the rates. In what
follows, we will work with the height function g of # [see its definition in (31)].

Since the initial configuration 7 of # can change only due to a jump performed
by a particle from the origin to lattice point 1, it follows that in a small time inter-
val [0, e] we should only take into account two events: (&) = 7, occurring with
probability 1 — ¢ - 7 (up to first order in ¢) and (&) = )y — 8o + ; which in turn
occurs with rate ¢ - r. All the other moves are of order o(¢) in probability. Putting
the above together, we arrive to

Ej 81 +e) —Ej g1()

&

d .
dr Ej, 81 )= lglﬁ)l

(37) =r '}}fg(Eﬁo{E[g%(t+e)|i;(g) o — 0+ 81]

— E[g%(t + &)l (e) =o]})
=7 (1+Ep, h1 (1) —Ej g1(1)

by the Markov property, where h is the height function of @ that starts from @ =
o — 8o + 1. Along the way, we have also used the fact that g () counts exactly
how many (signed) particle jumps occurred above the bond [0, 1] until time ¢ > 0.
Also recall that g 1 (0) [and A ! (0)] is set to be zero by choice. [(37) is also known

as the Kolmogorov forward equation.]

We now couple the processes @ and # coordinate-wise, employing the basic
coupling with deterministic initial configurations @ and ), respectively. Notice
that there are two second class particles in the system (@, ): a negative and a
positive starting from positions 0 and 1, respectively. It then follows that under
this coupling

400
L+hi(1) =g () =) (&;(1) — ;1)
j=1
(38)

—+00
=Y sj(t) - nj(t) <1{N(s)=2forall 0 <s <1}
j=1

holds a.s. On the other hand,
E; [g1(t+¢&)—g1(0)]
023 2

&

d .
EEi]Og%(t) :Llil(}

(39) im Ejole - p(o(0), 11(1)) — & - q(10(2), 1(1))]

el0 &
=E;,[p(fo(®), 1)) — q(fo(®), 11 ()],
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using again the Markov property and that g | can change only if a particle attempts

to jump either from 0 to 1 or from 1 to 0. [(39) is sometimes called the Kolmogorov
backward equation.]
Putting (37) and (39) together and using the estimate (38), we arrive to

1 R
= Ej [P (o). 711(1) = q(io(®). 11 (D) ] < PIN (s) =2 forall 0 < s < 1}.

Now, taking the limit superior as t — +00, we obtain the desired inequality (10)
by monotone convergence.

In the totally asymmetric case, it is easy to see that there must exist a subse-
quence (tm);gozo] for which lim,— 100 B, p(flo(tm), 1 (tm)) > 0, since otherwise
we would have lim;_, 1~ p(10(?), 1(¢)) = 0 a.s. by dominated convergence, im-
plying that the probability of the event {1o(z) = 0 or 7 () = @™**} tends to 1 as
t — +o00. But this obviously cannot happen.

Finally, for a misanthrope process (i.e., the rates of which satisfy the conditions
of Theorem 6) we can apply Theorem 7 and then Proposition 4. The proof is then
completed by choosing the cylinder function ¢ (@) to be p(wp, w1) — q(wo, ®1)
(weR)in(22). O
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