Annales de I’Institut Henri Poincaré - Probabilités et Statistiques

ANNALES
2017, Vol. 53, No. 4, 1890-1920 DB LI
DOI: 10.1214/16-AIHP775 HENRI
© Association des Publications de I’Institut Henri Poincaré, 2017 POINCARE
PROBABILITES

ET STATISTIQUES

www.imstat.org/aihp

Joint convergence of random quadrangulations and their cores

Louigi Addario-Berry and Yuting Wen

Department of Mathematics and Statistics, McGill University, 805 Sherbrooke Street West, Montréal, Québec, H3A 0OB9, Canada.
E-mail: louigi.addario@mcgill.ca; yutingyw @ gmail.com; url: http://problab.ca/louigi; http://www.math.mcgill.ca/ywen

Received 30 March 2015; revised 27 April 2016; accepted 22 June 2016

Abstract. We show that a uniform quadrangulation, its largest 2-connected block, and its largest simple block jointly converge
to the same Brownian map in distribution for the Gromov—Hausdorff—Prokhorov topology. We start by deriving a local limit
theorem for the asymptotics of maximal block sizes, extending the result in (Random Structures Algorithms 19 (2001) 194-246).
The resulting diameter bounds for pendant submaps of random quadrangulations straightforwardly lead to Gromov—Hausdorff
convergence. To extend the convergence to the Gromov—Hausdorff—Prokhorov topology, we show that exchangeable “uniformly
asymptotically negligible” attachments of mass simply yield, in the limit, a deterministic scaling of the mass measure.

Résumé. Nous montrons qu’une quadrangulation uniformément aléatoire, sa plus grande composante 2-connexe, et sa plus grande
composante simple convergent conjointement en loi vers la méme carte brownienne dans le sens Gromov—Hausdorff—Prokhorov. En
premier, nous étendons 1’analyse de (Random Structures Algorithms 19 (2001) 194-246) afin de démontrer un théoréme limite local
pour les tailles des plus grandes composantes. Les bornes sur les diametres ainsi obtenues impliquent directement la convergence
dans le sens Gromov—Hausdorff. Pour obtenir la convergence pour la topologie Gromov—Hausdorff—Prokhorov, nous prouvons que
I’effet de I’attachement des masses sur 1’objet limite est déterministe, si les masses sont attachées de maniére échangeable et les
masses sont uniformément asymptotiquement négligeables.
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1. Introduction

Much work has been devoted to understanding the asymptotic properties of large random planar maps. It is conjec-
tured, and known in several cases, that after rescaling the graph distance properly, planar maps from many families
converge to the same universal metric space, the Brownian map, in the Gromov—Hausdorff—Prokhorov sense. Re-
cently Le Gall [11] and Miermont [14] independently proved that the Brownian map is the scaling limit of several
important families of planar maps, and Addario-Berry and Albenque [1] proved that simple triangulations and simple
quadrangulations also rescale to the same limit object.

The aim of this paper is to show that random quadrangulations and their cores jointly converge to the same limit
object, even after conditioning on their sizes. Before making this more precise, we state one corollary (Theorem 1.1)
of our main result: the Brownian map is again the scaling limit of random 2-connected quadrangulations.

Throughout the paper, all maps are embedded in the sphere S and are considered up to orientation preserving
homeomorphism. A rooted map is a pair M = (M, uv) where M is a map and uv is an oriented edge of M. A quad-
rangulation is a map in which every face has degree 4. A quadrangulation is 2-connected if the removal of any vertex
does not disconnect the map. It is simple if it contains no multiple edges. Write O, R, and S for the set of rooted
connected, 2-connected, and simple quadrangulations, respectively. It is easy to verify that simple quadrangulations
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Fig. 1. (0, 1) is the root edge of M. For the total order <==<p»; we have, e.g., (0, 1) < (0,2), (2,12) < (12,2) < (12, 111) < (111, 12). Also,
of the two copies of edge (11, 111), the one succeeding (11, 2) in the clockwise order is smaller for <. The simple block S(M) has vertices
0,1,2,11,12,111.

are 2-connected, so S C R C Q. It is technically convenient to view a single edge as a 2-connected, simple quadran-
gulation, and we do this.

Given a finite set G, the notation G €, G means that G is chosen uniformly at random from G. Given a finite rooted
or unrooted map G write pg for the uniform probability measure on the vertex set v(G), and for ¢ > 0, write c¢G for
the measured metric space (v(G), ¢ - dg, iLg), Where dg denotes graph distance. Given a set G of maps and n € N,
write G, = {G € G : |v(G)| = n}. Finally, write M = (M, d, ) for the measured Brownian map. (See Le Gall [11]
for a definition of M.)

Theorem 1.1. Let R, €, R, then as r — 00,

N4
— R, - M
40r

in distribution for the Gromov—Hausdorff—Prokhorov topology.

A brief overview of the Gromov—Hausdorff—Prokhorov (GHP) distance appears in Section 2.2.

To state our main results, a little more terminology is needed; see Figure 1 for an illustration. Given a rooted map
M = (M, uv), we may define a canonical total order <y on v(M) as follows. List the vertices of M as u1 = u, up =
VU, ..., Uy according to their order of discovery by a breadth-first search which starts from the root edge uv and
uses the clockwise order of edges around each vertex starting from the explored edge to determine exploration priority.
(See Even [7] for a definition of breadth-first search.) We also define a total order <1 on the set of oriented edges of
M as follows. Let ujuj <m u;u jr precisely if either (a) u; was discovered before u;s or (b) i =i "and u;u j has higher
priority than u;u ;.

Fix a bipartite map M = (M, uv). A cycle C in a map M is nearly facial if at least one connected component of
S%\ C contains no vertices of M (it may contain edges). We say M is nearly simple if every cycle in M with length
two is nearly facial. Write M® = (M°, uv) for the map obtained by collapsing each nearly facial 2-cycle into an edge.
(This is a slight abuse of notation as the edge uv € e(M) may be collapsed with other edges in forming M°, but the
meaning should be clear.) Note that M is nearly simple precisely if M® is simple — in this case we call M° the simple
nerve of M.

The definitions of the next two paragraphs are partly illustrated in Figure 2. For A C v(M), write M[A] for the
submap of M induced by A. For any edge e € e(M) with endpoints x and y let B, C v(M) be maximal subject
to the constraints that {x, y} C B,, and that M[B,] is 2-connected. We call M[B,]° a 2-connected block of M. In
particular, write R® = R*(M) = (M[B,y]°, uv) and call R® the 2-connected root block of M. Our choice to collapse
nearly-facial 2-cycles renders this different from the standard graph theoretic definition of a 2-connected block. We
make this choice as it simplifies upcoming counting arguments.
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Fig. 2. The 2-connected blocks of M are M[{a,b,c,d}]° and M[{d,e, f, g, h,i}]°. The simple blocks of M are M[{a,b,c,d,e, f,i}]° and
Ml{d, g, h,i}l°.

Next, for any edge e € e(M) with endpoints x and y, consider the set S = {B C v(M) : {x,y} C B,
M[B] is nearly simple}. Let §' = {B’ € S : B’ is maximal}, where maximal is with respect to the inclusion relation
on v(M). Then define B, C v(M) to be the lexicographically minimal element of S’ with respect to the total order
<m. We call M[B,]° a simple block of M or, more specifically, the simple block containing edge e. We also write
S*=S*(M) = (M[B,,1°, uv) and call S* the simple root block of M.

Write R(M) (resp. S(M)) for the largest 2-connected (resp. simple) block of M, rooted at its <py-minimal edge,
and write b(M) = |[v(R(M))| and sb(M) = |[v(S(M))]|. If there are multiple 2-connected blocks with size b(M), among
these blocks we take R(M) to be the one whose root edge u;u j is <p-minimal, and use the same convention for S(M).
We call R(M) and S(M) the 2-connected and simple cores of M, respectively.

The next theorem states that a uniform quadrangulation, its largest 2-connected block, and its largest simple block
jointly converge to the same Brownian map. (Note that the definition of R, in the coming theorem is different from
that in Theorem 1.1. We recycle some notation to keep the sub- and superscripts from becoming too cumbersome; we
will always remind the reader when there is a possibility of ambiguity or confusion.)

Theorem 1.2. Let Q, €, Q, and write R; =R(Qy), Sy =S(Qy). Then as g — oo,

9\ 1/4 9\ /4 9\ 1/4
—) Q. (=) R.(=]) s,)° MM
8q 8q 8q

in distribution for the Gromov—Hausdorff—Prokhorov topology.

The convergence of the first coordinate in Theorem 1.2 was proved independently by Le Gall [11] and by Miermont
[14]. The convergence of the third coordinate on its own is implied by a result by Addario-Berry and Albenque [1],

who show that if S; is a uniform simple quadrangulation for all g, then (3/(8|v(S;) MY 4Sq 4 M. It is known (Gao
and Wormald [9], Banderier et al. [3]) that [v(S,)|/q — 1/3 in probability, so in the third coordinate the scaling factor
9/ (8q))1/ 4 may be replaced by (3/(8|v(S,)])) 1/4 and the convergence then follows from the result of Addario-Berry
and Albenque [1]. Similarly, the convergence of the second coordinate on its own can be deduced from Theorem 1.1.
Theorem 1.2 and Theorem 1.1 both follow from a stronger “local invariance principle,” in which the sizes of the
largest 2-connected block and largest simple block are fixed rather than random. Given integers g >r > s > 1, let

Qqrs ={0 € Q4 :b(0Q) =r,sb(Q) =5},
Res={0 €R,:sb(Q) =s}.

Theorem 1.3. Let (r(q) : ¢ € N) and (s(q) : ¢ € N) be such that r(q) =1q/15+ 0(¢*?) and s(q) = q/3 + 0(¢*"?)
as q — 00. Let Qg €, Qg r(q),s(q) and write R; =R(Qy), S =S(Qy). Then as g — o0,

9\ /4 9\ /4 9\ 1/4 d
() o(s) ®els) =) onmwm

in distribution for the Gromov—Hausdorff—Prokhorov topology.
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We provide an outline of the proof of Theorem 1.3 (our main result) in Section 1.2.

Now and for the remainder of the paper, fix C > 0 and let (r(q) : ¢ € N) and (s(q) : ¢ € N) be such that |r(g) —
7q/15] < Cq?/3 and |s(q) — 5¢/7| < Cq*/3 for all ¢ sufficiently large. The scaling of (¢) and s(g) in Theorem 1.3
is explained by the following local limit theorem for the asymptotics of maximal block sizes.

Theorem 1.4. Let Q, €, Q,, and write §,(q) = r(q)qu%/ls, 8s(q) = M%# Then

A(BSs "AB'S,
P(b@Q,) = (@), $H@Qy) = 5(r(@))) = 2 rﬁg )2/(3‘1)) P (52/3 @ (1 1 oq1y),

where B and B’ are positive constants given in Propositions 3.8 and 3.7 respectively, A : R — [0, 1] is a density.

Here o(1) denotes a function tending to zero whose decay may depend on C, but we omit this dependence from the
notation. We prove Theorem 1.4 using the machinery developed by Banderier et al. [3], based on singularity analysis
of generating functions, in Section 3. Theorem 1.2 follows from Theorem 1.3, Theorem 1.4, and an easy averaging
argument. We similarly deduce Theorem 1.1 by averaging over the second coordinate in the next proposition.

Proposition 1.5. Let R, €, R, s(-) and write S, = S(R,). Then as r — 00,

21 1/4 21 1/4
) Re() S )5 oam
40r 40r
in distribution for the Gromov—Hausdorff—Prokhorov topology.

Remarks.

(1) The proof of Proposition 1.5, given in Section 6, uses the convergence of simple quadrangulations, proved in
Addario-Berry and Albenque [1], to deduce convergence of 2-connected quadrangulations, as a stepping stone to
proving the joint convergence of Theorem 1.3. The results of Addario-Berry and Albenque [1] in turn use the “re-
rooting invariance trick” introduced by Le Gall [11], together with the convergence of uniform quadrangulations
to the Brownian map (Le Gall [11], Miermont [14]), to deduce convergence for uniform simple quadrangulations.
We mention this to emphasize that the results of this paper do not constitute an independent proof of convergence
for uniform quadrangulations.

(2) In Addario-Berry and Albenque [1] it is also shown that simple triangulations converge to the Brownian map.
Using this, the arguments of the current paper could be modified to show joint convergence of uniformly random
triangulations and their largest loopless and simple blocks.

Before sketching our proof, we first describe the combinatorial relations between Q, R*(Q) and S*(Q), on which
our proofs rely.

1.1. Bijections for Q, R and S

Suppose we are given only R®* = R®(Q). What additional information is required to reconstruct Q? Similarly, what do
we require in addition to S® = S®(R) in order to reconstruct R®? In each case, the reconstruction requires augmenting
the edges with additional data. The reconstruction (equivalently described as decomposition) procedures which we
describe in this section are all either due to Tutte [16] or are obtained by slight variants of his methods.

When reconstructing R® from S°, this data consists of a 2-connected quadrangulation for each edge of S®. When
reconstructing Q from R®, we require a sequence of quadrangulations for each edge of R®, together with a second,
binary sequence whose entries specify how to attach the quadrangulations in the sequence. In both cases, the root edge
must be treated slightly differently from the others (in brief, for the root edge we must specify data twice, once for
each side of the edge). We now turn to details.

A quadrangulation of a 2-gon is a rooted map whose unbounded face has degree 2, with all other faces of degree 4,
rooted such that the unbounded face lies to the left of the root edge. Temporarily write 7 for the set of quadrangulations
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Fig. 3. (a) A simple quadrangulation. (b) “Decorations” for the edges. (c) After attaching the decorations. (d) The map R.

of 2-gons. Given a map in 7, merge the two edges incident to the unbounded face to obtain a map in Q; we call this
the natural bijection between 7 and Q. For n > 3, it in fact restricts to a bijection between 7, and Q,. Also, 7>
contains only one element: the map with one edge and two vertices. Recalling that we also view a single edge as a
2-connected quadrangulation, it follows that 7, = Q», and it is convenient to view the natural bijection as associating
these two sets with one another.

Let S = (S, uv) be a simple quadrangulation. List the vertices of S in breadth-first order as u1, ..., u, and list the
edges of S as uv =ey, ..., ey, oriented so that the tail precedes the head in breadth-first order. To build a 2-connected
quadrangulation with simple root block S, proceed as follows (see Figure 3).

(1) Create a second copy e of the edge uv so that eg lies to the left of e .

(2) For 0 <i <m let M; be a 2-connected quadrangulation, and let M; = (M, u;v;) be the quadrangulation of a
2-gon associated to M; by the natural bijection.

(3) For each 0 <i < m, identify the edge e; with the root edge u;v; of M;. The resulting map has a single facial
2-cycle (lying between Mg and M), with vertices # and v; collapse it and root at the resulting edge uv.

Call the resulting map R. Then R is a 2-connected quadrangulation with S®*(R) = S. We note that

le(S)] le(S)|
le®)| = [e(®)]+ D [eM)|1peaup iz = —1+ D (1+ [eMD)|1jeuy) (1)) (1.1)
i=0 i=0

Proposition 1.6. The above procedure induces a bijection ¢ between R and the set
{(5,0):5€8,0eRIOIH]

Proof. Given a 2-connected quadrangulation of a 2-gon, collapsing the unbounded face to form a single edge (which is
equivalent to taking the simple nerve), then rooting at this edge, yields a 2-connected quadrangulation. This operation
is easily seen to be a bijection. In view of the fact that the quadrangulation R € R in the above construction has
S®(R) =S, the result follows. |

Next let R = (R, uv) be a 2-connected quadrangulation and list e(R) as ey, ..., e;, as above. For each integer
1 <i <m, write el* and e; for the head and the tail of ¢; respectively. To build a quadrangulation with 2-connected
root block R, proceed as follows (see Figure 4).

(1) Create a second copy eq of the edge uv so that e lies to the left of e;.
(2) For 0 <i <m fix ¢; € N> and sequences L; = (M; j: 1 < j < ;) € Q% by = (b j: 1 < j < ;) €{0, 1}4.
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Fig. 4. The quadrangulation in (d) can be reconstructed from its 2-connected core in (a) with the decoration ((L;,b;) : 0 <i <r) where
Lo= My, 1), bo= (1), L1 =M1,1),b1=0), Lo =L3=90,by =b3 =0, Ly = (My,1, M4 3),b4 = (0, 1).

(3) For each 1 <i <m, add an additional ¢; copies of ¢;; label the resulting ¢; 4+ 1 copies of e¢; as e; 1, ..., €; ¢;,+1 In
clockwise order around e; .

4) ForO<i<mand 1<j<¢,let Mé, j be the quadrangulation of a 2-gon associated to M; ; by the natural
bijection.

(5) Attach M:] = (M;,j, u; jv; ;) inside the 2-cycle formed by e¢; ; and e; ;11 by identifying u; ; with e;” (if b; j = 0)
or e;r (if b;,j = 1). The resulting map has a single facial 2-cycle, with edges e ¢,+1 and e 1; collapse it and root
at the resulting edge uv.

Call the resulting map Q. Then Q is a connected quadrangulation with R®*(Q) = R. We note that

e®)] &
e = [e®)]+ 3 > (e )]+ 1+ jean, j211)
i=0 j=1
e®)| 2
=-1+ ) (1 + ) (leMi | +1 +1[e<Mi,j>|¢11)>- (12)
i=0 j=1

In the following proposition we write (Q x {0, 1})* = {&} U |, cn(Q x {0, 1D".
Proposition 1.7. The above procedure induces a bijection W between Q and the set
[R,T):ReR,T e ((Qx {0, 1})") .
Proof. This is immediate from the fact that the above construction has R*(Q) = R. U

For both decompositions, we refer informally to the maps in the vectors ® and I' as decorations or as pendant
submaps.
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1.2. Proof sketch for Theorem 1.3

In this subsection, we assume familiarity with the Gromov—Hausdorff and Gromov—Hausdorff—Prokhorov distances.
The relevant definitions appear in Section 2. We begin by stating (and sketching the proof of) a joint convergence
result for a 2-connected quadrangulation and its largest simple block; the proof of this result contains most of the key
ideas for the proof of Theorem 1.3.

Given R, = (R,, e;) €, Ry (), it is easily seen that S, = S(R,) is uniformly distributed over Sg(). Then by
Addario-Berry and Albenque [1], Theorem 1, (3/8s(r))!/4S, —d> M as s(r) — oo. Also, the definition of s(r) guar-
antees that (SS‘QEr))l/4 . (%)_1/4 — lasr — oo.

Let ¢’ be the <g,-minimal oriented edge of S,. If e, € (S;) then S, = S*(R;). Write R. = (R, ¢’). By Proposi-
tion 1.6, R, uniquely decomposes as ¢(R..) = (S, ®) € Sy x RI*®1 ‘and our choice of ¢’ guarantees that S =S, .
Write ® = (©; : 0<i <2s(r) —4), and

L(R,) = max{[v(©))]: 0 <i <2s(r) — 4},
D(R,) = max{diam(®;) : 0 <i <2s(r) —4}.

In words, L(R;) and D(R,) are the greatest number of vertices and the greatest diameter, respectively, of any submap
pendant to the biggest simple block of R,.. The identification of S, as a submap of R, gives the bound dgy(R;, S;) <
D(R,). To prove that (#-)!/*den(R,,S,) = o(1) in probability, it thus suffices to show that (Z-)'/*D(R,) = o(1)
in probability. (Note that here we have the Gromov—Hausdorff rather than Gromov—Hausdorff—Prokhorov distance!)

To accomplish this, we use the methodology developed by Banderier et al. [3], which allows one to describe the
largest block size of a map whenever the map may be described by a recursive decomposition into rooted blocks,
using a suitable composition schema; this is explained in greater detail in Section 3. We thereby obtain the following
distributional result for [v(S,)|.

Proposition 1.8. Let R, €, R, then for any A > 0, uniformly over x € [—A, A],

P(sb(R,) = | 5r/7 + xr*?]) = ﬂfz(gx) (14 o(D)),

where B is given in Proposition 3.8.

The proof of Proposition 1.8 appears in Section 3. The range of values for r in the above local limit theorem is
what leads to our choice for the range of s(r) in Theorem 1.3 and Theorem 1.4. The following proposition bounds the
size of the largest simple block of a random 2-connected quadrangulation.

Proposition 1.9. For any A > 0, there exist positive constants c¢| and cy such that for all r € N and for integer
ke (5r)7+ Ar?3 r),if R, €, R,

P(sb(R,) = k) < ciexp(—car(k/r —5/7)).
This proposition is a slight extension of Banderier et al. [3], Theorem 1, which proves similar bounds but requires
that (r — k) /r?/3 — 0o. We do not reprove the entire result, but simply analyze the behaviour in the range not covered

in the work of Banderier et al. [3]. We use Proposition 1.9 in proving stretched exponential tail bounds for the size of
the largest pendant submap in a random 2-connected quadrangulation.

Proposition 1.10. For all € € (0, 1/3), there exist positive constants cy, ¢z, and c3 = c3(¢g) such that for all r € N, if
R, €4 Ris(r)»

IE”(L(R,) > r2/3+8) <c exp(—czr”).
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Fig. 5. Parallel alternating 1-paths and 3-paths attached to the root edge e;.

Proofs for Proposition 1.9 and Proposition 1.10 are given in Section 4.
Next we deduce a bound for D(R,) through extending a result by Chassaing and Schaeffer [6]. The following
proposition follows straightforwardly from Chassaing and Schaeffer [6], Proposition 4.

Proposition 1.11 (Chassaing and Schaeffer [6]). There exist positive constants vy, C1, and Co such that for all
y>yoandq €N, if Q, €, Qy,

P(diam(Qq) > y¢'/*) < Cyexp(=Cay).

This bound is for connected quadrangulations rather than 2-connected ones. However, at the cost of polynomial
corrections, we are able to transfer the result to the latter family of quadrangulations, as shown in Section 4.1. This in
particular yields the following bound.

Proposition 1.12. Let R, €, R, s(r), then there exist positive constants C1, Ca, and C3 such that
P(D(R,) = r/?*) < Cexp(—Car®).

The above results immediately give rise to Gromov—Hausdorff convergence of (R, S;) after rescaling, as shown
in Proposition 4.2 in the end of Section 4.1. However, to deduce GHP convergence, the above propositions are insuf-
ficient, as they do not guarantee that the uniform measures on v(R,) and v(S,) are close in the Prokhorov sense. Here
is an example of the sort of issue that may a priori still occur. For all s € N, let Sy €, S; have root edge e;. Let P
be the quadrangulation of a 2-gon with 2[s /5] 4 2 vertices composed of parallel alternating 1-paths and 3-paths, and
write e for one of the boundary edges of Ps. Then identify e, with ¢;, embed P; in the face of S, to the left of e,
and write R}, for the resulting quadrangulation; see Figure 5. Recall that M = (M, d, 1) is the Brownian map. Then it
is not hard to see that (R}, S;) converges after rescaling to (M', M), where M’ = (M, d, ') has the geometry of the
Brownian map but has mass measure %u + %8,0, where p is a point of M with law p.

To prevent the masses of “pendant submaps” from concentrating on small regions in this manner, we use that they
attach to exchangeable random locations on the simple block and that each of them has asymptotically negligible size.
The first follows from the details of the construction of a 2-connected quadrangulation from its simple root block,
explained in Section 1.1; the second is a consequence of Proposition 1.10.

In order to show that the facts from the preceding paragraph suffice to imply joint convergence, we prove a general
result on the preservation of Gromov—Hausdorff—Prokhorov convergence under small random modifications; our result
relies on results of Aldous on concentration for partial sums of exchangeable random variables. Details for this part
of the proof appear in Sections 5 and 6.

We conclude the proof sketch by explaining how we strengthen Proposition 1.5 to prove Theorem 1.3. First, with
Qq €u Qy,r(9),5(q)» We show that R(Q,) contains S(Q,) with high probability. The joint convergence of the second
and third coordinates in Theorem 1.3 then follows from Proposition 1.5.

The convergence of the first coordinate does not follow from the existing result by Le Gall [11] or Miermont [14],
because Q, here is not uniformly distributed over Q,, but conditioned on b(Q,) = r(g) and sb(Q,) = s(g). To deal
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with this, we require versions of Propositions 1.10 and 1.12 that apply to uniform quadrangulations sampled from Q,
and Qg r(g),s(r(¢))- These follows straightforwardly once we show that with high probability, S(R(Q,)) = S(Q,). We
postpone the details.

A reprise of the argument for Proposition 1.5 then shows that if Q, €, Q4 r(¢),s(¢)» then (Qg, R(Qy)) 4 M, M)

as g — 00. Since we also know (R(Qy), S(Qy)) —d> (M, M) as g — oo, Theorem 1.3 follows immediately.

2. Preliminaries
2.1. Hausdorff and Prokhorov distances

Let (V,d) be a compact metric space with its Borel o-algebra B(V). Given A C V, the e-neighborhood of A is
defined as

AS:{xe V:EIyeA,d(x,y)<£}.
The Hausdorff distance dy between two non-empty subsets X, Y of (V, d) is defined as
du(X,Y)=inf{e >0: X CY*, Y C X*}.

Denote by P(V) the collection of all probability measures on the measurable space (V, B(V)). The Prokhorov
distance dp : P(V)? — [0, 00) between two Borel probability measures i and v on V is given by

dp(u,v) =inf{e > 0: u(A) <v(A®) + e and v(A) < u(A®) +¢, VA € B(V)}.
2.2. Gromov—-Hausdorff(—Prokhorov) distance

We refer the reader to Burago et al. [5], Miermont [14] and Le Gall [11] for more details on the Gromov—Hausdorff
and Gromov—Hausdorff-Prokhorov distances and the topologies they induce. Let (V, d) and (V', d") be two compact
metric spaces. A correspondence between V and V' is a set C C V x V’ such that for every x € V, there is x’ € V’
with (x, x") € C, and vice versa. We write C(V, V') for the set of correspondences between V and V'. The distortion
of any set C C V x V' with respect to d and d’ is given by

dis(C;d,d") =sup{|d(x,y) —d'(x",y)| : (x.x") e C, (y,)) e C}.
The Gromov-Hausdorf{f distance between (V,d) and (V’,d’) is defined as
deu((V.d), (V', d')) = inf{s >0:3C e C(V, V'), dis(C; d,d) < 28}.

Next, suppose u and u’ are non-negative Borel measures on (V,d) and (V',d’), respectively. The Gromov—
Hausdorff-Prokhorov distance between V= (V,d, u) and V' = (V',d’, ) is given by

deup(V. V') = inf[max{du (¢ (V). ¢'(V')). dp(¢urr. ¢’}

where the infimum is taken over all isometries ¢, ¢’ from (V,d), (V',d’) into a metric space (Z, §) (see Miermont
[13], Section 6.2). Writing K for the set of all isometry classes of compact measured metric spaces, (K, dggp) is a
Polish space; when we refer to GHP convergence we mean convergence in this space.

2.3. The Airy distribution
The Airy distribution is the probability distribution whose density is
Ax) = 2e72%°/3 (xAi(xz) — Ai/(xz))

1 2IQ2n/3+1) .
= Z(—x32/3) T@n/3+1) sin(—2nm /3),
mx = n!
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where the Airy function Ai is given by

. 1 OO i(zt+13/3)
Ai(z) = o e 2 dt
—00

1 ol 1/3) .
~ 7323 Y. (37%) Wsm(z(ﬁrl)ﬂﬂ)‘

nENZ()

3. Composition schemata

Let F(2) = ,en. , Fn2" be a generating function (i.e. an analytic function with nonnegative integer coefficients)
with positive radius of convergence r = rp. We say F is singular with exponent 3 /2 if the following properties hold.

e There exists € > 0 such that F is continuable in A ={z: |z| <r+¢&,z¢[r,r +¢&)}.
e There exist positive constants a = ar,b =br,c =cf such that F(z) =a —b(1 —z/r) +c(1 — /)32 + 01—
z/r)?) asz — rin A.

Gao and Wormald [9] derived asymptotics for the coefficients of F' under the above conditions.

Proposition 3.1 (Gao and Wormald [9], Theorem 1(iii)). Let F be singular with exponent 3/2, let r and c be as
above. Then
3¢ r"
Y A2 32
Next, let C and H be generating functions with positive coefficients, and define a bivariate generating function M

by M(z,u) = C(uH (z)); Banderier et al. [3] call this a composition schema. We generically write Cy = [z¥1C(2) and
M, =[7"1M (z, 1), and for n € N let X,, be a real random variable with law given by

P(X, =k) = %[Z”]H(z)k.

n

We quote from Banderier et al. [3]:

Combinatorially, this corresponds to a composition M = C o H between classes of [rooted] objects, where objects of type # are substituted
freely at individual “atoms” (i.e., nodes, edges, or faces) of elements of C... [z"uk]M(z, u) gives the number of M-objects of total size n
whose C-component (the “core”) has size k, and X, is the corresponding random variable describing core-size in this general context.

More precisely, X,, is the law of the size of the C-component containing the root, in an object chosen uniformly at
random from among all M-objects of size n. The connection with the bijections for quadrangulations described in
Section 1.1 should be clear. We say the triple (M, C, H) is a map schema if C and H are both singular with exponent
3/2 and additionally H (ry) = rc.' The following results are all from Banderier et al. [3].

Proposition 3.2 (Banderier et al. [3], Theorems 1 and 5). Suppose (M, C, H) is a map schema with
C()=co—c1(l —z/rc)+e3p(l—z/re)* + 0((1 —z/rc)?),
H(z)=ho—hi(1 = z/rw) +h3p(1 =2/ + 0((1 = 2/rm)?),

the expansions for C(z) and H (z) valid in some neighbourhoods of rc and of ry, respectively. Let & = a(y,c,H), B =
Bw,c 1) and y =y, c,H) be defined by

o C1h3/2h(l)/2 + C3/2h?/2 _ h?ﬂ S Cg/zhi/z
hy ’ (3h3/2)*3ho a-hy?

'In Banderier et al. [3], this is called a critical composition schema of singular type (% o %). ‘We shorten this to “map schema” as such schemata
seem to primarily arise in the study of maps.
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Then

3a ry"
[Zn]M(Zv l) ~ 47T1/2 nST

Furthermore, writing oo = oo, (m,c, H) = ho/ h1, for any A > 0,

lim  sup [n**P(X, = |aon +xn*3]) — y A(Bx)| =0. 3.1

n=>00 ye[—A,A]

Finally, there exist continuous functions f : [ag, 1] — (0,00) and g : [ag, 1] — (0, 00) such that for any function
AN — N with A(n) — o0,

1/2
(k/n —ag)!/ e—n(k/n—a0)3g(k/")’

P(X,=k) = (1+ 0(1))f(k/n)m

(3.2)

the preceding asymptotic holding uniformly in aon +n*3x(n) <k <n —n*31(n).

Remark. In Banderier et al. [3], schema of the form M(z,u) = C(uH(z)) + D(z) are also considered. Replacing
M(z,u) by M(z,u) — D(z) turns this into a compositional schema; if the latter is a map schema then Proposition 3.2
applies. The equation involving D is convenient when considering map families in which the core may have size zero;
such families should be counted by [uP1M (z, u), which is identically zero in C(u H (z)).

Corollary 3.3. Suppose (M, C, H) is a map schema, and let ag = oo, (m,c, Hy, | and g be as in Proposition 3.2. Then
for any function A : N — N with L(n) — oo and any a > 0,

1/2
(k/n — )/ o k/n—a0) g (k/m)

P =B =00 T = mn

uniformly over integers k € [agn + an®3 . n — k(n)n2/3).

Proof. Note that if k = aon + cn?/? then

1/2 1/2
(k/n — ag)"/ o n(k/n—a0)g(k/n) _ c!/

RS et - - —c3g(a0+c/nl/3)
n12(1 — k/n)3/2 n23(1 — k/n)3/2 '

For |k — agn| = 0(n2/3), the latter is © (n—2/3). By (3.1), we indeed have P(X,, =k) = @(n’2/3) for such k.
If the claim of the corollary fails then there exists a sequence (n;,i > 1) and k; € [on; + an?3 n; — A(ni)nl.z/ 3]
along which the ratio of P(X,, = k;) and

1/2
(ki/ni = a0 o mi—anethi )
n2 (= ki /ni)¥?

either diverges or tends to zero. By passing to a subsequence if necessary, we may assume that either k; — con; =
0 (23 or (kj — agn;) / n,.2/ 3. oo. In view of the above computation, the first possibility is in contradiction with
(3.1). The second possibility is in contradiction with (3.2); thus neither can occur. O

Corollary 3.4 (Banderier et al. [3], Theorem 7). Suppose (M, C, H) is a map schema with ag = ao,(m,c, 1)y and
B = Bm.c.m) defined in Proposition 3.2. Let X} be the size of the largest C-component in a random M-map of size n
with uniform distribution. Then

B(x; = Loon +xn]) = P20 (14 o),

uniformly for x in any bounded interval.
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Let M(z), C(z), B(z) be the generating functions of rooted connected, 2-connected, and simple quadrangulations
respectively. More precisely, we take [z"1M (z) = |Qu+2|, [2"]1C(2) = |Ru+2|, and [2"]B(z) = |Sy+2| for n > 1, and
[2"IM (z) = [7"]C(z) = [z"]1B(z) = 0 for n = 0. (The latter is slightly at odds with our convention of viewing a single
edge as a 2-connected quadrangulation, but is algebraically convienent below.) Define

1 2
H(iz)=z , 33
® <1—2Z(1+M(z))> G-
U =z(1+C@)". (3.4)
The following two lemmas follow immediately from Propositions 1.6 and 1.7 respectively.
Lemma 3.5. We have the following substitution relation between M (z) and C(z):
1 2z(1 + M(z))
M(2)=C(H () . (35)
1-2z(1+M(z))  1-2z(1+M(2))
Equivalently,
M(2)=C(H(@) +2z(1+ M(2))’. (3.6)

Equation (3.6) is obtained by multiplying both sides of (3.5) by 1 —2z(1+ M (z)) and then rearranging elements. To
see that (3.6) gives a composition schema, we can rewrite it as M (z) = C(H(z)) with M ()= M) —2z(1+ M ().

We now take a closer look at equation (3.3), which describes the “M-decorations” of an edge of a C-object (i.e. of
a 2-connected map). This is best understood with the bijection from Proposition 1.6 at hand. In the term 2z(1 + M (2)),
the multiplier 2 counts the choice of extremity at which the decoration is attached; M(z) counts the case when
attachment is a quadrangulation with at least 3 vertices (recalling that z marks the number of vertices less two, and the
lowest power term of M (z) is 2z); the additive term 1 counts the case when attachment is a single edge; the multiplier
z adjusts the counting of extra vertices resulting from the attachment (we multiply by z instead of z> because the
attachment vertex is already counted in the core). Taking the reciprocal of 1 —2z(1 4+ M (z)) accounts for the fact that
we can attach a sequence of submaps (each two separated by an edge). Squaring the reciprocal accounts for the fact
that in a quadrangulation Q we have |e(Q)| =2(|v(Q)| — 2).

In equation (3.5), the term % takes into consideration when the root block is a single edge. The multi-

plication m in the first term accounts for the extra submap attachment due to split of the root edge (recall
the construction preceding Proposition 1.6).

Lemma 3.6. We have the following substitution relation between C(z) and B(2):
C(2)=B(U(2)- (14 C(2). 3.7)

To see that this identity gives a composition schema, note that it may equivalently be written as C(z) = B(U(2))
with B = B /(1 — B). The multiplication (1 + C(z)) accounts for the extra submap attachment due to the split of the
root edge (see the construction preceding Proposition 1.7).

The substitution relations of the two preceding lemmas yield, via well-known methodology, that (M, C, H) and
(C, B, U) are both map schemata. More specifically, we have the following two propositions.

Proposition 3.7. The triple (M, C, H) is a map schema with

40 52515 9

W= YT ® VT R

(3.8)
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Table 1
Expansions of generating functions around their dominant singularities

rf Expansion at r ¢
H 1/12 B = T (1= 120) + 5 (1= 12032 + 0((1 - 122)?)
c 27/196 = B (1-1962/27) + 32/ 1 (1 = 1962/27)%/% + O((1 - 1962/27)%)
27 135 675
U 27/196 S — B (1-1962/27) + L2 /L (1 - 1962/27)%/% + 0((1 - 1962/27)%)
27 135 675
B 4/27 o= (1= 272/4) + 9f —272/4)3/2 + 0((1 — 272/4)?)

Proposition 3.8. The triple (C, B, U) is a map schema with

211/2.9 72/3 5

T 512,50 =B YT mipsg 3.9)

5
oy = —,
0=7

Note that Proposition 1.8 follows immediately from Corollary 3.4 and Proposition 3.8.
We will also need the following analogue of Proposition 1.8 for the largest 2-connected block of a general quad-
rangulation, which follows from Corollary 3.4 and Proposition 3.7.

Proposition 3.9. Let Q, €, Q, then for any A > 0, uniformly over x € [—A, A],

2/3J) — BA(Bx)

P(b(Qg) =|74/15 + xq 273 (1+0(D),

where B is given in Proposition 3.7.

Lemma 3.10. H(z),C(z),U(z), and B(z) each has radius of convergence and asymptotic expansion around
ru,rc,ru,and rp as given in Table 1.

This lemma may be established essentially automatically using standard techniques in enumerative combinatorics.
We include a brief explanation of this methodology in the Appendix.

4. Sizes and diameters of pendant submaps

In this section, we first obtain a size bound for the decorations of the largest simple block in a uniform rooted 2-
connected quadrangulation. Using this we then derive a corresponding diameter bound which leads to a “GH conver-
gence version” of Proposition 1.5, shown in Section 4.1. Analogous tail bounds for uniform rooted quadrangulations
are stated in Section 4.2.

Proof of Proposition 1.9. Let A : N — N be a function tending to infinity with A(r) < (1(’);—/:)2. For k <r — r23x(r),

the bound follows straightforwardly from Proposition 1.8 and Corollary 3.3. We hereafter assume that » — r2/3A(r) <
k < r. Note that for r large enough, r — r>/3A(r) > r/2, so there must be less than one largest simple block of size k.

Let R, €, R,, and note that P(sb(R,) = k) = “7%’"“ By Proposition 3.1 and Lemma 3.10, |R,| = [z/ ~2]C(z) =

-5/2 27
) -r e asr—>oow1thrc_196

Each element of R, ; may be constructed by first choosing S € S; and a collection (M,, e € e(S)) of rooted 2-
connected quadrangulations and with Zeee(s) le(M,)| = 2(r — k); then attaching each M, to e € ¢(S) to obtain a map
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R with r edges; and, finally, fixing a root edge e in R from among the (4r — 8) possible choices. This builds a map
(R,e) € Ry, and any element of R, ; may be so built. It follows that

2k—4
IRkl < ISk| ( > 11 |Rx,.|)-<4r—8>,

(X150, X2k—4) i=1

where the sum is over non-negative integer vectors (x1, ..., Xog—4) With ), 5,4 x; =r — k. It is easily verified that

for all 5,7, |Rs||R¢| < |Rs+1—2] < |Rs+¢], so in the above sum we always have ]—L-ziT4 |Rx;| <|Rr—k|. The number
of summands is clearly less than (2k — 4)" =k s0 we obtain

IRrkl < ISkl - 2k —4) % |R, x| - (4r —8).
Recalling that |Sy| = [zX"2]1B(2), |Rr—k| = [z"%¥72]C(z), this yields
IRl <O@) - 2k —4)* k=32 ko (r — k)2,

where rp and r¢ appear in Table 1.
Altogether, for r — r2/3k(r) <k<r,

k
P(sb(R,) =k) = 'l%kl' <O@) k=4 k= k)2 (:—D :

For large enough r we have r — k < A(r)r*/?> < —L— so for such r,

— (logr)?’

r

Nk _ . — - - L
2k —4)" " =exp((r —k) - log(2k — 4)) SE"Xp<(10gr)2 log(2k 4)) Sexp<10g”>'

We have :—g < 1, so there exists b > 0 such that :—g <exp(—b). It follows that for some positive constants ¢ and ¢,

P(sb(R,) = k) < (4r — 8) - k2. (r —k)™5/2 . 2. exp(—b kot 1L>
ogr

< crexp(—car(k/r —5/7)%). O
Proof of Proposition 1.10. For all positive integers r and x with x <r — s(r) 4+ 2 write
Lrx={ReR, 54 : LR)=x}.
Fix & € (0, 1/3) for the remainder of the proof. Letting R, €, R, 5(+),

r—s(r)+2
P(LR,) = r*PT) =R ™h D 1Lnsl. (4.1)

x=(r2/3+5'\
Since s(r) = 5r/7 + O0@r*3) asr — oo, by Proposition 1.8,
Rrsil =0O(r ) - IR =0(r™27) - r 2" =0(r™ %) " 4.2)

Thus, it remains to bound | L, |-
Each element of £, can be obtained by attaching some R, € R, to the largest simple block of some R €
Rr—x+2,5¢-) With sb(R) < x, then possibly re-assigning the root edge. We therefore have

|£r,x| < ®(r : s(r)) . |Rr7x+2,x(r)| Rl (4.3)
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as r — oo. Then to bound |L, .|, it suffices to bound |R,_,42s(-)| and |Ry|. For large enough r and for all x
[r23te r — s(r)+2],wehave 5(r —x+2)/7+ (r —x + 2)2/3 <s(r) <r —x+2. For x in this range, we may apply
Proposition 1.9: we obtain that for some C’ > 0,

3
IRr—xt2.500| _ 0(1)-exp(—C/(r —x)( H0) —5/7) )
r—x

|Rr—x+2|

For all possible x, by Proposition 3.2 and Lemma 3.10 we have |R,_,4+2| =©(1) - (r — x)’5/2rgr+x, SO

3
IRy izl = 0 - (=) 752 r g4 ~eXp<—C’(r —x)(:(_”x _5/7) )

Then (4.3) gives

3
L) x| = O(ros(r)) x 2. (r —)c)_s/2 . rEr ~exp<—C/(r —x)( s(r)x —5/7) )
r—

Since S(r—r) >5/7— Cr~1/3, we have for large r,

exp(—C/(r - x)(% - 5/7>3> <exp(=C'(r —x)2(5x/7 — Cr?3)?).
For r2/3+¢ < x <r — s(r), and for large enough r, we thus have
ILr ]
= O(r . s(r)) x TP —x)T2. re’ -exp(—C’(r —x)_z(Sx/7 — Cr2/3)3)
=0(r-s(r)) X2 r—x)72. re"-exp(=C'(r — r2/3+8)_2(5r2/3+5/7 - Cr2/3)3)
=rg" -exp(=C"-r¥), 4.4

for some C” > 0.
Finally, combining (4.1), (4.2), (4.4) and the fact that s(r) = 5r/7 + O (r?/3), there exist positive constants ¢y, ¢
and c3 = c¢3(g) such that

r—s(r)+2
PLR) =z r ) =[Resn| ™0 D ILrl < crexp(—exr®).

x= |'r2/3+s'| O

4.1. Diameters of submaps pendant to the largest simple block

We want to apply Chassaing and Schaeffer [6] to obtain a diameter bound, but first we need to transfer the diameter
tail bound from Chassaing and Schaeffer [6] to the setting of 2-connected quadrangulations.

Lemma 4.1. Let R, €, R,, then there exist positive constants xo, ¢| and ca such that for all x > x,
P(diam(R,) > xr1/4) < c1r?3 exp(—cax).

Proof. For g € N, let Q; €, Q. Given that b(Q,) =r, R(Q,) has the same distribution as R,.. So for all ¢ > r and
x > 0, we have

P(diam(R,) > xr'/*) = P(diam(R(Q,)) > xr'/*|b(Q,) =r)

‘ P(diam(Q,) > xr'/4)
< F(diam(Qq) > xr!/b(Qq) =r) < ——pa 0N
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Now let g = | 15r/7], then xri/4 > x(7/15)1/4q1/4, so by Proposition 1.11, there exist positive constants xg, C1, Ca
such that for all x > xo,

P(diam(Qy,) > xr'/*) < Cy exp(—Cax).

On the other hand, by Proposition 3.9, there exists C3z > 0 such that for all r € N,
P(b(Q,) =r) > C3r /3.

Altogether, we have

. C1 exp(—Cax)
1/4y o L1EXpl—Lax)
P(diam(R,) > xr'/*) < Car—2/3

Then setting ¢; = C1/C3 and ¢; = C concludes the proof. |

Proof of Proposition 1.12. Fix a positive integer r and let k € N with k < min{s(r),r —s(r)}. Let R, = (R, e;) €,
Rysr), write S, = S(R,), let ¢’ be the <g,-minimal oriented edge of S,, and write R, = (R,, ¢’). It follows from
Proposition 1.6 that R, uniquely decomposes as (S,, ®) € S x RIeSHIHL Write © = (O, O, ... ., Oe(s(R,))|); recall
that ® has two entries corresponding to the root edge.

For any 0 <i < |e(S,)], given that |[v(®;)| = k, ©®; is uniformly distributed over Ri. By Lemma 4.1 and since
k < r, there exist positive constants xg, c; and ¢, such that for all x > xo, and for all 0 <i < |e(S,)|,

P(diam(®;) > xk'/*||v(©;)| = k) < c1r*/? exp(—cax). 4.5)

Note that |e(S,)| = 2s(r) — 4 and recall that D(R,) = max(diam(®;) : 0 <i <2s(r) —4). Fix ¢ € (0, 1/7). Using
a union bound,

P(D(R,) > r7/*%)

2s(r)—4 |_r2/3+5J
=2 { 2 P(diam@,.)zrw,|v(@,.>|:k)+p(|v(@,.>|zrw“)}
i=0 k=1

2s(r) =4[ Lr2 e
<> [ > P(diam(®;) = r¥|u(©))] = k) + P(jv(©))| = r2/3+8):|.
i=0 k=1
By (4.5), for k < r?/3%¢ and for each 0 < i < 2s(r) — 4,

P(diam(®;) > r>/*|v(©))| = k) < c1r?/3 exp(—cor™/ k1)

<cr?3 exp(—czr1/24_€/4).

Finally, by Proposition 1.10, there exist positive constants k1, k2 and k3 = k3(¢) such that for each 0 <i <2s(r) — 4,

P([o(®)] = r?**°) < P(L®R,) = r*/***) < ki exp(—kar');
combining the preceding 3 inequalities and using that s(r) <r and that 1/24 — ¢/4 > 1/168 yields

B(D(R)) 2 r7%) = (250) ~ [ e exp(—ear' ) 4k expllar®)]

= 0(r7/3+5 exp(—c2r1/168)) +0(r -exp(—kzrk3)).

By choosing the constants C, C; and C3 carefully, we may conclude the proof. ([

Given the diameter bound, we immediately have the “GH convergence version” of Proposition 1.5:
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Proposition 4.2. Let R, €, R, sy and write S, = S(R,), then as r — 00,

21\ 14 21\ 4 .
((U(Rr), <W> 'dR,)’ <U(Sr)7 (W) 'ds,)> = (M, d), M, d)) (4.6)

in distribution for the Gromov—Hausdorf{f topology.

Proof. For any compact metric space X = (X,d) and any subspace Y = (¥,d|yxy) we have dgy(X,Y) <
sup,ex d(x, Y). By Proposition 1.12, sup,.,r,) r=V4dg, (v, S,) LS 0, and the result follows. O

4.2. Analogous results for the largest 2-connected block

By analogy to Propositions 1.10 and 1.12, we have the following bounds for the submaps pendant to the largest
2-connected block in a uniform quadrangulation.

Given Qg = (Qy, ¢q) € Qq, write R; =R(Qy), let ¢’ be the <q,-minimal oriented edge of R;, and write Q; =
(Qq. ¢"). By Proposition 1.7, Q; uniquely decomposes as

(Rg. ((Li.bi) 10 <i <2[eRy)] - 4)).

where L; =M; ;:1<j<[)e Qi and b; = (bi,j:1=<j=<l)e{0, 1}1", and (/; : 0 <i <2le(Ry)| —4) are suitable
non-negative integers. Write

L'(Qq) =max{|v(M; )| : 0 <i <2|e(Ry)| —4,1<j <1}, 4.7
D'(Qg) = max{diam(M; ;) : 0 <i <2|e(R,)| —4,1<j <[I;}. (4.8)
Proposition 4.3. For all & € (0, 1/3), there exist positive constants ci, ¢z, and c3 = c3(g) such that, if Q €, Qg r(g)>
P(L'(Qq) > ¢**¢) < crexp(—c2q).
Proposition 4.4. Let Q, €, Q4 ,(q), then there exist positive constants Cy, C2, and C3 such that
P(D'(Qq) = ¢°/**) < Crexp(—C2¢©).

We omit proofs for the above propositions since the arguments are very similar as those for Propositions 1.10
and 1.12.

5. Exchangeable decorations

This section provides bounds on the Prokhorov distance between three sorts of measures on the vertices of a graph:
the uniform measure, the degree-biased measure, and measures obtained by assigning vertices exchangeable random
masses. In subsequent sections, these bounds help control the GHP distance between a map and its largest block.
Recall from the Introduction that for a map G, and ¢ > 0, ¢cG denotes the measured metric space (v(G), c-dg, LG)-
Given a map G, write degs (v) for the degree of v € v(G) in G; the degree-biased measure on G is the measure ug

on v(G) satisfying ug(S) =) ,esdegs(v)/(2le(G))).

Lemma 5.1. For any quadrangulation Q and any ¢ > 0, with g and ,ug viewed as measures on € Q, we have

dP(/LQ, ug) < max{s, 1/|v(Q)|}.
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Proof. Let n be the number of faces of Q, so that [v(Q)| =n + 2 and |e(Q)| = 2n. Fix V C v(Q) (the remaining
case is trivial). A face f of Q is an internal face of Q[ V] if all vertices of f lie in V; it is a boundary face of Q[V] if
some edge of Q[V]is incident to f, but not all edges incident to f belongto Q[V].

Write V* = {v € v(Q) : dp(v, V) < 1}, and note that V C V. We claim that

wo(VF) = no(v) - (5.1)

()l

If this is so then in ¢ Q we obtain (V) < Mlé (V&) +1/|v(Q)]; since V was arbitrary, the lemma then follows easily.
We now prove (5.1).

First suppose Q[V] is connected, and write p = |V|. If p = 1 then the inequality is easily checked. If p > 2 then
view Q[V] as a quadrangulation with boundaries; let the boundaries have lengths ¢1, ..., £; and write Zf: 1Li=L.
We have k > 1 since V # v(Q).

Writing i for the number of internal faces of Q[V], Euler’s formula straightforwardly yields p =i +2 4 £/2 — k.
Furthermore, if f is a boundary face of Q[V] then all edges of f lie within Q[V*]. Now, a boundary face can be
incident to at most two edges of Q[V'], so Q[V] must have at least £/2 boundary faces. It follows that

> degy(v) = > 4>4G+£/2)=4(p+k—2)=4(p—1).
veV+ f internal to Q[V+]

Since ZUEU(Q) degQ(v) =2|e(Q)| =4n, it follows that

B p—1 n+2—-2p 1
uo(V)z ——=po(V) = ————=nuo(V) - ———.
¢ e n+2) =0 ()]
Finally, if Q[V] is not connected, the same argument applied component-wise yields the same bound. (]

Since both 1/s — 0 and (&) — 0 as s — oo, the following is immediate.

Corollary 5.2. For Sy € S;, with us, and ,u‘sgs viewed as measures on (%)1/483, we have dp(us,, y,gx) — 0 as
s — 00.

In what follows, for a vector x = (x1, ..., xx) € R¥ write x|, = (Zle xl.p)l/p. Suppose that G = (G, e) is a rooted
map. Enumerate the edges of G as ey, .. ., e, where m = |e(G)/, and let ep be a second copy of the root edge e. (This
makes sense even if G is random, as long as it is possible to specify a canonical way to order the edges of G; for
example, we may use the order <g described in the Introduction.)

For each 0 <i < m, let w; be a uniformly random endpoint of ¢;. Let n = (ny, .. ., n,,) be a vector of non-negative
real numbers with [n|; > 0. Define a (random) probability measure vg on v(G) as follows: for V C v(G), let

oy — .
vG(V)_|n|1 > o (5.2)

{i:w;eV}

If one views (w; : 0 <i <2s — 4) as attachment locations for pendant submaps, and n as listing the masses of these
submaps, then v is the probability measure assigning each vertex v a mass proportional to the total mass of submaps
pendant to v.

Lemma 5.3. Let G = (G, e) have |e(G)| = m and let n = (ny, ..., ny) be an exchangeable random vector of non-
negative real numbers with |n|y strictly positive. Then for any V C v(G),

P(! &(V) =g (V)| SANR— |n|><4e ( 2’2)
v — > — X — .
¢(V)—hg w12 ) =T T
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In the proof, we will use the following result of Aldous [2], Proposition 20.6, which informally says that partial
sums constructed by sampling without replacement may be obtained by first sampling with replacement and then
taking a suitable projection.

Proposition 5.4 (Aldous [2], Proposition 20.6). Fix x|,...,x, € Randk € {1, ..., m}, let o be a uniformly random
permutation of {1,...,m}, and let 11, ..., Iy be independent and uniform on {1, ..., m}. Then there exists a pair of
random variables (X, Y) such that E[Y |X] = X and

k k
ngxa(j» gz
j=1 j=1

Aldous [2] notes the following consequence of the preceding proposition, which is what we will in fact use.

Corollary 5.5 (Strassen [15], Theorem 2). Under the conditions of Proposition 5.4, for all continuous convex func-
tions ¢ : R — R,

E[¢(X)] <E[¢p(1)].

Proof of Lemma 5.3. Given V C v(G), write 3,V for the edge boundary of S, i.e., the set of edges ¢’ € e(G) with
one endpoint in V and one in V¢. By definition, for 0 < j < m, the vertex w; is a uniformly random endpoint of ¢;.
We have

Z{j:ejeG[V]} nj+ Z{j:e_/eaeV} 1w evin;

(5.3)
In|y

vg (V) =

We now show that v (V) is concentrated using Proposition 5.4. Independently for each j > 1 let I; €, {0, ..., m}.
By the exchangeability of n, it follows that for any continuous convex ¢ : R — R,

o X w)]eelo( £ )]

{jejeG {jiejeG

Also by exchangeability,

GV
E[ > n,j}=|n|l-%.

{jejeGlV]}

Taking ¢ (x) = e“* for ¢ := I;% and applying Markov’s inequality as in McDiarmid [12], Theorem 2.5, yields Hoeffd-
2
ing’s inequality-type bounds for Z{j:e,eG[V]} nj:

n 1eGIVDI| 1
P( I e >|n|1""'2>

{j:ejeGIV]}
GV
:]p( I IEILIE \||>
{j:ejeGIV]}
GV
e glep(c| X = tai I o
{jejeGlV]}
G[V]
cetBlop(c:| 3 - IV
{j:ejeGIV]}
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The last inequality follows from a straightforward calculation; see McDiarmid [12], Lemma 2.6. The random variables
11y evy are iid Bernoulli(1/2), so a reprise of the argument yields

Liw;eving 13, V| ‘ 2¢2
p(| J - ‘| |2> <2ex ( )
( mli  20m+ 10| Inl P

In|3

{j:ej€d.V}
We have
1 2le(GIVD] + 13, V|
B
ng (V)= deg(v) = ,
G 2|e(G)|§ 2m
SO
le(G[VD)I [0, V| 1
‘uém— - <

m—+1 2m+ 1| " m+1"

Considering (5.3), we then have
2t 1
P( w2 (V) —uBv >——|——‘n>
(’ G ) MG( )‘ n|, m 1 [n|2

1y evinj 19, V| t
v s B )
= ( 2 I, 2+ 0| 1™

{j:ej€0.V}
n e(G[V]
L (Ip> |nf | )
{jejeGlV 1
Combining the three probability inequalities then proves the lemma. O

It is easily seen that the above lemma applies even for random sets V, so long as V is independent of the randomness
used to select the endpoints w; of the edges; we will use this in what follows.

6. Projection of masses in random quadrangulations

In this section we apply Lemma 5.3 to study projection of masses in large random quadrangulations, and in particular
to prove Proposition 1.5. We begin by stating a straightforward corollary of Lemma 5.3. For a metric space X = (X, d)
and x € X write B(x,r; X) ={y:d(x,y) <r}.

Corollary 6.1. For s € N let ng = (ng.0, ..., n5,25—4) be an exchangeable random vector of non-negative real num-

bers. Let Sy €, S, and for v € v(Sy) write B(v,r) = B(v,r - s1/4: Ss). Conditional on S, let U and U’ be indepen-
dent, uniformly random elements of v(Sy). If Ing|; — 00 and |ng|2/Ing|; — O then for all x > 0,

|vg! (B(U.x)) — g, (B, x))| = 0, 6.1)
v (BW,x) N B(U', x)) — u§ (BW,x)NB(U', x))| = 0 (6.2)
in probability as s — 00.

Proof. Fix x > 0. We assumed that |ng|; — oo and |ng|2/|ng|; — 0; we may therefore choose a sequence ¢ (s) such
that #(s)/|mg|1 — 0 and 7(s)/|ng|» — co. Now take V = B(U, x). Recalling that |e(S;)| + 1 = 2s — 3, for any ¢ > 0,
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Lemma 5.3 gives

limsup]P’(|vg§ (B(U,x)) — ,ugr(U,x)’ > ¢||ng|2)
§—>00

i , 2t(s) 1
<1 Pl &) = uB (V)| > (
SumeP (‘”Ss( )= (V| z 5 sl

2t (s)?
<lim sup4exp<—£>

§—00 |nX|§

=0,
which is (6.1). To prove (6.2) take V = B(U, x) N B(U’, x) and argue similarly. ([l

Corollary 6.2. Under the assumptions of Corollary 6.1, with v;; and ,ugs viewed as measures on (83_5)1/ 4S,, we have
dp(us,, vgf) — 0 in probability as s — 00.

Proof. By Corollary 5.2, it suffices to show that dp(/J,gs , vé‘;‘) LS 0. To achieve this, we use Corollary 6.1 and the
compactness of the Brownian map M = (M, d, ). For the remainder of the proof we abuse notation by writing
s = ugY and vg = vgj, for readability.

Fix ¢ > 0. By Addario-Berry and Albenque [1], Theorem 1, the triple (v(S;), (%)1/ 4dSS, us,) converges in distri-
bution to M as r — oo. Since M is almost surely compact and u a.s. has support M, if (U; : i € N) are independent
with law p© then we almost surely have

k
K ::inf{keN:UB(Ui,s;M):M} < 00.

i=1

For s € N, let (Uy,; : i € N) be independent with law ug_, and let

k
K= inf{k eN:|JB(Usi. & (3/85)'/%8;) = v(SS)}.

i=1

The aformentioned distributional convergence and the a.s. finiteness of K, together imply that there exists K € N
such that for all s e N, P(K; > K) < e.
Fori > 1 let

B; = B(Uy.i, &5 (3/(89))"/*S,). (6.3)

Let Ay = Bj,and fori > 11let A; = B; \ Uij_:ll Bj. Then Ay, ..., Ak, is a covering of v(S;) by disjoint sets.
Suppose that dp(us, vg) > €. Then there exists a set S C v(Sy) such that either p;(S%) < vy(S) — & or vs(S%) <
s (S) —e. Since Ay, ..., Ak, partition v(Sy), there is j such that either

1s(SENA;) <v(SNAj) —e/Ky <vs(Aj) —e/K, or
‘)s(tS“E ﬁAj) <us(SNAj)—e/Ks < us(Aj) —e/Ks.

For one of these to occur we must have S N A; # @. Since A; has radius at most ¢, it follows that A; C §°. Thus,
either

us(Aj) <vs(Aj)—¢e/Ks or
vs(Aj) <pus(Aj) —e/K;.
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This yields the bound

]P)(dl’(/l«s» Vs) > 8)
< ]P’(|/LS(AJ~) — vS(Aj)| >¢e/Ksforsome 1 <j < Ks)

K
<Y P(lus(Ap) = vs(A)] > /Ky, Ky < K) +P(Ks > K)

K
<D P(|us(A)) = ve(A))| > e/K) +e. (6.4)

By the triangle inequality, for all 1 <i < K,
|15 (A7) = vs(A))|
i—1 i-1
Ms(Bi \ U Bj) - Vs<Bi \ U Bj)’
j=1 Jj=1
i—1 i—1
,U,S<Bim UBj) —US<B,' N UBj)‘
j=1 j=1
i—1

< |1 (Bi) = vs(B)| + Y _|1s(Bi N B}) — vs(B; N B))),
j=1

= |Ms(Bi) - Vs(Bi)| +

where the last sum equals O in the case i = 1. Recalling the definitions of the B; from (6.3), the preceding inequality
and Corollary 6.1 imply that for each fixed i > 1,

|5 (AD) = vs(AD] — 0
in probability as s — co. Combining this with (6.4), we obtain

limsup]P’(dp(,us, Vg) > S) <e.

§—>00

Since ¢ > 0 was arbitrary, this completes the proof. (I

We are almost ready to prove Proposition 1.5; before doing so we state two easy facts, which each provide bounds
on the GHP distance between a measured metric space and an induced (in some sense) subspace. The first fact is
immediate from the definition of dgyp.

Fact 6.3. Fix a measured metric space X = (X,d, u) and Y C X, and let uy be a Borel measure on (Y, dy), where
dy =d|yxy is the induced metric. Write Y = (Y, dy, ty). Then dgup(X, Y) < max{dy(X,Y), dp(u, uy)}.

The second fact informally says that in a compact measured metric space, projecting onto an e-net does not change
the space very much (in the GHP sense). The proof is left to the reader.

Fact 6.4. Let X = (X, d, u) be a compact measured metric space, and let S C X be finite so that there exists ¢ > 0
with X C S¢. Let (X : s € S) be measurable subsets of X such that UseS X; =X, that w(X;NXy)=0fors #s',and
that X C B(s,&; X) forall s € S. Define a measure v on S by v(s) = u(X;) forany s € S, and let S = (S, d|sxs, V).
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Then
deup(X, S) <e.

Proof of Proposition 1.5. Forr € N, let R, €, R, 5, and let S, = S(R,). Write R, = (R, ¢,;), and let ¢’ be the <g, -
minimal oriented edge of S,. Next, apply the bijection of Proposition 1.6 to the map R). = (R,, ¢'): this decomposes
R; into S, together with a sequence (©; : 0 <i <2s(r) —4) of submaps of R,. Let n,. o = |e(®¢)|1[j¢(®;)|>1], and for
1<i<2s(r)—4letn,; =1+ e(©;)|1e@©,)>1]- Thenletn, = (n,, ..., ny25()—4) and construct the measure vé‘r’
asin (5.2): for 0 <i <2s(r) — 4, w; is a random endpoint of ¢;, and

n, _ .
v W)= D i

(The difference of 1 in the definition of n, ¢ accounts for the fact that when reconstructing R, from S, and the ®;, we
identify two copies of the root edge; the fact that 2r — 4 is the correct normalization follows from (1.1).)

We have |n,|; = 2r — 4 — oo as r — oo. Furthermore, if L(R,) < r3/% then ne; < 2r3/% — 3 for all i, SO
Iny|2/In, |1 = O(r~/8) — 0. By Proposition 1.10, we have P(L(R,) < r3/4) = 1, so |n,|2/In,|; = O.

Corollary 6.2 now implies that dp(us, , vgr’) — 0 as r — 0o, with the measures viewed as living on (%)1/ 48, For
Borel measures i, v on a compact metric space (X, d), we have dgap((X, d, ), (X,d,v)) =dp(u,v), so

a1\ /4 21\ /4 . R
()" o0 (3) " 2)) o

We now bound the distance from (%)1/ 4R, to the latter space. It is convenient to work with a graph with edge
lengths rather than a finite measured metric space. More precisely, view each edge e of R, as an isometric copy I, of
the unit interval [0, 1], endowed with the rescaled Lebesgue measure (2r — 4)~! - Leb 1,» and write R" = (R/., d/, 1)
for the resulting measured metric space. We then have . (R.) = (2r —4)~!. Zeee(&) Leb;, (I.) = 1.

We may naturally identify v(R,) with the set of endpoints of edges in R’, and this is an isometric embedding in
that with this identification we have dg, = d|y(r,). Furthermore, the degree-biased measure ,ugr may be obtained by

projection onto v(R,): for v € v(R,) we have ,ugr(v) =u,.(B(w,1/2;R)) = degg (v)/(2(2s — 4)). By Fact 6.4, it
follows that for any ¢ > 0,

doup (R, (v(Ry), edg,. upy ) < &. (6.6)

The space S, = (v(S;), ds,) is likewise isometrically embedded within R’, and we may also obtain the measure
v;: by projection. To do so, let E; = e(®;) for 1 <i <2s(r) —4,let Eg = E(O¢) \ {¢'}, and for v € v(S,) let

X, = U Ule.

{i:w;j=v}e€kE;
Then v;’ (v) = u,.(Xy). Furthermore, (X, : v € v(S;)) covers R. and u,.(X, N X,) =0 for u # v since edges
only intersect at their endpoints. Recalling the definition of D(R,) from Section 1.2, for any v € V we have
X, C B(v, D(R,); R). It follows from Fact 6.4 that for all £ > 0,
dGHP(SR/v (U(S}’)’ 8dS,, V;:)) S o D(Rr) (67)
We always have D(R;) > 1, so combining (6.6), (6.7) gives
donp((v(Sy), eds, . vg'), (v(Ry), edr,, 1ty ) <26 - D(R,).

Using Lemma 5.1 to bound dgup((v(R,), edg, , gr), eR,), the triangle inequality then gives

daup((v(S)), eds, vgr’), ¢R,) <2¢- D(R,) 4+ max{e, 1/r}. (6.8)
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By Proposition 1.12, r~14D(R,) LS 0, and (6.5) then implies that

21\ 14 21\ 14 ,
d Y os (2) R ) 2o
GHP<(4Or) <40r> ) -

Since %(r) .S, —d> M asr — oo, and %(r) =1+ 0(1))%, the result follows. U

7. Proofs of the theorems

Recall that K is the set of measured isometry classes of compact metric spaces, and that GHP convergence refers to
convergence in the Polish space (K, dgpp).

Proof of Theorem 1.1. Let g : K — R be a bounded continuous function, and write ||g|| = sup|g| < co. Recall that
R, €, R,, and let M, = (§)!/*R,. We show that

E[gM,)] — E[g(M)] (7.1)

as r — 00; the result then follows by the Portmanteau theorem.

The proof of (7.1) is simply summarized: average over the size of sb(R,). The details are also fairly straightforward.
Fix ¢ € (0, 1/2) with ¢ < 1/||g||, let A be the Airy density and let 8 given by Proposition 1.8. Then fix C, > 0 large
enough that ffég BA(Bx)dx > 1 — &. Recall from the Introduction s(r) satisfies |s(r) — 5r/7| < Cr*/3 for large r.
The constant C was fixed but arbitrary, so we may assume that C > Cs.

Next, for r, s €e N with s <r, let R, s €, R, s and write M, s = (%)1/4Rm. We claim that

sup |g(M,.5) — g(M)| > 0 (7.2)
{seN:|s—5r/7|<Cer?/3}

as r — 00. Indeed: otherwise we may find a sequence (5(r) : r € N) such that |s(r) — 5r/7| < C.r3 < cr?/3
with limsup, ., ., [g(M, 3¢y) — g(M)| # 0. By the Portmanteau theorem, this implies that M, ; does not converge in
distribution to M, contradicting Proposition 1.5. This establishes (7.2).

Now for each r € N, let

E, = {[sb(R,) — 5r/7| < C.r*?}.

Recalling the definition of §5(-) from Theorem 1.4, it follows from Proposition 1.8 and a Riemann approximation that
for large enough r,

> BABSs(q))

P(E;) = (1 +o0(1)) 273

{seN:|s—5r/7|<Cer2/3}

Ce
= (14+o0(1)) BA(Bs)ds
Ce

> 1 —2¢.
Then for large enough 7,
|E[sM)] — E[gM, 1, D] <P(ES)lIgll < 2ellgll. (7.3)

We now show that |E[g(M,1g,1)] — E[g(M)]] is also small. The conditional law of R, given that sb(R,) = s is
identical to that of R, s, so

E[gM, 11z,7)] = 3 P(sb(R,) = 5)E[g(M,.,)].
(seN:|s—5r/7|<Csr2/3)
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By the triangle inequality, we therefore have

[E[sM,11£,1)] ~ E[gVW)]|

< 3 P(sb(R,) =) - |[E[¢(M,.5)] — E[g(M)]|
{seN:|s—5r/7|<Ccr2/3}
< sup |gM,.5) — g(MD|. (7.4)

{seN:[s—5r/7|<Cer2/3}

This tends to 0 by (7.2), which with (7.3) gives limsup, _, ., IE[g(M,)] — E[g(M)]| < 2¢]|gll. Since & > 0 was arbi-
trary, this establishes (7.1) and completes the proof. ]

In the remaining proofs, we use the following simple fact. Recall the definition of L’ from (4.7).

Fact 7.1. Let Q, € Q,, write R; =R(Qy) and S; = S(Qg). Note that if S; # S(R,), then sb(Qg) > sb(R,), and it
follows that Q, contains at least two 2-connected blocks of size at least sb(Ry), implying that L'(Q,) > sb(Ry).

Proof of Theorem 1.4. Fix g € N and write R, =R(Q,). Let R €, R, (). Given that b(Q,) =r(q), R, 4 R, so
P(b(Qy) =r(g),sb(Ry) =5(r(q)))
=P(sb(Ry) =s(r(q))[b(Qy) =r(q)) - P(b(Qy) =r(q))
=P(sb(R) =5(r(¢))) - P(b(Qq) =7(9)).

Writing 8 = 52/238'15 and B’ = %, by Propositions 3.9 and 1.8, we thus have
A(BS, "A(B'8s
P(bQ)) = r(@). o(R,) =s(rq))) = LI L (1 o). @5)

Next,

[P(b(Qy) =7(9), sb(Ry) = 5(r(9))) — P(b(Qq) =r(g), sb(Qy) = 5(r(9)))|
< P(b(Qy) =r(q), sb(Qy) # 5(r(q)), sb(Ry) = 5(r(9)))
+P(b(Qq) =7(q), sb(Qq) = 5(r(q)), sb(Ry) # 5(r(9)))- (7.6)

If {b(Q,) =r(g),sb(Qy) #s(r(gq)),sb(Ry) =s(r(g))} occurs then L'(Qq) > s(r(g)), as explained in Fact 7.1. Sim-
ilarly, if {b(Qg) =r(g),sb(Qy) = s(r(g)),sb(R;) # s(r(g))} occurs then Q, must contain a simple block of size
5(r(q)) that does not lie within R,; since b(Q,) = r(g) > s(r(q)), in this case we also obtain L'(Q,) > s(r(g)). It
follows from Proposition 4.3 that there exist positive constants cy, c2, c3 such that

|P(b(Qq) =r(q),sb(Ry) =5(r(q))) —P(b(Qy) =r(q).sb(Qy) = S(”(f])))}
<2P(L'(Qy) = 5(r(@)))
<cy exp(—czqc3)

=o(q7?),

which combined with (7.5) proves the theorem. O

For the proof of Theorem 1.3, we require a lemma bounding the maximum degree in a quadrangulation uniformly
drawn from Q, ,(4),s(¢); the lemma follows easily from the fact that degrees in uniform quadrangulations have expo-
nential tails.
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Lemma 7.2. Let Q; €4 Qy.r(¢).s5(q)- Then for all q sufficiently large,

P(max(deng (w):w e v(Qy)) = (lnq)z) <q7 10

Proof. By Bender and Canfield [4], Theorem 2(i) (and Tutte’s angular bijection between maps and quadrangulations),
for all & > O there exists B > 0 such that forall ¢ > 3,if Q €, @, and u €, v(Q) then

1 d
P(degq(v) > d) < B(E + a) . (7.7)
Given that b(Q) =r(g) and sb(R(Q)) = s(g), the conditional law of Q is uniform on Qg (),s(g); SO
P(max(deng (w) 1w e v(Qy)) >d)

= ]P’(rnax(degQ(w) TweE v(Q)) > d|b(Q) =r(g), sb(R(Q)) = s(q))

< q-P(degq) > db(Q) =r(¢), sb(R(Q)) = 5(¢))
IP’(degQ(u) >d)

P(b(Q) =7(q), sb(R(Q)) = 5(q))

= 0(q"”)P(degq () > d),

=q

the final inequality by Theorem 1.4 and the definition of r(¢) and s(g). Taking d = In? ¢ and & < 1,2, the result then
follows from (7.7). [l

Proof of Theorem 1.3. Recall that Q, €, 9y r(¢).5(9)> and R; = R(Q,) and S, = S(Q,). Let Q €, Q. Given that
b(Q) =r(g) and sb(Q) = s(g), we have Q, 4 Q. By Fact 7.1, we then have
P(S, # SR,)) = P(S(Q) # S(R(Q))IbQ) = r(g). sb(Q) = 5(¢))
<P(L'(Q) = 5(9)Ib(Q) =r(g), sb(Q) = 5(¢))

_ PUL'(Q) = 5(9)bQ) =r(9)
T P(O(Q) =r(q),sb(Q) =s(¢))

Combined with Theorem 1.4, this gives

P(Sy #SRy) = 0(¢*7) - P(L'(Q) = 5(q)|b(Q) =7(q)).

Since s(¢) = q/3 + 0(¢g*?), by Proposition 4.3 there exist 3, ¢3 > 0 such that
P(L'(Q) = 5(9)Ib(Q) =r(¢)) = O(exp(—c2¢®)).
Hence,
P(S, #S(Ry)) = 0(¢*? - exp(—c2¢?)). (7.8)

Now letR €, R;(y),s(¢)- Given that S, = S(R,), we have R, €, R, (y),5(¢)» 50 (7.8) implies easily that for any bounded
continuous function g : K> — R

. 21 1/4R 21 1/45 e 21 1/4R 21 1/4SR 0
Hg<<40r<q>) "’(40r<q>> q)]_ [g<(40r<q>> ’<40r<q>) ”)”‘“

as ¢ — o0o. By Proposition 1.5 and the Portmanteau theorem, it follows that as r(g) — oo,

21 \'* 21 \V4 N g
<<40r(q)) Rq’(m) Sq)—>(M,M)_ o)
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Moreover, by the definition of r(g), there exist C1, C2 > 0 such that for all g > 0,

9 _2t 9
8¢ +C1g**® ~ 40r(q) ~ 8g — C2¢*/3"

From this and (7.9) we obtain

9\ /4 9\ /4 d

— R,,| — S M, M 7.10

(&) ®e(g) s)*o0nm .0
as g — oo. To finish the proof, we show that also

9\ /4 9\ /4 d

— | = R M,M). 7.11

(&) o(g) ®)*oum .11

Joint convergence of the triple to the limit (M, M, M) is immediate from (7.10) and (7.11), so it remains to prove
(7.11). (Note that we may not simply invoke the result of Le Gall [11] and of Miermont [14] to conclude that the
(%)1/ 4Qq —d> M since Q, is not uniformly distributed over Q,, but over Qy - ().s(q)-) The argument is similar to that
in Proposition 1.5, and we focus on explaining the points where it differs.

Let ¢’ be the <, -minimal oriented edge of Ry; by definition, this is the root edge of R,. Write Q; = (Qy, ¢4)
and R; = (R, ¢'). Also, let Q; = (Qy, ¢'). The bijection ¢ from Proposition 1.7 gives a decomposition of Q; as

(Rg. ((Li, b)) :0<i <2r(q) — 4)),
wherethe L; = (M; j: 1< j <¥{;) e Qti satisfy (recalling (1.2))

le(Rp| ¢

(@) = e+ Y D (JleMi D]+ 1+ Ljepn, =) (7.12)

i=0 j=1

and b; = (b, j: 1 < j <€) €{0, 1}4.

List the elements of e(R;) as (¢; : 1 <i <|e(Ry)|) according to the order <R, like in Section 1.1, we view ¢;
as oriented (we oriented so that the tail e;” precedes the head e;" according to the breadth-first order described in the
Introduction, but this is unimportant; all that matters is to have a fixed rule for choosing the orientation). Also, let eg
be a copy of ¢’. Under the bijection ¥, for each 0 <i < le(Ry)| and 1 < j < ¢;, the value b; ; indicates the endpoint
e; at which M; ; is attached.

Recall that u8 = ,ugq is the degree-biased measure on v(Q,), We now compare wB with a random projection of

w® onto R, . First define a vector n, as follows. Let ng = 0 if £o = 0 and otherwise let ng = fo’:l(le(Mo,j)l + 1+
II\E(Mo,jI#ll)’ and for 1 <i <2r(q) —4 let

¢

ni=14 ) (leM; )|+ 1+ e, 1) (7.13)
j=1

Set n; = (n; : 0 <i < 2r(q) —4); it is immediate from Proposition 1.7 that n, is exchangeable. Now define the
measure V™ = vﬁ‘; as in (5.2): more precisely, for each edge e; € e(R,) choose a uniformly random endpoint w; of
e;. Then v™ is specified by letting

1

2 —4 D, m

{i:w,—eV}

V4 (V) =

for V.C v(Ry). (The fact that 2g — 4 is the correct normalizing constant follows from (7.12).)
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If max(n; :0<i <2r(q) —4)/2q — 4) 2 0 then [ngl2/ng 1 2 0 and the same argument which led to Corol-
lary 6.2 gives dp(uR, V) Lo. Assuming this holds then just as in (6.5) we obtain

9\ /4 9\ /4 i .
dGHp<(§) Rq,<v(Rq),<@> -dRq,u‘1>)—>0. (7.14)

Recall the definition of D’ from (4.8). Reprising the argument for (6.8) now gives that for ¢ > 0,
dGHp((v(Rq), ed,,, v"q), 8Qq) <2e- (D’(Qq) + 1) + max(e, 1/q). (7.15)

This has a very slightly different form from (6.8), where the bound was 2¢ D(R;) 4+ max(e, 1/7). The reason for the
difference is that in the current setting, the submaps of Q, pendant to R, only attach to one end of an edge of R,.
When we project the mass to form v™ we may choose the “wrong end.” This source of error did not appear when
projecting mass onto the largest simple block because the 2-connected “decorations” of the largest simple block are
attached at both endpoints of their respective edges.

At any rate, by Proposition 4.4, D'(Q,)/q'/* 2.0, so (7.15) and (7.14) together give dGHp((%)l/4Qq,
(%)l/ 4Rq) LY 0. But by (7.10) we know that the second argument converges to M, and (7.11) follows.

It thus remains to prove that max{n; : 0 <i <2r(q) —4}/2q — 4) 2 0. But this is easy: ¢; is the number of copies
of a particular edge in Q, SO maxg<;<24—4 £; is at most max(deng (w) : w € v(Qy)). By (7.13) we then have

max{ni 0<i<2r(g)— 4} <1 —}—max{deng (w):we v(Qq)} . (2 —i—n'la.x|e(M,~,J-)|).
ij
-3/4 .

By Lemma 7.2, the largest degree is at most In?¢ with high probability, and Proposition 4.3 gives that ¢
max; j le(M; ;)| < q%/*- 2L'(Q,) —4) > 0. The result follows. O

Proof of Theorem 1.2. The theorem follows from Theorem 1.3 in exactly the same way as Theorem 1.1 followed
from Proposition 1.5, using Theorem 1.4 in place of Proposition 1.8 for the averaging argument. ]

Appendix: The remaining derivation for compositional schemata

In this section we explain how Propositions 3.7 and 3.8 are derived. Though this consists in a rather classical applica-
tion of analytic combinatorics machinery, we have included a reasonably detailed discussion, as we believe this may
be useful for readers whose expertise is primarily probabilistic.

We first establish a system of parameterization for M (z), which is the key to showing that M (z) is singular with
exponent 3/2 and to extracting the coefficients of M (z), C(z) and H (z).

Lemma A.l. Let ¥y (1) = zﬁ‘;)’;, let ¢y (t) = 1, and let Ly (2) be defined by the implicit relation Ly (z) =
2¢m (L p(2)), then

M(2) = Ym(Lu ().

Algebraic functions with such parameterization are called Lagrangean. The proof is a textbook application of
Tutte’s so-called quadratic method. This parameterization is the one used by Goulden and Jackson [10]. It differs
slightly from the original parameterization given by Tutte [16] and used in Banderier et al. [3], but the two are
related by a birational transformation. The derivation of Lemma A.1 is quite the same as that given in Banderier et
al. [3], Proposition 1, and we refer readers to that work for the idea of the proof. (Also, in Banderier et al. [3] the
parameterization is stated for the generating function of general maps but this is equivalent, using Tutte’s angular
bijection, to quadrangulations. See also Goulden and Jackson [10], Section 2.9, for a detailed explanation of the
quadratic method for map enumeration.) One may inspect the Taylor expansion of (L s (z)) at z =0 to conclude
that this parametrization gives M (z) = 2z + 9z + 542> + 378z* + 0(2°).
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Corollary A.2 (Tutte [16]).

Ly(z) = l——(1 122)1/2, (A.1)

1
M@) =~ — —(1 —122) + = (1 1222 + 0((1 — 122)%). (A2)
In particular, M (z) is singular with exponent 3/2.

Proof of Corollary A.2. Using Lemma A.1, Lagrange inversion yields the explicit formulas

LM(Z)z——6(1—12z) , ME)=—-1+

. —(1—182) + (1 — 127)°?).

5222

Writing y = 1 — 12z, the asymptotic expansion for M follows easily by rearrangement. (]

Implicit functional equations can be used to derive asymptotic expansions in great generality, even when no closed
form is available, and we exploit this machinery in the current paper. We now sketch how the method is applied in
our setting in slightly more detail, referring the reader to Banderier et al. [3] and Flajolet and Sedgewick [8], Section
VILS, for a full exposition.

Suppose we are given y defined by an implicit formula y(z) = z¢ (y(z)), where ¢ is analytic, non-zero at 0, has non-
negative Taylor coefficients, and has lim,_,, x¢’(x)/¢(x) > 1, where ry, € (0, oo] is the radius of convergence of ¢.
(In our case, ¢ will always in fact be a rational function satisfying the preceding conditions.) Then, using Lagrange
inversion, one obtains an asymptotic expansion of y around its dominant singularity (see Flajolet and Sedgewick [8],
Section VI.7). Given another function m expressible as m(z) = ¥ (y(z)) where 1 is a rational function whose radius
of convergence is at least as large as that of y, this yields an asymptotic expansion for m as follows.

First, we locate the radius of convergence for y. By Flajolet and Sedgewick [8], Theorem VI.6, we can expand
y(z) as

Y@ =1 —lip(—z/r)' 2+ 11 —z/ry) + 0(( = z/ry)*?), (A.3)

where the coefficients /; ; are to be determined for i € N, and ry, and 7 are determined by the equations

, T
WO -0 =0,  ry=ooo
To determine /1,7 and [1, let h(t) =r, — ¢(z) Then h(t) = 0= h'(t), so expanding h(¢) around T yields
1—2z/ry
_hw
= "
_h”(‘L’) ///( ) s L
=2 (1 =)+ —— or, (t—1) +0((t—1)%
_h//(f) ! 1 172 I o(d 3/2\12
= 2ry [_ 120 =z/ry) "“+ L —z/ry) + (( —z/ry) )]
h6( )[ hp(l = z/r) 411 =2/ry) + O(( = 2/r)?)] + 0((r — D))
Ty
h// // h///
= z(r) /2(1—z/rv)—< 2(1)11/211+ (T)l%/z)(l—z/ry)3/2+0((1—z/ry)2).
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By comparing the coefficients of the terms (1 — z/ry) we obtain

(2 1/2_ 26 (r)\ /2
(i) =(em) =

and by comparing the coefficients of the terms (1 — z/r,)3/? we have

W ()1

2

L =——. A5
: 6h"(t)l1 2 (A.3)

Now we use the expansion (A.3) to derive an expansion for m(z) around its dominant singularity r,,. First, the
equation m(z) = ¥ (y(z)) and the assumption that ry > r, together imply that r;, = ry. In the current work, we always
have that ¥’ (t) = 0 (indeed, this seems to generally be the case in compositional schemata involving maps); together
with (A.3), a Taylor expansion of ¢ around 7 then yields

m(z) =¥ ()
= W(T —lipp(1— Z/ry)1/2 +1h(1—z/ry)+ 0((1 _ Z/},y)3/2))

1
=y () + Ew%)[—ll/z(l —2/r) P+ (= z/r) + O (A —2/r))]

1
+ V" @ [l = 2/r) P+ 1A =2/ + 0 =2/ry) )]
+0((—2z/ry)?)
1 1
= V(@) + ¥ O (1 —2/ry) = (w”(r)ll/zll + gw”(rﬂ?ﬂ)(l —z/ry)?
+0(( —2z/ry)?).
We remark that the vanishing term v/'(7) = 0 accounts for the shift of the singular exponent to 3/2.

Using the compositional relation given in Lemma 3.5 together with the expansion of L s (z) given in Corollary A.2,
we obtain that H (z) is also Lagrangean. Expanding H (z) at its radius of convergence verifies the correctness of the
first line of Table 1. We obtain expansions for C(z), U(z), and B(z), and thereby complete the proof of Lemma 3.10,
in a similar manner; all this is formalized in the following lemma.

Lemma A.3. Table 2 gives Lagrangean parameterizations for M (z), H(z), C(z), U(z), B(2).

Proof. Let H(z) be defined as in Proposition 3.7, and let ¥/ (¢) be given in Lemma A.1. Write r = Lj;(z), then

H — < 1 >2_ < 1 )2__ t(=1430°
DT+ M@y T\ — 20+ yu@n@)) ~ A =5t+82)2

this proves the first assertion. Then taking 1y (¢) as given by Table 2 yields H(z) = ¥y (Ly(2)).

The remaining parameterizations of Table 2 are established similarly, using (3.5) for C(z), and (3.7) for U (z) and
B(z). The radius of convergence and expansions around the radius in Table 1 are derived using Lagrange inversion as
in Corollary A.2. (]

Remark. One of the fundamental facts of singularity analysis is that the radius of convergence of a generating
function determines the exponential growth rate of the associated combinatorial family. Under Tutte’s angular bi-
jection (see Tutte [16]), 2-connected and simple quadrangulations respectively correspond to 2-edge-connected and
2-connected maps. In view of this, the values rc = 27/196 and rp = 4/27 agree with the known exponential growth
rates for loopless bridgeless maps Walsh and Lehman [17], (7), and for 2-connected maps Banderier et al. [3], Table 2
(noting that the coefficients of the expansion for B(z) are slightly different than in Banderier et al. [3], because in that
work a single loop is counted as a 2-connected map).
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Table 2
In this table we always have L £ (z) = z¢ ¢ (L £ (z)), where f is
one of the functions H, C, U, or B

f br vy
1 _ L33
H =31 (1-5148:2)2
c _ (1=5r482)? 2(=1+451)
(—1431)3 (—1430)3
U _ (=582 _i=lan?
(—1431)3 (14303
B _ (=143} S T
(—1+41)2 (—1+41)(1-5t+8¢2)

Proofs of Propositions 3.7 and 3.8. We have verified that M (z) and H(z) are singular with exponent 3/2 in Lem-
mas A.2 and 3.10 respectively. The facts that H(ry) = r¢ and that U (ry) = rp are immediate from the values and
expansions given in Table 1. Thus, (M, C, H) and (C, B, U) are map schemata. The values claimed in (3.8) and (3.9)
are then derived by routine arithmetic. (|
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