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#### Abstract

We consider a finite mixture of Gaussian regression models for high-dimensional data, where the number of covariates may be much larger than the sample size. We propose to estimate the unknown conditional mixture density by a maximum likelihood estimator, restricted on relevant variables selected by an $\ell_{1}$-penalized maximum likelihood estimator. We get an oracle inequality satisfied by this estimator with a Jensen-KullbackLeibler type loss. Our oracle inequality is deduced from a general model selection theorem for maximum likelihood estimators on a random model subcollection. We can derive the penalty shape of the criterion, which depends on the complexity of the random model collection.


MSC 2010 subject classifications: 62 H 30.
Keywords and phrases: Variable selection, finite mixture regression, non-asymptotic penalized criterion, $\ell_{1}$-regularized method.

Received September 2014.

## 1. Introduction

The goal of clustering methods is to discover a structure among individuals described by several variables. Specifically, in regression case, given $n$ observations $(\mathbf{x}, \mathbf{y})=\left(\left(x_{1}, y_{1}\right), \ldots,\left(x_{n}, y_{n}\right)\right)$ which are realizations of random variables $(X, Y)$ with $X \in \mathbb{R}^{p}$ and $Y \in \mathbb{R}^{q}$, one aims at grouping the data into clusters such that the observations $Y$ conditionally to $X$ in the same cluster are more similar to each other than those from the other clusters. Different methods could be considered, more geometric or more statistical. We are dealing with modelbased clustering, in order to have a rigorous statistical framework to assess the number of clusters and the role of each variable. This method is known to have good empirical performance relative to its competitors, see for instance [20].

Often, datasets are described by a lot of explicative variables, sometimes much more than the sample size. All the information should not be relevant for the clustering. To solve this problem, we propose a procedure which provides a data clustering from variable selection. In a density estimation way, we could refer to Pan and Shen, in [15], who focus on mean variable selection, Zhou and Pan, in [25], who use the Lasso estimator to regularize Gaussian mixture

[^0]model with general covariance matrices, Sun and Wand, in [19], who propose to regularize the k-means algorithm to deal with high-dimensional data, Guo et al. in [10], who propose a pairwise variable selection method. All those methods deal with penalized model-based clustering.

In a regression framework, the Lasso estimator, introduced by Tibshirani in [21], is a classical tool. Working well in practice, many efforts have been made recently on this estimator to get some theoretical results. Under a variety of different assumptions on the design matrix, we could get oracle inequalities for the Lasso estimator. For example, we can state the restricted eigenvalue condition, introduced by Bickel, Ritov and Tsybakov in [4], who get an oracle inequality with this assumption. For an overview of existing results, refer for example to [22].

Whereas focus on the estimation, the Lasso estimator could be used to select variables, and, for this goal, many results without strong assumptions are proved. The first result in this way is from Meinshausen and Bühlmann, in [13], who prove that, for neighborhood selection in Gaussian graphical models, under a neighborhood stability condition, the Lasso estimator is consistent. Under different assumptions, as the irrepresentable condition, described in [24], one get the same kind of result: true variables are selected consistently.

Thanks to those results, one could refit the estimation, after the variable selection, with an estimator with better properties. In this article, we focus on the maximum likelihood estimator on the estimated relevant set. In a linear regression framework, we could refer to Massart and Meynet, in [12], or Belloni and Chernozhukov, in [3], or also Sun and Zhang, [18] for using this idea.

In our case of finite mixture regression, we propose a procedure which is based on a modeling that recasts variable selection and clustering problems into a model selection problem. In mixture models, the choice of the number of components is often solved by a model selection criterion. In this paper, we select also the relevant variables by this criterion. Indeed, in practice, in highdimension, we do not have access to the whole model collection. It is then a well-used procedure to restrict ourselves to a random subcollection of the whole collection. This procedure is developed in [7], with methodology, computational issues, simulations and data analysis. First, for some data-driven regularization parameters, we construct a relevant variables set. Then, restricted on those sets, we compute the maximum likelihood estimator. Considering the model collection with various number of components and various sparsities, we select a model thanks to the slope heuristic. Then, we get a clustering of the data thanks to the maximum a posteriori principle. This procedure could be used to cluster heterogeneous multivariate regression data and understand which variables explain the clustering, in high-dimension. Consider a regression clustering could refine a clustering, and it could be more adapted for instance for prediction. In this article, we focus on the theoretical point of view. We define a penalized criterion which allows to select a model as good as possible, from a non-asymptotic point of view. Penalizing the empirical contrast is an idea emerging from the seventies. Akaike, in [1], proposed the Akaike's Information Criterion (AIC) in 1973, and Schwarz in 1978 in [16] suggested the Bayesian

Information Criterion (BIC). Those criteria are based on asymptotic heuristics. To deal with non-asymptotic observations, Birgé and Massart in [5] and Barron et al. in [23], define a penalized data-driven criterion, which leads to oracle inequalities for model selection. In our context of regression, Cohen and Le Pennec, in [6], proposed a general model selection theorem for maximum likelihood estimation, adapted from Massart's Theorem in [11]. Nevertheless, we can not use it directly, because it is stated for a deterministic model collection, whereas our data-driven model collection is random, constructed by the Lasso estimator. It is important to consider a random subcollection model rather than the whole collection because the whole collection is not tractable in practice, due to the high-dimension. As Maugis-Rabusseau and Meynet have done in [14] to generalize Massart's Theorem, we extend the theorem to cope with the randomness of our model collection. By applying this general theorem to the finite mixture regression random model collection constructed by our procedure, we derive a convenient theoretical penalty as well as an associated non-asymptotic penalized criteria and an oracle inequality fulfilled by our Lasso-MLE estimator. The advantage of this procedure is that it does not need any restrictive assumption.

To obtain the oracle inequality, we use a general theorem proposed by Massart in [11], which gives the form of the penalty and associated oracle inequality in term of the Kullback-Leibler and Hellinger loss. In our case of regression, Cohen and Le Pennec, in [6], generalize this theorem in term of Kullback-Leibler and Jensen-Kullback-Leibler loss. Those theorems are based on the centred process control with the bracketing entropy, allowing to evaluate the size of the models. Our setting is more general, because we work with a random family. We have to control the centred process thanks to Bernstein's inequality.

The rest of this article is organized as follows. In the Section 2, we define the multivariate Gaussian mixture regression model, and we describe the main steps of the procedure we propose. We also illustrate the requirement of refitting by some simulations. We present our oracle inequality in the Section 3. In Section 4, we illustrate the procedure on simulated dataset and benchmark dataset. Finally, in Section 5, we give some tools to understand the proof of the oracle inequality, with a global theorem of model selection with a random collection in Section 5.1 and sketch of proofs after. All the technical details are given in Appendix.

## 2. The Lasso-MLE procedure

In order to cluster high-dimensional regression data, we work with the multivariate Gaussian mixture regression model. This model is developed in [17] in the scalar response case. We generalize it in Section 2.1. Moreover, we want to construct a model collection, with more or less components, and which is more or less sparse, to solve the estimation issue. We propose, in Section 2.2, a procedure called Lasso-MLE which constructs a model collection, with various sparsities and various number of components, of Gaussian mixture regression models. The different sparsities solve the high-dimensional problem. We conclude this section with simulations, which illustrate the advantage of refitting.

### 2.1. Gaussian mixture regression model

We observe $n$ independent couples $\left(x_{i}, y_{i}\right)_{1 \leq i \leq n}$ realizing the random variables $(X, Y)$, where $X \in \mathbb{R}^{p}$, and $Y \in \mathbb{R}^{q}$ comes from a probability distribution with unknown conditional density denoted by $s^{*}$. To solve the clustering problem, we use a finite mixture regression model. In particular, we approximate the density of $Y$ conditionally to $X$ with a mixture of $K$ multivariate Gaussian regression models. If the observation $i$ belongs to the cluster $k$, we are looking for $\beta_{k} \in \mathbb{R}^{q \times p}$ such that $y_{i}=\beta_{k} x_{i}+\epsilon$, where $\epsilon \sim \mathcal{N}_{q}\left(0, \Sigma_{k}\right)$. Remark that we also have to estimate the number of clusters $K$.

Thus, the random response variable $Y \in \mathbb{R}^{q}$ depends on a set of random explanatory variables, written $X \in \mathbb{R}^{p}$, through a regression-type model. Give more precisions on the assumptions on the model we use.

- The variables $Y_{i}$, conditionally to $X_{i}$, are independent for all $i \in\{1, \ldots, n\}$;
- $Y_{i} \mid X_{i}=x_{i} \sim s_{\xi}^{K}\left(y \mid x_{i}\right) d y$, with

$$
\begin{align*}
s_{\xi}^{K}(y \mid x) & =\sum_{k=1}^{K} \frac{\pi_{k}}{(2 \pi)^{q / 2} \operatorname{det}\left(\Sigma_{k}\right)^{1 / 2}} \exp \left(-\frac{\left(y-\beta_{k} x\right)^{t} \Sigma_{k}^{-1}\left(y-\beta_{k} x\right)}{2}\right)  \tag{1}\\
\xi & =\left(\pi_{1}, \ldots, \pi_{K}, \beta_{1}, \ldots, \beta_{K}, \Sigma_{1}, \ldots, \Sigma_{K}\right) \in \Xi_{K} \\
\Xi_{K} & =\left(\Pi_{K} \times\left(\mathbb{R}^{q \times p}\right)^{K} \times\left(\mathbb{S}_{q}^{++}\right)^{K}\right) \\
\Pi_{K} & =\left\{\left(\pi_{1}, \ldots, \pi_{K}\right) ; \pi_{k}>0 \text { for } k \in\{1, \ldots, K\} \text { and } \sum_{k=1}^{K} \pi_{k}=1\right\}
\end{align*}
$$

$\mathbb{S}_{q}^{++}$is the set of symmetric positive definite matrices on $\mathbb{R}^{q}$.
We want to estimate the conditional density function $s_{\xi}^{K}$ from the observations. For all $k \in\{1, \ldots, K\}, \beta_{k}$ is the matrix of regression coefficients, and $\Sigma_{k}$ is the covariance matrix in the mixture component $k$. The $\pi_{k} \mathrm{~s}$ are the mixture proportions. In fact, for a regressor $x$, for all $k \in\{1, \ldots, K\}$, for all $z \in\{1, \ldots, q\}$, $\left[\beta_{k} x\right]_{z}=\sum_{j=1}^{p}\left[\beta_{k}\right]_{z, j} x_{j}$ is the $z$ th component of the mean of the mixture component $k$. To deal with high-dimensional data, we select relevant variables.
Definition 2.1. A variable $(z, j) \in\{1, \ldots, q\} \times\{1, \ldots, p\}$ is said to be irrelevant if, for all $k \in\{1, \ldots, K\},\left[\beta_{k}\right]_{z, j}=0$. A variable is relevant if it is not irrelevant. A model is said to be sparse if there are a few of relevant variables.

We denote by $A^{[J]}$ the matrix $A$ with 0 on the set ${ }^{c} J$, and $\mathcal{S}_{(K, J)}$ the model with $K$ components and with $J$ for relevant variables set:

$$
\begin{equation*}
\mathcal{S}_{(K, J)}=\left\{y \in \mathbb{R}^{q} \mapsto s_{\xi}^{(K, J)}(y \mid x)\right\} \tag{2}
\end{equation*}
$$

where

$$
s_{\xi}^{(K, J)}(y \mid x)=\sum_{k=1}^{K} \frac{\pi_{k}}{(2 \pi)^{q / 2} \operatorname{det}\left(\Sigma_{k}\right)^{1 / 2}} \exp \left(-\frac{\left(y-\beta_{k}^{[J]} x\right)^{t} \Sigma_{k}^{-1}\left(y-\beta_{k}^{[J]} x\right)}{2}\right)
$$

This is the main model used in this article. To construct the set of relevant variables $J$, we use the Lasso estimator. Rather than select only one regularization parameter, we consider a grid of regularization parameter, then it leads to a model collection. Detail the procedure.

### 2.2. The Lasso-MLE procedure

The procedure we propose, which is particularly interesting in high-dimension, could be decomposed into three main steps. First, we construct a model collection, with models more or less sparse and with more or less components. Then, we refit estimations with the maximum likelihood estimator. Finally, we select a model thanks to the slope heuristic. It leads to a clustering according to the MAP principle on the selected model.

Model collection construction The first step consists of constructing a collection of models $\left\{\mathcal{S}_{(K, J)}\right\}_{(K, J) \in \mathcal{M}}$ in which the model $\mathcal{S}_{(K, J)}$ is defined by equation (2), and the model collection is indexed by $\mathcal{M}=\mathcal{K} \times \mathcal{J}$. We denote by $\mathcal{K} \subset \mathbb{N}^{*}$ the possible number of components, and by $\mathcal{J}$ a collection of subsets of $\{1, \ldots, q\} \times\{1, \ldots, p\}$.

To detect the relevant variables, and construct the set $J$ for each model, we generalize the Lasso estimator. Indeed, we penalize the empirical contrast by an $\ell_{1}$-penalty on the mean parameters proportional to

$$
\left\|P_{k} \beta_{k}\right\|_{1}=\sum_{j=1}^{p} \sum_{z=1}^{q}\left|\left[P_{k} \beta_{k}\right]_{z, j}\right|
$$

where $P_{k}^{t} P_{k}=\Sigma_{k}^{-1}$ for all $k \in\{1, \ldots, K\}$. Then, we consider

$$
\hat{\xi}_{K}^{\mathrm{Lasso}}(\lambda)=\underset{\xi=(\boldsymbol{\pi}, \boldsymbol{\beta}, \boldsymbol{\Sigma}) \in \Xi_{K}}{\operatorname{argmin}}\left\{-\frac{1}{n} \sum_{i=1}^{n} \log \left(s_{\xi}^{K}\left(y_{i} \mid x_{i}\right)\right)+\lambda \sum_{k=1}^{K} \pi_{k}\left\|P_{k} \beta_{k}\right\|_{1}\right\}
$$

This leads to penalize simultaneously the $\ell_{1}$-norm of the mean coefficients and small variances. Computing those estimators lead to construct the relevant variables set. For a fixed number of mixture components $K \in \mathcal{K}$, denote by $G_{K}$ a candidate of regularization parameters. Fixing a parameter $\lambda \in G_{K}$, we could then use an EM algorithm to compute the Lasso estimator, and construct the set of relevant variables $J_{(\lambda, K)}$, saying the non-zero coefficients. We denote by $\mathcal{J}$ the random collection of all these sets, $\mathcal{J}=\bigcup_{K \in \mathcal{K}} \bigcup_{\lambda \in G_{K}} J_{(\lambda, K)}$.

Refitting The second step consists of approximating the maximum likelihood estimator

$$
\hat{s}^{(K, J)}=\underset{t \in \mathcal{S}_{(K, J)}}{\operatorname{argmin}}\left\{-\frac{1}{n} \sum_{i=1}^{n} \log \left(t\left(y_{i} \mid x_{i}\right)\right)\right\}
$$

using an EM algorithm for each model $(K, J) \in \mathcal{K} \times \mathcal{J}$. Remark that we estimate all parameters, to reduce bias induced by the Lasso estimator.

Model selection The third step is devoted to model selection. We get a model collection, and we need to select the best one. Because we do not have access to $s^{*}$, we can not take the one which minimizes the risk. The Theorem 3.2 solves this problem: we get a penalty achieving to an oracle inequality. Then, even if we do not have access to $s^{*}$, we know that we can do almost like the oracle.

### 2.3. Why refit the Lasso estimator?

In order to illustrate the refitting, we compute multivariate data, the restricted eigenvalue condition being not satisfied, and run our procedure. We consider an extension of the model studied in Giraud et al. article [2] in the Section 6.3. Indeed, this model is a linear regression with a scalar response which does not satisfy the restricted eigenvalues condition. Then, we define different classes, to get a finite mixture regression model, which does not satisfied the restricted eigenvalues condition, and extend the dimension for multivariate response. We could compare the result of our procedure with the Lasso estimator, to illustrate the oracle inequality we get. Let precise the model.

Let $[\mathbf{x}]_{1},[\mathbf{x}]_{2},[\mathbf{x}]_{3}$ be three vectors of $\mathbb{R}^{n}$ defined by

$$
\begin{array}{ll}
{[\mathbf{x}]_{1}} & =(1,-1,0, \ldots, 0)^{t} / \sqrt{2} \\
{[\mathbf{x}]_{2}} & =(-1,1.001,0, \ldots, 0)^{t} / \sqrt{1+0.001^{2}} \\
{[\mathbf{x}]_{3}} & =(1 / \sqrt{2}, 1 / \sqrt{2}, 1 / n, \ldots, 1 / n)^{t} / \sqrt{1+(n-2) / n^{2}}
\end{array}
$$

and for $4 \leq j \leq n$, let $[\mathbf{x}]_{j}$ be the $j^{t h}$ vector of the canonical basis of $\mathbb{R}^{n}$. We take a sample of size $n=20$, and vectors of size $p=q=10$. We consider two classes, each of them defined by $\left[\beta_{1}\right]_{z, j}=10$ and $\left[\beta_{2}\right]_{z, j}=-10$ for $j \in\{1, \ldots, 2\}$, $z \in\{1, \ldots, 10\}$. Moreover, we define the covariance matrix of the noise by a diagonal matrix with 0.01 for diagonal coefficients in each class.

We run our procedure on this model, and compare it with the Lasso estimator, without refitting. We compute the model selected by the slope heuristic over the model collection constructed by the Lasso estimator. In Figure 1 stand the boxplots of each procedure, running 20 times. The Kullback-Leibler divergence is computed over a sample of size 5000 .


Fig 1. Boxplot of the Kullback-Leibler divergence between the true model and the one constructed by each procedure, the Lasso-MLE procedure and the Lasso estimator.

We could see that a refitting after variable selection by the Lasso estimator leads to a better estimation, according to the Kullback-Leibler loss.

## 3. An oracle inequality for the Lasso-MLE model

Before state the main theorem of this article, we need to precise some definitions and notations.

### 3.1. Notations and framework

We assume that the observations $\left(x_{i}, y_{i}\right)_{1 \leq i \leq n}$ are i.i.d. realizations of random variables $(X, Y)$, where $X \in \mathbb{R}^{p}$ and $Y \in \mathbb{R}^{q}$.

For $(K, J) \in \mathcal{K} \times \mathcal{J}$, for a model $\mathcal{S}_{(K, J)}$, we denote by $\hat{s}^{(K, J)}$ the maximum likelihood estimator

$$
\hat{s}^{(K, J)}=\underset{s_{\xi}^{(K, J)} \in \mathcal{S}_{(K, J)}}{\operatorname{argmin}}\left(-\sum_{i=1}^{n} \log s_{\xi}^{(K, J)}\left(y_{i} \mid x_{i}\right)\right) .
$$

The best model in this collection is the one with the smallest risk. However, because we do not have access to the true density $s^{*}$, we can not select the best model, which we call the oracle. Thereby, there is a trade-off between a bias term measuring the closeness of $s^{*}$ to the set $\mathcal{S}_{(K, J)}$, and a variance term depending on the complexity of the set $\mathcal{S}_{(K, J)}$ and on the sample size. A good set $\mathcal{S}_{(K, J)}$ is one for which this trade-off leads to a small risk bound. Because we are working with a maximum likelihood approach, the most natural quality measure is thus the Kullback-Leibler divergence denoted by KL.

$$
\mathrm{KL}(s, t)=\left\{\begin{array}{l}
\int_{\mathbb{R}} \log \left(\frac{s(y)}{t(y)}\right) s(y) d y \text { if } s d y \ll t d y  \tag{3}\\
+\infty \text { otherwise }
\end{array}\right.
$$

for $s$ and $t$ two densities.
As we deal with conditional densities, the previous divergence should be adapted. We define the tensorized Kullback-Leibler divergence by

$$
\mathrm{KL}^{\otimes_{n}}(s, t)=\mathrm{E}\left[\frac{1}{n} \sum_{i=1}^{n} \mathrm{KL}\left(s\left(. \mid x_{i}\right), t\left(. \mid x_{i}\right)\right)\right]
$$

Namely, we use the Jensen-Kullback-Leibler divergence $\mathrm{JKL}_{\rho}$ with $\rho \in(0,1)$, which is defined by

$$
\operatorname{JKL}_{\rho}(s, t)=\frac{1}{\rho} \mathrm{KL}(s,(1-\rho) s+\rho t)
$$

and the tensorized one

$$
\mathrm{JKL}_{\rho}^{\otimes_{n}}(s, t)=\mathrm{E}\left[\frac{1}{n} \sum_{i=1}^{n} \mathrm{JKL}_{\rho}\left(s\left(. \mid x_{i}\right), t\left(. \mid x_{i}\right)\right)\right]
$$

This divergence is studied in [6]. We use this divergence rather than the KullbackLeibler one because we need a boundedness assumption on the controlled functions that is not satisfied by the log-likelihood differences $-\log \left(s_{\xi}^{(K, J)} / s^{*}\right)$. When considering the Jensen-Kullback-Leibler divergence, those ratios are replaced by ratios

$$
-\frac{1}{\rho} \log \left(\frac{(1-\rho) s^{*}+\rho s_{\xi}^{(K, J)}}{s^{*}}\right)
$$

that are close to the log-likelihood differences when $s_{\xi}^{(K, J)}$ are close to $s^{*}$ and always upper bounded by $-\log (1-\rho) / \rho$. Indeed, this bound is needed to use deviation inequalities for sum of random variables and its supremum, which is the key of the proof of oracle type inequality.

### 3.2. Oracle inequality

We denote by $\left(\mathcal{S}_{(K, J)}\right)_{(K, J) \in \mathcal{K} \times \mathcal{J}^{L}}$ the model collection constructed by the LassoMLE procedure, with $\mathcal{J}^{L}$ a random subcollection of $\mathcal{P}(\{1, \ldots, q\} \times\{1, \ldots, p\})$ constructed by the Lasso estimator. The grid of regularization parameter considered is data-driven, then random. Because we work in high-dimension, we could not look at all subsets of $\mathcal{P}(\{1, \ldots, q\} \times\{1, \ldots, p\})$. Considering the Lasso estimator through its regularization path is the solution chosen here, but it needs more control because of the random family. To get theoretical results, we need to work with restricted parameters. Assume that $\Sigma_{k}$ is diagonal, with $\Sigma_{k}=\operatorname{diag}\left(\left[\Sigma_{k}\right]_{1,1}, \ldots,\left[\Sigma_{k}\right]_{q, q}\right)$, for all $k \in\{1, \ldots, K\}$. We define

$$
\begin{align*}
\mathcal{S}_{(K, J)}^{\mathcal{B}}= & \left\{s_{\xi}^{(K, J)} \in \mathcal{S}_{(K, J)} \mid \text { for all } k \in\{1, \ldots, K\}, \beta_{k}^{[J]} \in\left[-A_{\beta}, A_{\beta}\right]^{q \times p}\right. \\
& \left.a_{\Sigma} \leq\left[\Sigma_{k}\right]_{z, z} \leq A_{\Sigma} \text { for all } z \in\{1, \ldots, q\}, \text { for all } k \in\{1, \ldots, K\}\right\} \tag{4}
\end{align*}
$$

Moreover, we assume that the covariates $X$ belong to an hypercube. Without any restriction, we could assume that $X \in[0,1]^{p}$.
Remark 3.1. We have to denote that in this article, the relevant variables set is designed by the Lasso estimator. Nevertheless, any tool could be used to construct this set, and we obtain similar results. We could work with any random subcollection of $\mathcal{P}(\{1, \ldots, q\} \times\{1, \ldots, p\})$, the controlled size being required in high-dimension case.

Theorem 3.2. Let $\left(x_{i}, y_{i}\right)_{1 \leq i \leq n}$ the observations, with unknown conditional density $s^{*}$. Let $\mathcal{S}_{(K, J)}$ defined by (2). For $(K, J) \in \mathcal{K} \times \mathcal{J}^{L}$, $\mathcal{J}^{L}$ being a random subcollection of $\mathcal{P}(\{1, \ldots, q\} \times\{1, \ldots, p\})$ constructed by the Lasso estimator, denote by $\mathcal{S}_{(K, J)}^{\mathcal{B}}$ the model defined by (4).

Consider the maximum likelihood estimator

$$
\hat{s}^{(K, J)}=\underset{s_{\xi}^{(K, J)} \in \mathcal{S}_{(K, J)}^{\mathcal{B}}}{\operatorname{argmin}}\left\{-\frac{1}{n} \sum_{i=1}^{n} \log s_{\xi}^{(K, J)}\left(y_{i} \mid x_{i}\right)\right\} .
$$

Denote by $D_{(K, J)}$ the dimension of the model $\mathcal{S}_{(K, J)}^{\mathcal{B}}, D_{(K, J)}=K(|J|+q+1)-1$. Let $\bar{s}^{(K, J)} \in \mathcal{S}_{(K, J)}^{\mathcal{B}}$ such that

$$
\mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}^{(K, J)}\right) \leq \inf _{t \in \mathcal{S}_{(K, J)}^{\mathcal{B}}} \mathrm{KL}^{\otimes_{n}}\left(s^{*}, t\right)+\frac{\delta_{\mathrm{KL}}}{n}
$$

and let $\tau>0$ such that

$$
\begin{equation*}
\bar{s}^{(K, J)} \geq e^{-\tau} s^{*} \tag{5}
\end{equation*}
$$

Let pen : $\mathcal{K} \times \mathcal{J} \rightarrow \mathbb{R}_{+}$, and suppose that there exists an absolute constant $\kappa>0$ and an absolute constant $B\left(A_{\beta}, A_{\Sigma}, a_{\Sigma}\right)$ such that, for all $(K, J) \in \mathcal{K} \times \mathcal{J}$,

$$
\begin{gathered}
\operatorname{pen}(K, J) \geq \kappa \frac{D_{(K, J)}}{n}\left[B^{2}\left(A_{\beta}, A_{\Sigma}, a_{\Sigma}\right)-\log \left(\frac{D_{(K, J)}}{n} B^{2}\left(A_{\beta}, A_{\Sigma}, a_{\Sigma}\right) \wedge 1\right)\right. \\
\left.+(1 \vee \tau) \log \left(\frac{4 e p q}{\left(D_{(K, J)}-q\right) \wedge p q}\right)\right]
\end{gathered}
$$

Then, the estimator $\hat{s}^{(\hat{K}, \hat{J})}$, with

$$
(\hat{K}, \hat{J})=\underset{(K, J) \in \mathcal{K} \times \mathcal{J}^{L}}{\operatorname{argmin}}\left\{-\frac{1}{n} \sum_{i=1}^{n} \log \left(\hat{s}^{(K, J)}\left(y_{i} \mid x_{i}\right)\right)+\operatorname{pen}(K, J)\right\}
$$

satisfies

$$
\begin{aligned}
& \mathrm{E}\left[\mathrm{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}^{(\hat{K}, \hat{J})}\right)\right] \\
\leq & C_{1} \mathrm{E}\left(\inf _{(K, J) \in \mathcal{K} \times \mathcal{J}^{L}}\left(\inf _{t \in S_{(K, J)}^{\mathcal{B}}} \mathrm{KL}^{\otimes_{n}}\left(s^{*}, t\right)+\operatorname{pen}(K, J)\right)\right)+C_{2} \frac{(1 \vee \tau)}{n} ;
\end{aligned}
$$

for some absolute positive constants $C_{1}$ and $C_{2}$.
This oracle inequality compares performances of our estimator with the best model in the collection. Nevertheless, as we consider mixture of Gaussian, if we take enough clusters, we could approximate well a lot of densities, then the term in the right-hand side is small for $\mathcal{K}$ well-chosen. This result could be compared with the oracle inequality get in [17], Theorem 4. Indeed, under restricted eigenvalues condition and fixed design, they get an oracle inequality for the Lasso estimator in finite mixture regression model, with scalar response and high-dimension regressors. Note that they control the divergence with the true parameters. We get a similar result for the Lasso-MLE estimator. Moreover, our procedure work in a more general framework, the only assumption needed is to be bounded.

Remark that the penalty is proportional to the dimension of the model, up to a logarithm. This term is needed for two reasons. First, for the proof, we compute the bracketing entropy of the whole model rather than the local bracketing
entropy, which is not optimal. Moreover, this penalty takes into account the model collection complexity. Perhaps, because of the high-dimension, a large number of models have the same dimension. Remark that the penalty is the same as if we have considered the whole collection, but it is not tractable in practice. The only assumption needed for the random subcollection is the Assumption (5). Nevertheless, it is not really restrictive, see Section 5.1 for more discussion about this Assumption.

## 4. Numerical experiments

To illustrate this procedure, we study some simulations and real data. The main algorithm is a generalized version of the EM algorithm, which is used many times for the procedure. We first use it to compute maximum likelihood estimator, to construct the regularization parameter grid. Then, we use it to compute the Lasso estimator for each regularization parameter belonging to the grid, and we are able to construct the relevant variables set. Finally, we could compute the maximum likelihood estimator, restricted to those relevant variables in each model. Among this model collection, we select one using the Capushe package. More details, as initialization rule, stopping rule, and more numerical experiments, are available in [7].

### 4.1. Simulation illustration

We illustrate the procedure on a simulated dataset, adapted from [17].
Let $\mathbf{x}$ be a sample of size $n=100$ distributed according to multivariate standard Gaussian. We consider a mixture of two components, and we fix the dimension of the regressor and of the response variables to $p=q=10$. Besides, we fix the number of relevant variables to 4 in each cluster. More precisely, the first four variables of $Y$ are explained respectively by the four first variables of $X$. Fix $\pi=\left(\frac{1}{2}, \frac{1}{2}\right), \beta_{1}^{[J]}=3, \beta_{2}^{[J]}=-2$ and $P_{k}=3 I_{q}$ for all $k \in\{1,2\}$.

The difficulty of the clustering is partially controlled by the signal-to-noise ratio. In this context, we could extend the natural idea of the SNR with the following definition, where $\operatorname{Tr}(A)$ denotes the trace of the matrix $A$.

$$
\mathrm{SNR}=\frac{\operatorname{Tr}(\operatorname{Var}(Y))}{\operatorname{Tr}\left(\operatorname{Var}\left(Y \mid \beta_{k}=0 \text { for all } k \in\{1, \ldots, K\}\right)\right)}=1.88
$$

We take a sample of $Y$ knowing $X=x$ according to a Gaussian mixture, centered in $\beta_{k} x$ and with covariance matrix $\Sigma_{k}=\left(P_{k}^{t} P_{k}\right)^{-1}=\sigma I_{q}$, for the cluster $k \in\{1,2\}$. We run our procedure with the number of components varying in $\mathcal{K}=\{2, \ldots, 5\}$.

To compare our procedure with others, we compute the Kullback-Leibler divergence with the true density, the ARI (the Adjusted Rand Index measures the similarity between two data clusterings, knowing that the closer to 1 the ARI, the more similar the two partitions), and how many clusters are selected.


FIG 2. Boxplots of the Kullback-Leibler divergence between the true model and the one selected by the procedure over the 20 simulations, for the Lasso-MLE procedure (LMLE), the oracle (Oracle), and the BIC estimator (BIC).


Fig 3. Boxplots of the ARI over the 20 simulations, for the Lasso-MLE procedure (LMLE), the oracle (Oracle), the BIC estimator (BIC) and the MLE (MLE).

From the Lasso-MLE model collection, we construct two models, to compare our procedure with. We compute the oracle (the model which minimizes the Kullback-Leibler divergence with the true density), and the model which is selected by the BIC criterion instead of the slope heuristic. Thanks to the oracle, we know how good we could be from this model collection for the KullbackLeibler divergence, and how this model, as good it is possible for the contrast, performs the clustering. The third procedure we compare with is the maximum likelihood estimator, assuming that we know how many clusters there are, fixed to 2 . We use this procedure to show that variable selection is necessary.

Results are summarized in Figure 2 and in Figure 3. The Kullback-Leibler divergence is smaller for models coming from our model collection (either by BIC, or by slope heuristic, or the oracle) than for the model constructed by the MLE, which we do not plot in Figure 2 for easier reading. The ARI is closer to 1 in those cases. We could conclude that the model collection is well constructed, selecting relevant variables, and also that the model is well selected among this collection, near the oracle.


Fig 4. Summarized results for the model 1. The graph on the left is a candidate for representing each cluster, constructed by the mean of reconstructed spectrum over an a posteriori probability greater than 0.6. On the right side, we present the boxplot of the fat values in each class, for observations with an a posteriori probability greater than 0.6.

### 4.2. Real data

We also illustrate the procedure on the Tecator dataset, which deals with spectrometric data. We summarize here results which are described in [7]. This data has been studied in a lot of articles, refer for example to Ferraty and Vieu's book [8]. The data consists of a 100-channel spectrum of absorbances in the wavelength range $850-1050 \mathrm{~nm}$, and of the percentage of fat. We observe a sample of size 215 . In this work, we focus on clustering data according to the reliance between the fat content and the absorbance spectrum. The sample is split into two subsamples, 165 observations for the learning set, and 50 observations for the test set. We split it to have the same marginal distribution of the response in each sample.

The spectrum is a function, which we decompose into the Haar basis, at level 6.

The procedure selects two models, which we describe here. In Figure (4) and Figure (5), we represent clusters done on the training set for the different models.

The graph on the left is a candidate for representing each cluster, constructed by the mean of spectrum over an a posteriori probability greater than 0.6 . We plot the curve reconstruction, keeping only relevant variables in the wavelet decomposition. On the right side, we present the boxplot of the fat values in each class, for observations with an a posteriori probability greater than 0.6.


Fig 5. Summarized results for the model 2. The graph on the left is a candidate for representing each cluster, constructed by the mean of reconstructed spectrum over an a posteriori probability greater than 0.6. On the right side, we present the boxplot of the fat values in each class, for observations with an a posteriori probability greater than 0.6.

The first model has two clusters, which could be distinguish in the absorbance spectrum by the bump on wavelength around 940 nm . The first class is dominating, with $\hat{\pi}_{1}=0.95$. The fat content is smaller in the first class than in the second class. According to the signal reconstruction, we could see that almost all variables have been selected. This model seems consistent according to the classification goal.

The second model has 3 clusters, and we could remark several wavelengths which explain the clustering. Around 940 nm, there are some differences between clusters, corresponding to the bump underline in the first model. Moreover, around 970 nm , there are also some differences. The first class is dominating, with $\hat{\pi}_{1}=0.89$. Just a few of variables have been selected, which give to this model the understanding property of which coefficients are discriminating.

We could discuss about those models. The first selects only two clusters, but almost all variables, whereas the second model has more clusters, and less variables: there is a trade-off between clusters and variable selection for the dimension reduction.

## 5. Tools for proof

In this section, we present the tools needed to understand the proof. First, we present a general theorem for model selection in regression among a random collection. Then, in Subsection 5.2, we present the proof of this theorem, and
in the Subsection 5.3 we explain how we could use the main theorem to get the oracle inequality. All details are available in Appendix.

### 5.1. General theory of model selection with the maximum likelihood estimator.

To get an oracle inequality for our clustering procedure, we have to use a general model selection theorem. Because the model collection constructed by our procedure is random, because of the Lasso estimator which selects variables randomly, we have to generalize Cohen and Le Pennec's theorem. Begin by some general model selection theory.

Before state the general theorem, begin by talk about the assumptions. We work here in a more general context, $(X, Y) \in \mathcal{X} \times \mathcal{Y}$, and $\left(S_{m}\right)_{m \in \mathcal{M}}$ defining a model collection indexed by $\mathcal{M}$. First, we impose a structural assumption on each model indexed by $m \in \mathcal{M}$. It is a bracketing entropy condition on the model $S_{m}$ with respect to the Hellinger divergence, defined by

$$
\left(d_{H}^{\otimes_{n}}\right)^{2}(s, t)=\mathrm{E}\left[\frac{1}{n} \sum_{i=1}^{n} d_{H}^{2}\left(s\left(. \mid x_{i}\right), t\left(. \mid x_{i}\right)\right)\right] .
$$

A bracket $[l, u]$ is a pair of functions such that for all $(x, y) \in \mathcal{X} \times \mathcal{Y}, l(y, x) \leq$ $s(y \mid x) \leq u(y, x)$. The bracketing entropy $\mathcal{H}_{[.]}\left(\epsilon, S, d_{H}^{\otimes_{n}}\right)$ of a set $S$ is defined as the logarithm of the minimum number of brackets $[l, u]$ of width $d_{H}^{\otimes_{n}}(l, u)$ smaller than $\epsilon$ such that every function of $S$ belongs to one of these brackets. It leads to the Assumption 1.
Assumption 1. There exists a non-decreasing function $\phi_{m}$ such that $\varpi \mapsto$ $\frac{1}{\varpi} \phi_{m}(\varpi)$ is non-increasing on $(0,+\infty)$ and for every $\varpi \in \mathbb{R}^{+}$and every $s_{m} \in$ $S_{m}$,

$$
\int_{0}^{\varpi} \sqrt{\mathcal{H}_{[\cdot]}\left(\epsilon, S_{m}\left(s_{m}, \varpi\right), d_{H}^{\otimes_{n}}\right)} d \epsilon \leq \phi_{m}(\varpi)
$$

where $S_{m}\left(s_{m}, \varpi\right)=\left\{t \in S_{m}, d_{H}^{\otimes_{n}}\left(t, s_{m}\right) \leq \varpi\right\}$. The model complexity $\mathcal{D}_{m}$ is then defined as $n \varpi_{m}^{2}$ with $\varpi_{m}$ the unique root of

$$
\begin{equation*}
\frac{1}{\varpi} \phi_{m}(\varpi)=\sqrt{n} \varpi . \tag{6}
\end{equation*}
$$

Remark that the model complexity depends on the bracketing entropies not of the global models $S_{m}$ but of the ones of smaller localized sets. This is a weaker assumption.

For technical reason, a separability assumption is also required.
Assumption 2. There exists a countable subset $S_{m}^{\prime}$ of $S_{m}$ and a set $\mathcal{Y}_{m}^{\prime}$ with $\lambda\left(\mathcal{Y} \backslash \mathcal{Y}_{m}^{\prime}\right)=0$ such that for every $t \in S_{m}$, there exists a sequence $\left(t_{l}\right)_{l \geq 1}$ of elements of $S_{m}^{\prime}$ such that for every $x$ and every $y \in \mathcal{Y}_{m}^{\prime}, \log \left(t_{l}(y \mid x)\right)$ goes to $\log (t(y \mid x))$ as l goes to infinity.

This assumption leads to work with a countable family, which allows to cope with the randomness of $\hat{s}_{m}$. We also need an information theory type assumption
on our collection. We assume the existence of a Kraft-type inequality for the collection.

Assumption 3. There is a family $\left(w_{m}\right)_{m \in \mathcal{M}}$ of non-negative numbers such that

$$
\sum_{m \in \mathcal{M}} e^{-w_{m}} \leq \Omega<+\infty
$$

The difference with Cohen and Le Pennec's Theorem is that we consider a random collection of models $\mathscr{M}$, included in the whole collection $\mathcal{M}$. In our procedure, we deal with high-dimensional models, and we cannot test all the models: we have to restrict ourselves to a smaller subcollection of models, which is then random. In the proof of the theorem, we have to be careful with the recentred process of $-\log \left(\bar{s}_{m} / s^{*}\right)$. Because we conclude by taking the expectation, if $\mathcal{M}$ is fixed, this term is equal to zero, but if we consider a random family, we have to use the Bernstein inequality to control this quantity, and then we have to make the assumption (7).

Let state our main global theorem.
Theorem 5.1. Assume we observe $\left(x_{i}, y_{i}\right)_{1 \leq i \leq n}$ with unknown conditional density $s^{*}$. Let the model collection $\mathcal{S}=\left(S_{m}\right)_{m \in \mathcal{M}}$ be at most countable collection of conditional density sets. Assume Assumption 3 holds, while Assumption 1 and Assumption 2 hold for every $m \in \mathcal{M}$. Let $\delta_{\mathrm{KL}}>0$, and $\bar{s}_{m} \in S_{m}$ such that

$$
\mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right) \leq \inf _{t \in S_{m}} \mathrm{KL}^{\otimes_{n}}\left(s^{*}, t\right)+\frac{\delta_{\mathrm{KL}}}{n}
$$

and let $\tau>0$ such that

$$
\begin{equation*}
\bar{s}_{m} \geq e^{-\tau} s^{*} \tag{7}
\end{equation*}
$$

Introduce $\left(S_{m}\right)_{m \in \mathcal{M}}$ some random subcollection of $\left(S_{m}\right)_{m \in \mathcal{M}}$. Consider the collection $\left(\hat{s}_{m}\right)_{m \in \check{\mathcal{M}}}$ of $\eta$-log-likelihood minimizer in $S_{m}$, satisfying, for all $m \in$ $\check{\mathcal{M}}$,

$$
\sum_{i=1}^{n}-\log \left(\hat{s}_{m}\left(y_{i} \mid x_{i}\right)\right) \leq \inf _{s_{m} \in S_{m}}\left(\sum_{i=1}^{n}-\log \left(s_{m}\left(y_{i} \mid x_{i}\right)\right)\right)+\eta
$$

Then, for any $\rho \in(0,1)$ and any $C_{1}>1$, there are two constants $\kappa_{0}$ and $C_{2}$ depending only on $\rho$ and $C_{1}$ such that, as soon as for every index $m \in \mathcal{M}$,

$$
\begin{equation*}
\operatorname{pen}(m) \geq \kappa\left(\mathcal{D}_{m}+(1 \vee \tau) w_{m}\right) \tag{8}
\end{equation*}
$$

with $\kappa>\kappa_{0}$, and where the model complexity $\mathcal{D}_{m}$ is defined in (6), the penalized likelihood estimate $\hat{s}_{\hat{m}}$ with $\hat{m} \in \check{M}$ such that

$$
\begin{aligned}
& \quad-\sum_{i=1}^{n} \log \left(\hat{s}_{\hat{m}}\left(y_{i} \mid x_{i}\right)\right)+\operatorname{pen}(\hat{m}) \leq \inf _{m \in \tilde{\mathcal{M}}}\left(-\sum_{i=1}^{n} \log \left(\hat{s}_{m}\left(y_{i} \mid x_{i}\right)\right)+\operatorname{pen}(m)\right)+\eta^{\prime} \\
& \text { satisfies }
\end{aligned}
$$

$$
\begin{align*}
\mathrm{E}\left(\mathrm{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}_{\hat{m}}\right)\right) \leq & C_{1} \mathrm{E}\left(\inf _{m \in \mathcal{M}}\left(\inf _{t \in S_{m}} \mathrm{KL}^{\otimes_{n}}\left(s^{*}, t\right)\right)+2 \frac{\operatorname{pen}(m)}{n}\right) \\
& +C_{2}(1 \vee \tau) \frac{\Omega^{2}}{n}+\frac{\eta^{\prime}+\eta}{n} \tag{9}
\end{align*}
$$

Obviously, one of the models minimizes the right hand side. Unfortunately, there is no way to know which one without knowing $s^{*}$. Hence, this oracle model can not be used to estimate $s^{*}$. We nevertheless propose a data-driven strategy to select an estimate among the collection of estimates $\left\{\hat{s}_{m}\right\}_{m \in \tilde{\mathcal{M}}}$ according to a selection rule that performs almost as well as if we had known this oracle, according to the absolute constant $C_{1}$. Using simply the log-likelihood in each model as a criterion is not sufficient. It is an underestimation of the true risk of the estimate and this leads to select models too complex. By adding an adapted penalty $\operatorname{pen}(m)$, one hopes to compensate for both the variance term and the bias term between $-1 / n \sum_{i=1}^{n} \log \left(\hat{s}_{\hat{m}}\left(y_{i} \mid x_{i}\right) / s^{*}\left(y_{i} \mid x_{i}\right)\right)$ and $\inf _{s_{m} \in S_{m}} \mathrm{KL}^{\otimes_{n}}\left(s^{*}, s_{m}\right)$. For a given choice of $\operatorname{pen}(m)$, the best model $S_{\hat{m}}$ is chosen as the one whose index is a minimizer of the penalized $\eta$-log-likelihood.

Talk about the assumption (7). If $s$ is bounded, with a compact support, this assumption is satisfied. It is also satisfied in other cases, more particular. Then it is not a strong assumption, but it is needed to control the random family.

This theorem is available for whatever model collection constructed, whereas Assumption 1, Assumption 2 and Assumption 3 are satisfied. In the following, we use this theorem for the procedure we propose to cluster high-dimensional data. Nevertheless, this theorem is not specific for our context, and could be used whatever the problem.

Remark that the constant associated to the Assumption 3 appears squared in the bound. It is due to the random subcollection $\check{\mathcal{M}}$ of $\mathcal{M}$, if the model collection is fixed, we get a linear bound. Moreover, the weights $w_{m}$ appear linearly in the penalty bound.

### 5.2. Proof of the general theorem

For any model $S_{m}$, we have denoted by $\bar{s}_{m}$ a function such that

$$
\mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right) \leq \inf _{s_{m} \in S_{m}} \mathrm{KL}^{\otimes_{n}}\left(s^{*}, s_{m}\right)+\frac{\delta_{\mathrm{KL}}}{n}
$$

Fix $m \in \mathcal{M}$ such that $\operatorname{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right)<+\infty$. Introduce

$$
\begin{aligned}
\mathcal{M}(m)=\left\{m^{\prime} \in \mathcal{M} \mid\right. & P_{n}\left(-\log \hat{s}_{m^{\prime}}\right)+\frac{\operatorname{pen}\left(m^{\prime}\right)}{n} \\
& \left.\leq P_{n}\left(-\log \hat{s}_{m}\right)+\frac{\operatorname{pen}(m)}{n}+\frac{\eta^{\prime}}{n}\right\}
\end{aligned}
$$

where $P_{n}(g)=1 / n \sum_{i=1}^{n} g\left(y_{i} \mid x_{i}\right)$. We define the functions $k l\left(\bar{s}_{m}\right), k l\left(\hat{s}_{m}\right)$ and $j k l_{\rho}\left(\hat{s}_{m}\right)$ by

$$
\begin{aligned}
k l\left(\bar{s}_{m}\right) & =-\log \left(\frac{\bar{s}_{m}}{s^{*}}\right) ; \quad k l\left(\hat{s}_{m}\right)=-\log \left(\frac{\hat{s}_{m}}{s^{*}}\right) \\
j k l_{\rho}\left(\hat{s}_{m}\right) & =-\frac{1}{\rho} \log \left(\frac{(1-\rho) s^{*}+\rho \hat{s}_{m}}{s^{*}}\right) .
\end{aligned}
$$

For every $m^{\prime} \in \mathcal{M}(m)$, by definition,

$$
\begin{aligned}
P_{n}\left(k l\left(\hat{s}_{m^{\prime}}\right)\right)+\frac{\operatorname{pen}\left(m^{\prime}\right)}{n} & \leq P_{n}\left(k l\left(\hat{s}_{m}\right)\right)+\frac{\operatorname{pen}(m)+\eta^{\prime}}{n} \\
& \leq P_{n}\left(k l\left(\bar{s}_{m}\right)\right)+\frac{\operatorname{pen}(m)+\eta^{\prime}+\eta}{n}
\end{aligned}
$$

Let $\nu_{n}^{\otimes_{n}}(g)$ denotes the recentred process $P_{n}(g)-P^{\otimes_{n}}(g)$. By concavity of the logarithm,

$$
k l\left(\hat{s}_{m^{\prime}}\right) \geq j k l_{\rho}\left(\hat{s}_{m^{\prime}}\right)
$$

and then

$$
\begin{aligned}
& P^{\otimes_{n}}\left(j k l_{\rho}\left(\hat{s}_{m^{\prime}}\right)\right)-\nu_{n}^{\otimes_{n}}\left(k l\left(\bar{s}_{m}\right)\right) \\
\leq & P^{\otimes_{n}}\left(k l\left(\bar{s}_{m}\right)\right)+\frac{\operatorname{pen}(m)}{n}-\nu_{n}^{\otimes_{n}}\left(j k l_{\rho}\left(\hat{s}_{m^{\prime}}\right)\right)+\frac{\eta^{\prime}+\eta}{n}-\frac{\operatorname{pen}\left(m^{\prime}\right)}{n}
\end{aligned}
$$

which is equivalent to

$$
\begin{align*}
\mathrm{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}_{m^{\prime}}\right)-\nu_{n}^{\otimes_{n}}\left(k l\left(\bar{s}_{m}\right)\right) \leq & \mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right)+\frac{\operatorname{pen}(m)}{n}-\nu_{n}^{\otimes_{n}}\left(j k l_{\rho}\left(\hat{s}_{m^{\prime}}\right)\right) \\
& +\frac{\eta^{\prime}+\eta}{n}-\frac{\operatorname{pen}\left(m^{\prime}\right)}{n} \tag{10}
\end{align*}
$$

Mimic the proof as done in Cohen and Le Pennec in [6], we could obtain that except on a set of probability less than $e^{-w_{m^{\prime}}-w}$, for all $w$, for all $\mathfrak{z}_{m^{\prime}}>\sigma_{m^{\prime}}$, there exist absolute constants $\kappa_{0}^{\prime}, \kappa_{1}^{\prime}, \kappa_{2}^{\prime}$ such that

$$
\begin{equation*}
\frac{-\nu_{n}^{\otimes_{n}}\left(j k l_{\rho}\left(\hat{s}_{m^{\prime}}\right)\right)}{\mathfrak{z}_{m^{\prime}}^{2}+\kappa_{0}^{\prime}\left(d_{H}^{\otimes_{n}}\right)^{2}\left(s^{*}, \hat{s}_{m^{\prime}}\right)} \leq \frac{\kappa_{1}^{\prime} \sigma_{m^{\prime}}}{\mathfrak{z}_{m^{\prime}}}+\kappa_{2}^{\prime} \sqrt{\frac{w_{m^{\prime}}+w}{n \mathfrak{z}_{m^{\prime}}^{2}}}+\frac{18}{\rho} \frac{w_{m^{\prime}}+w}{n \mathfrak{z}_{m^{\prime}}^{2}} \tag{11}
\end{equation*}
$$

To obtain this inequality we use Assumption 1 and Assumption 2. This control is derived from maximal inequalities, described in [11].

Our purpose is now to control $\nu_{n}^{\otimes_{n}}\left(k l\left(\bar{s}_{m}\right)\right)$. This is the difference with the Theorem of Cohen and Le Pennec: we work with a random subcollection $\check{\mathcal{M}}$ of $\mathcal{M}$.

By definition of $k l$ and $\nu_{n}^{\otimes_{n}}$,

$$
\nu_{n}^{\otimes_{n}}\left(k l\left(\bar{s}_{m}\right)\right)=-\frac{1}{n} \sum_{i=1}^{n} \log \left(\frac{\bar{s}_{m}\left(y_{i} \mid x_{i}\right)}{s^{*}\left(y_{i} \mid x_{i}\right)}\right)+\mathrm{E}\left[\frac{1}{n} \sum_{i=1}^{n} \log \left(\frac{\bar{s}_{m}\left(Y_{i} \mid X_{i}\right)}{s^{*}\left(Y_{i} \mid X_{i}\right)}\right)\right] .
$$

We want to apply Bernstein's inequality, which is recalled in Appendix.
If we denote by $Z_{i}$ the random variable $Z_{i}=-\frac{1}{n} \log \left(\frac{\bar{s}_{m}\left(Y_{i} \mid X_{i}\right)}{s^{*}\left(Y_{i} \mid X_{i}\right)}\right)$, we get

$$
\nu_{n}^{\otimes_{n}}\left(k l\left(\bar{s}_{m}\right)\right)=\sum_{i=1}^{n}\left(Z_{i}-\mathrm{E}\left(Z_{i}\right)\right)
$$

We need to control the moments of $Z_{i}$ to apply Bernstein's inequality.

Lemma 5.2. Let $s^{*}$ and $\bar{s}_{m}$ two conditional densities with respect to the Lebesgue measure. Assume that there exists $\tau>0$ such that $\log \left(\left\|\frac{s^{*}}{\bar{s}_{m}}\right\|_{\infty}\right) \leq \tau$. Then,

$$
\mathrm{E}\left(\frac{1}{n} \sum_{i=1}^{n} \int_{\mathbb{R}^{q}}\left(\log \left(\frac{s^{*}\left(y \mid x_{i}\right)}{\bar{s}_{m}\left(y \mid x_{i}\right)}\right)\right)^{2} s^{*}\left(y \mid x_{i}\right) d y\right) \leq \frac{\tau^{2}}{e^{-\tau}+\tau-1} \mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right) .
$$

We prove this lemma in Appendix A.2.
Because $\frac{\tau^{2}}{e^{-\tau+\tau-1}} \underset{\tau \rightarrow \infty}{\sim} \tau$, there exists $A$ such that $\frac{\tau^{2}}{e^{-\tau+\tau-1}} \leq 2 \tau$ for all $\tau \geq A$. For $\tau \in(0, A]$, because this function is continuous and equivalent to 2 in 0 , there exists $B>0$ such that $\frac{\tau^{2}}{e^{-\tau+\tau-1}} \leq B$. We obtain that $\sum_{i=1}^{n} \mathrm{E}\left(Z_{i}^{2}\right) \leq$ $\frac{1}{n} \delta(1 \vee \tau) \mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right)$, where $\delta=2 \vee B$.

Moreover, for all integers $K \geq 3$,

$$
\begin{aligned}
& \sum_{i=1}^{n} \mathrm{E}\left(\left(Z_{i}\right)_{+}^{K}\right) \leq \sum_{i=1}^{n} \frac{1}{n^{K}} \int_{\mathbb{R}^{q}}\left(\log \left(\frac{s^{*}\left(y \mid x_{i}\right)}{\bar{s}_{m}\left(y \mid x_{i}\right)}\right)\right)_{+}^{K} s^{*}\left(y \mid x_{i}\right) d y \\
& \leq \frac{n}{n^{K}} \int_{\mathbb{R}^{q}} \log \left(\frac{s^{*}(y \mid x)}{\bar{s}_{m}(y \mid x)}\right)^{K-2} \log \left(\frac{s^{*}(y \mid x)}{\bar{s}_{m}(y \mid x)}\right)^{2} \\
& \times \mathbb{1}_{s^{*}(y \mid x) \geq \bar{s}_{m}(y \mid x) s^{*}(y \mid x) d y} \\
& \leq \frac{n}{n^{K}} \tau^{K-2} \delta(1 \vee \tau) \mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right) .
\end{aligned}
$$

Assumptions of Bernstein's inequality are then satisfied, with

$$
v=\frac{\delta(1 \vee \tau) \mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right)}{n}, \quad c=\frac{\tau}{n},
$$

thus, for all $u>0$, except on a set with probability less than $e^{-u}$,

$$
\nu_{n}^{\otimes_{n}}\left(k l\left(\bar{s}_{m}\right)\right) \leq \sqrt{2 v u}+c u .
$$

Thus, for all $z>0$, for all $u>0$, except on a set with probability less than $e^{-u}$,

$$
\begin{equation*}
\frac{\nu_{n}^{\otimes_{n}}\left(k l\left(\bar{s}_{m}\right)\right)}{z^{2}+\mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right)} \leq \frac{\sqrt{2 v u}+c u}{z^{2}+\mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right)} \leq \frac{\sqrt{v u}}{z \sqrt{2 \mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right)}}+\frac{c u}{z^{2}} . \tag{12}
\end{equation*}
$$

We apply this bound to $u=w+w_{m}+w_{m^{\prime}}$. We get that, except on a set with probability less than $e^{-\left(w+w_{m}+w_{m^{\prime}}\right)}$, using that $a^{2}+b^{2} \geq a^{2}$, from the inequality (11),

$$
-\nu_{n}^{\otimes_{n}}\left(j k l_{\rho}\left(\hat{s}_{m^{\prime}}\right)\right) \leq\left(\mathfrak{z}_{m^{\prime}}^{2}+\kappa_{0}^{\prime}\left(d_{H}^{\otimes_{n}}\right)^{2}\left(s^{*}, \hat{s}_{m^{\prime}}\right)\right)\left(\frac{\kappa_{1}^{\prime}+\kappa_{2}^{\prime}}{\theta}+\frac{18}{\theta^{2} \rho}\right),
$$

and, from the inequality (12),

$$
\nu_{n}^{\otimes_{n}}\left(k l\left(\bar{s}_{m}\right)\right) \leq\left(\beta+\beta^{2}\right)\left(z_{m, m^{\prime}}^{2}+\mathrm{KL}^{\otimes_{n}}\left(s, s_{m}\right)\right),
$$

where we have chosen

$$
\mathfrak{z}_{m^{\prime}}=\theta \sqrt{\sigma_{m^{\prime}}^{2}+\frac{w_{m^{\prime}}+w}{n}}
$$

with $\theta>1$ to fix later, and

$$
z_{m, m^{\prime}}=\beta^{-1} \sqrt{\left(\frac{v}{2 \mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right)}+c\right)\left(w+w_{m}+w_{m^{\prime}}\right)}
$$

with $\beta>0$ to fix later.
Coming back to the inequality (10),

$$
\begin{aligned}
\mathrm{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}_{m^{\prime}}\right) \leq & \mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right)+\frac{\operatorname{pen}(m)}{n} \\
& +\left(\mathfrak{z}_{m^{\prime}}^{2}+\kappa_{0}^{\prime}\left(d_{H}^{\otimes_{n}}\right)^{2}\left(s^{*}, \hat{s}_{m^{\prime}}\right)\right)\left(\frac{\kappa_{1}^{\prime}+\kappa_{2}^{\prime}}{\theta}+\frac{18}{\theta^{2} \rho}\right) \\
& +\frac{\eta^{\prime}+\eta}{n}-\frac{\operatorname{pen}\left(m^{\prime}\right)}{n}+\left(\beta+\beta^{2}\right)\left(z_{m, m^{\prime}}^{2}+\mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right)\right) .
\end{aligned}
$$

Recall that $\bar{s}_{m}$ is chosen such that

$$
\mathrm{KL}^{\otimes_{n}}\left(s^{*}, \bar{s}_{m}\right) \leq \inf _{s_{m} \in S_{m}} \mathrm{KL}^{\otimes_{n}}\left(s^{*}, s_{m}\right)+\frac{\delta_{\mathrm{KL}}}{n}
$$

Put $\kappa(\beta)=1+\left(\beta+\beta^{2}\right)$, and let $\epsilon_{1}>0$, we define $\theta_{1}$ by $\kappa_{0}^{\prime}\left(\frac{\kappa_{1}^{\prime}+\kappa_{2}^{\prime}}{\theta_{1}}+\frac{18}{\theta_{1}^{2} \rho}\right)=C_{\rho} \epsilon_{1}$ where $C_{\rho}$ is defined by $C_{\rho}\left(d_{H}^{\otimes_{n}}\right)^{2}\left(s^{*}, \hat{s}_{m^{\prime}}\right) \leq \operatorname{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}_{m^{\prime}}\right)$, and put $\kappa_{2}=\frac{C_{\rho} \epsilon_{1}}{\kappa_{0}}$. We get that

$$
\begin{aligned}
\left(1-\epsilon_{1}\right) \mathrm{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}_{m^{\prime}}\right) \leq & \kappa(\beta) \mathrm{KL}^{\otimes_{n}}\left(s^{*}, s_{m}\right)+\frac{\operatorname{pen}(m)}{n}-\frac{\operatorname{pen}\left(m^{\prime}\right)}{n} \\
& +\kappa(\beta) \frac{\delta_{\mathrm{KL}}}{n}+\frac{\eta^{\prime}+\eta}{n}+\mathfrak{z}_{m^{\prime}}^{2} \kappa_{2}+\left(\beta+\beta^{2}\right) z_{m, m^{\prime}}^{2}
\end{aligned}
$$

Since $\tau \leq 1 \vee \tau$, if we choose $\beta$ such that $\left(\beta+\beta^{2}\right)(\delta / 2+1)=\alpha \theta_{1}^{-2} \beta^{-2}$, and if we put $\kappa_{1}=\alpha \gamma^{-2}\left(\beta^{-2}+1\right)$, since $1 \leq 1 \vee \tau$, using the expressions of $\mathfrak{z}^{\prime}{ }^{\prime}$ and $z_{m, m^{\prime}}$, we get that

$$
\begin{aligned}
\left(1-\epsilon_{1}\right) \mathrm{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}_{m^{\prime}}\right) \leq & \kappa(\beta) \mathrm{KL}^{\otimes_{n}}\left(s^{*}, s_{m}\right)+\frac{\operatorname{pen}(m)}{n}-\frac{\operatorname{pen}\left(m^{\prime}\right)}{n} \\
& +\kappa(\beta) \frac{\delta_{\mathrm{KL}}}{n}+\frac{\eta^{\prime}+\eta}{n} \\
& +\kappa_{2} \theta_{1}^{2}\left(\sigma_{m^{\prime}}^{2}+\frac{w+w_{m^{\prime}}}{n}\right) \\
& +\kappa_{1}(1 \vee \tau) \frac{w+w_{m}+w_{m^{\prime}}}{n} \\
\leq & \kappa(\beta) \mathrm{KL}^{\otimes n}\left(s^{*}, s_{m}\right)+\left(\frac{\operatorname{pen}(m)}{n}+\kappa_{1}(1 \vee \tau) \frac{w_{m}}{n}\right)
\end{aligned}
$$

$$
\begin{aligned}
& -\frac{\operatorname{pen}\left(m^{\prime}\right)}{n}+\kappa_{2} \theta_{1}^{2}\left(\sigma_{m^{\prime}}^{2}+\frac{w_{m^{\prime}}}{n}\right)+\kappa_{1}(1 \vee \tau) \frac{w_{m^{\prime}}}{n} \\
& +\frac{\delta_{\mathrm{KL}}}{n}+\frac{\eta^{\prime}+\eta}{n}+\left(\kappa_{2} \theta_{1}^{2}+\kappa_{1}(1 \vee \tau)\right) \frac{w}{n}
\end{aligned}
$$

Now, assume that $\kappa_{1} \geq \kappa$ in inequality (8), we get

$$
\begin{aligned}
\left(1-\epsilon_{1}\right) \mathrm{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}_{m^{\prime}}\right) \leq & \kappa(\beta) \mathrm{KL}^{\otimes_{n}}\left(s^{*}, s_{m}\right)+2 \frac{\operatorname{pen}(m)}{n}+\frac{\delta_{\mathrm{KL}}}{n}+\frac{\eta+\eta^{\prime}}{n} \\
& +\left(\kappa_{2} \theta_{1}^{2}+\kappa_{1}(1 \vee \tau)\right) \frac{w}{n}
\end{aligned}
$$

It only remains to sum up the tail bounds over all the possible values of $m \in \mathcal{M}$ and $m^{\prime} \in \mathcal{M}(m)$ by taking the union of the different sets of probability less than $e^{-\left(w+w_{m}+w_{m^{\prime}}\right)}$,

$$
\begin{aligned}
\sum_{\substack{m \in \mathcal{M} \\
m^{\prime} \in \mathcal{M}(m)}} e^{-\left(w+w_{m}+w_{m^{\prime}}\right)} & \leq e^{-w} \sum_{\left(m, m^{\prime}\right) \in \mathcal{M} \times \mathcal{M}} e^{-\left(w_{m}+w_{m^{\prime}}\right)} \\
& =e^{-w}\left(\sum_{m \in \mathcal{M}} e^{-w_{m}}\right)^{2}=\Omega^{2} e^{-w}
\end{aligned}
$$

from the Assumption 3.
We then have simultaneously for all $m \in \mathcal{M}$, for all $m^{\prime} \in \mathcal{M}(m)$, except on a set with probability less than $\Omega^{2} e^{-w}$,

$$
\begin{aligned}
\left(1-\epsilon_{1}\right) \mathrm{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}_{m^{\prime}}\right) \leq & \kappa(\beta) \mathrm{KL}^{\otimes_{n}}\left(s^{*}, s_{m}\right)+2 \frac{\operatorname{pen}(m)}{n}+\frac{\delta_{\mathrm{KL}}}{n} \\
& +\frac{\eta+\eta^{\prime}}{n}+\left(\kappa_{2} \theta_{1}^{2}+\kappa_{1}(1 \vee \tau)\right) \frac{w}{n}
\end{aligned}
$$

It is in particular satisfied for all $m \in \check{\mathcal{M}}$ and $m^{\prime} \in \mathscr{\mathcal { M }}(m)$, and, since $\hat{m} \in \mathscr{\mathcal { M }}(m)$ for all $m \in \check{\mathcal{M}}$, we deduce that except on a set with probability less than $\Omega^{2} e^{-w}$,

$$
\begin{aligned}
& \mathrm{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}_{\hat{m}}\right) \leq \frac{1}{\left(1-\epsilon_{1}\right)} \times\left(\inf _{m \in \tilde{\mathcal{M}}}\left\{\kappa(\beta) \mathrm{KL}^{\otimes_{n}}\left(s^{*}, s_{m}\right)+2 \frac{\operatorname{pen}(m)}{n}\right\}\right. \\
&\left.+\frac{\delta_{\mathrm{KL}}}{n}+\frac{\eta+\eta^{\prime}}{n}+\left(\kappa_{2} \theta_{1}^{2}+\kappa_{1}(1 \vee \tau)\right) \frac{w}{n}\right)
\end{aligned}
$$

By integrating over all $w>0$, because for any non negative random variable $Z$ and any $a>0, \mathrm{E}(Z)=a \int_{z \geq 0} P(Z>a z) d z$, we obtain that

$$
\begin{aligned}
& \mathrm{E}\left(\mathrm{JKL}_{\rho}^{\otimes_{n}}\left(s^{*}, \hat{s}_{\hat{m}}\right)-\frac{1}{\left(1-\epsilon_{1}\right)} \inf _{m \in \tilde{\mathcal{M}}}\left(\kappa(\beta) \mathrm{KL}^{\otimes n}\left(s^{*}, s_{m}\right)+2 \frac{\operatorname{pen}(m)}{n}\right)\right. \\
& \left.\quad-\frac{1}{\left(1-\epsilon_{1}\right)} \frac{\delta_{\mathrm{KL}}+\eta+\eta^{\prime}}{n} \kappa_{0} \theta^{2}\right) \\
& \leq\left(\kappa_{2} \theta_{1}^{2}+\kappa_{1}(1 \vee \tau)\right) \frac{\Omega^{2}}{n} .
\end{aligned}
$$

As $\delta_{\mathrm{KL}}$ can be chosen arbitrary small, this implies that

$$
\begin{aligned}
\mathrm{E}\left(\mathrm{JKL}^{\otimes_{n}}\left(s^{*}, \hat{s}_{\hat{m}}\right)\right) \leq & \frac{1}{1-\epsilon_{1}} \mathrm{E}\left(\inf _{m \in \tilde{\mathcal{M}}} \kappa(\beta) \mathrm{KL}^{\otimes_{n}}\left(s^{*}, s_{m}\right)+\frac{\operatorname{pen}(m)}{n}\right) \\
& +\frac{\eta+\eta^{\prime}}{n}+\left(\kappa_{2} \theta_{1}^{2}+\kappa_{1}(1 \vee \tau)\right) \frac{\Omega^{2}}{n} \\
\leq & C_{1} \mathrm{E}\left(\inf _{m \in \tilde{\mathcal{M}}}\left(\inf _{t \in S_{m}} \mathrm{KL}^{\otimes_{n}}\left(s^{*}, t\right)\right)+\frac{\operatorname{pen}(m)}{n}\right) \\
& +C_{2}(1 \vee \tau) \frac{\Omega^{2}}{n}+\frac{\eta^{\prime}+\eta}{n}
\end{aligned}
$$

with $C_{1}=\frac{2}{1-\epsilon_{1}}$ and $C_{2}=\kappa_{2} \theta_{1}^{2}+\kappa_{1}$.

### 5.3. Sketch of the proof of the oracle inequality 3.2

To prove the Theorem 3.2, we have to apply the Theorem 5.1. Then, our model collection has to satisfy all the assumptions. Here, the model is defined by $m=$ $(K, J)$. The Assumption 2 is true when we consider Gaussian densities. If $s^{*}$ is bounded, with compact support, the assumption defined by (7) is satisfied. It is also true in other particular cases. Our model has o satisfy Assumption 1 and Assumption 3. Here we present only the main steps to prove these assumptions. All the technical details stand in Appendix.

### 5.3.1. Assumption 1

We could take $\phi_{m}(\varpi)=\int_{0}^{\varpi} \sqrt{\mathcal{H}_{[\cdot]}\left(\epsilon, S_{m}, d_{H}^{\otimes_{n}}\right)} d \epsilon$ for all $\varpi>0$. It could be better to consider more local version of the integrated square root entropy, but the global one is enough in this case to define the penalty. As done in Cohen and Le Pennec in [6], we could decompose the entropy by

$$
\mathcal{H}_{[\cdot]}\left(\epsilon, \mathcal{S}_{(K, J)}^{\mathcal{B}}, d_{H}^{\otimes_{n}}\right) \leq \mathcal{H}_{[\cdot]}\left(\epsilon, \Pi_{K}, d_{H}^{\otimes_{n}}\right)+K \mathcal{H}_{[\cdot]}\left(\epsilon, \mathcal{F}_{J}, d_{H}^{\otimes_{n}}\right)
$$

where

$$
\begin{aligned}
& \mathcal{S}_{(K, J)}^{\mathcal{B}}=\left\{\begin{array}{c}
y \in \mathbb{R}^{q} \mid x \in \mathbb{R}^{p} \mapsto s_{\xi}^{(K, J)}(y \mid x)=\sum_{k=1}^{K} \pi_{k} \varphi\left(y \mid \beta_{k}^{[J]} x, \Sigma_{k}\right) \\
\xi=\left\{\pi_{1}, \ldots, \pi_{K}, \beta_{1}^{[J]}, \ldots, \beta_{K}^{[J]}, \Sigma_{1}, \ldots, \Sigma_{K}\right\} \in \tilde{\Xi}_{(K, J)} \\
\tilde{\Xi}_{(K, J)}=\Pi_{K} \times\left(\left[-A_{\beta}, A_{\beta}\right]^{q \times p}\right)^{K} \times\left(\left[a_{\Sigma}, A_{\Sigma}\right]^{q}\right)^{K}
\end{array}\right\} \\
& \Pi_{K}=\left\{\left(\pi_{1}, \ldots, \pi_{K}\right) \in(0,1)^{K} ; \sum_{k=1}^{K} \pi_{k}=1\right\} \\
& \mathcal{F}_{J}=\left\{\varphi\left(. \mid \beta^{[J]} X, \Sigma\right) ; \beta^{[J]} \in\left[-A_{\beta}, A_{\beta}\right]^{q \times p},\right. \\
&\left.\Sigma=\operatorname{diag}\left([\Sigma]_{1,1}, \ldots,[\Sigma]_{q, q}\right) \in\left[a_{\Sigma}, A_{\Sigma}\right]^{q}\right\}
\end{aligned}
$$

where $\varphi$ denote the Gaussian density, and $A_{\beta}, a_{\Sigma}, A_{\Sigma}$ are absolute constants.

Calculus for the proportions We could apply a result proved by Wasserman and Genovese in [9] to bound the entropy for the proportions. We get that

$$
\mathcal{H}_{[\cdot]}\left(\epsilon, \Pi_{K}, d_{H}^{\otimes_{n} n}\right) \leq \log \left(K(2 \pi e)^{K / 2}\left(\frac{3}{\epsilon}\right)^{K-1}\right)
$$

Calculus for the Gaussian The family

$$
B_{\epsilon}\left(\mathcal{F}_{J}\right)=\left\{\begin{array}{l}
l(y, x)=(1+\delta)^{-p^{2} q-3 q / 4} \varphi\left(y \mid \nu_{J} x,(1+\delta)^{-1 / 4} B^{[1]}\right)  \tag{13}\\
u(y, x)=(1+\delta)^{p^{2} q+3 q / 4} \varphi\left(y \mid \nu_{J} x,(1+\delta) B^{[2]}\right) \\
B^{[a]}=\operatorname{diag}\left(b_{i(1),}, \ldots, b_{i(q)}\right), \\
\text { with } i \text { a permutation, for } a \in\{1,2\}, \\
\text { and }\left\{\begin{array}{l}
b_{l}=(1+\delta)^{1-l / 2} A_{\Sigma}, l \in\{2, \ldots, N\} \\
\forall(z, j) \in J^{c}, \nu_{z, j}=0 \\
\forall(z, j) \in J, \nu_{z, j}=\sqrt{c} \delta A_{\Sigma} u_{z, j}
\end{array}\right.
\end{array}\right\}
$$

is an $\epsilon$-bracket covering for $\mathcal{F}_{J}$, where $u_{z, j}$ is a net for the mean, $N$ is the number of parameters needed to recover all the variance set, $\delta=\frac{1}{\sqrt{2}\left(p^{2} q+3 / 4 q\right)} \epsilon$, and $c=\frac{5\left(1-2^{-1 / 4}\right)}{8}$.

We obtain that

$$
\left|B_{\epsilon}\left(\mathcal{F}_{J}\right)\right| \leq 2\left(\frac{2 A_{\beta}}{\sqrt{c} A_{\Sigma}}\right)^{|J|}\left(\frac{A_{\Sigma}}{a_{\Sigma}}+\frac{1}{2}\right) \delta^{-1-|J|} ;
$$

and then we get

$$
\mathcal{H}_{[\cdot]}\left(\epsilon, \mathcal{F}_{J}, d_{H}^{\otimes_{n}}\right) \leq \log \left(2\left(\frac{2 A_{\beta}}{\sqrt{c} A_{\Sigma}}\right)^{|J|}\left(\frac{A_{\Sigma}}{a_{\Sigma}}+\frac{1}{2}\right) \delta^{-1-|J|}\right) .
$$

Proposition 5.3. Put $D_{(K, J)}=K(1+|J|)$. For all $\epsilon \in(0,1)$,

$$
\mathcal{H}_{[\cdot]}\left(\epsilon, \mathcal{S}_{(K, J)}^{\mathcal{B}}, d_{H}^{\otimes_{n}}\right) \leq \log (C)+D_{(K, J)} \log \left(\frac{1}{\epsilon}\right) ;
$$

with

$$
C=2 K(2 \pi e)^{K / 2}\left(\frac{2 A_{\beta}}{\sqrt{c} A_{\Sigma}}\right)^{K|J|} 3^{K-1}\left(\frac{A_{\Sigma}}{a_{\Sigma}}+\frac{1}{2}\right)^{K} .
$$

Determination of a function $\phi$ We could take

$$
\phi_{(K, J)}(\varpi)=\sqrt{D_{(K, J)} \varpi}\left[B\left(A_{\beta}, A_{\Sigma}, a_{\Sigma}\right)+\sqrt{\log \left(\frac{1}{\varpi \wedge 1}\right)}\right] .
$$

This function is non-decreasing, and $\varpi \mapsto \frac{\phi_{(K, J)}(\varpi)}{\varpi}$ is non-increasing.

The root $\varpi_{(K, J)}$ is the solution of $\phi_{(K, J)}\left(\varpi_{(K, J)}\right)=\sqrt{n} \varpi_{(K, J)}^{2}$. With the expression of $\phi_{(K, J)}$, we get

$$
\varpi_{(K, J)}^{2}=\sqrt{\frac{D_{(K, J)}}{n}} \varpi\left[B\left(A_{\beta}, A_{\Sigma}, a_{\Sigma}\right)+\sqrt{\log \left(\frac{1}{\varpi_{(K, J)} \wedge 1}\right)}\right]
$$

Nevertheless, we know that $\varpi^{*}=\sqrt{\frac{D_{(K, J)}}{n}} B\left(A_{\beta}, A_{\Sigma}, a_{\Sigma}\right)$ minimizes $\varpi_{(K, J)}$ : we get

$$
\varpi_{(K, J)}^{2} \leq \frac{D_{(K, J)}}{n}\left[2 B^{2}\left(A_{\beta}, A_{\Sigma}, a_{\Sigma}\right)+\log \left(\frac{1}{\frac{D_{(K, J)}}{n} B^{2}\left(A_{\beta}, A_{\Sigma}, a_{\Sigma}\right) \wedge 1}\right)\right]
$$

### 5.3.2. Assumption 3

We want to group models by their dimension.
Lemma 5.4. The quantity

$$
\operatorname{card}\left\{(K, J) \in \mathbb{N}^{*} \times \mathcal{P}(\{1, \ldots, q\} \times\{1, \ldots, p\}), D(K, J)=D\right\}
$$

is upper bounded by

$$
\left\{\begin{array}{l}
2^{p q} \text { if } p q \leq D-q \\
\left(\frac{e p q}{D-q}\right)^{D-q} \text { otherwise. }
\end{array}\right.
$$

Proposition 5.5. Consider the weight family $\left\{w_{(K, J)}\right\}_{(K, J) \in \mathcal{K} \times \mathcal{J}}$ defined by

$$
w_{(K, J)}=D_{(K, J)} \log \left(\frac{4 e p q}{\left(D_{(K, J)}-q\right) \wedge p q}\right)
$$

Then we have $\sum_{(K, J) \in \mathcal{K} \times \mathcal{J}} e^{-w_{(K, J)}} \leq 2$.

## Appendix: Technical results

In this appendix, we give more details for the proofs.

## A.1. Bernstein's lemma

Lemma A. 6 (Bernstein's inequality). Let $\left(X_{1}, \ldots, X_{n}\right)$ be independent real valued random variables. Assume that there exists some positive numbers $v$ and $c$ such that $\sum_{i=1}^{n} \mathrm{E}\left(X_{i}^{2}\right) \leq v$, and, for all integers $K \geq 3, \sum_{i=1}^{n} \mathrm{E}\left(\left(X_{i}\right)_{+}^{K}\right) \leq$ $\frac{K!}{2} v c^{K-2}$. Let $S=\sum_{i=1}^{n}\left(X_{i}-\mathrm{E}\left(X_{i}\right)\right)$. Then, for every positive $x$,

$$
P(S \geq \sqrt{2 v x}+c x) \leq \exp (-x)
$$

## A.2. Proof of Lemma 5.2

This proof is adapted from the one of Maugis-Rabusseau and Meynet in [14]. Begin by a lemma.

Lemma A.7. Let $\tau>0$. For all $x>0$, consider

$$
f(x)=x \log (x)^{2}, \quad h(x)=x \log (x)-x+1, \quad \phi(x)=e^{x}-x-1
$$

Then, for all $0<x<e^{\tau}$, we get

$$
f(x) \leq \frac{\tau^{2}}{\phi(-\tau)} h(x)
$$

To prove this, we have to show that $y \mapsto \frac{\phi(y)}{y^{2}}$ is non-decreasing. We omit the proof here.

We want to apply this inequality, in order to derive the Lemma 5.2. As $\log \left(\left\|\frac{s^{*}}{\bar{s}_{m}}\right\|_{\infty}\right) \leq \tau$,

$$
\left\|\frac{s^{*}}{\bar{s}_{m}}\right\|_{\infty} \leq e^{\tau}
$$

and we could apply the previous inequality to $s^{*} / \bar{s}_{m}$. We get, for all $x$, for all $y$,

$$
f\left(\frac{s^{*}(y \mid x)}{\bar{s}_{m}(y \mid x)}\right) \leq \frac{\tau^{2}}{\phi(-\tau)} h\left(\frac{s^{*}(y \mid x)}{\bar{s}_{m}(y \mid x)}\right) .
$$

Integrating with respect to the density $\bar{s}_{m}$, we get that

$$
\begin{aligned}
& \int_{\mathbb{R}^{q}} \frac{s^{*}(y \mid \cdot)}{\bar{s}_{m}(y \mid .)} \log \left(\frac{s^{*}(y \mid .)}{\bar{s}_{m}(y \mid .)}\right)^{2} \bar{s}_{m}(y \mid .) d y \\
\leq & \int_{\mathbb{R}^{q}} \frac{\tau^{2}}{e^{-\tau}-\tau-1}\left(\frac{s^{*}(y \mid .)}{\bar{s}_{m}(y \mid .)} \log \frac{s^{*}(y \mid .)}{\bar{s}_{m}(y \mid .)}-\frac{s^{*}(y \mid .)}{\bar{s}_{m}(y \mid .)}+1\right) \bar{s}_{m}(y \mid .) d y \\
\Longleftrightarrow & \frac{1}{n} \sum_{i=1}^{n} \int s^{*}\left(y \mid x_{i}\right) \log \left(\frac{s^{*}\left(y \mid x_{i}\right)}{\bar{s}_{m}\left(y \mid x_{i}\right)}\right)^{2} d y \\
\leq & \frac{\tau^{2}}{e^{-\tau}-\tau-1} \frac{1}{n} \sum_{i=1}^{n} \int s^{*}\left(y \mid x_{i}\right) \log \frac{s^{*}\left(y \mid x_{i}\right)}{\bar{s}_{m}\left(y \mid x_{i}\right)} d y .
\end{aligned}
$$

It concludes the proof.

## A.3. Determination of a net for the mean and the variance

In this subsection, we work with a Gaussian density. We denote by $\beta \in \mathbb{R}^{q \times p}$ the conditional mean and by $\Sigma$ the diagonal covariance.

- Step 1: construction of a net for the variance

Let $\epsilon \in(0,1]$, and $\delta=\frac{1}{\sqrt{2}\left(p^{2} q+\frac{3}{4} q\right)} \epsilon$. Let $b_{j}=(1+\delta)^{1-\frac{j}{2}} A_{\Sigma}$. For $2 \leq j \leq N$, we have $\left[a_{\Sigma}, A_{\Sigma}\right]=\left[b_{N}, b_{N-1}\right] \bigcup \ldots \bigcup\left[b_{3}, b_{2}\right]$, where $N$ is chosen to recover everything. We want that

$$
\begin{array}{ll} 
& a_{\Sigma}=(1+\delta)^{1-N / 2} A_{\Sigma} \\
\Leftrightarrow \quad & \log \frac{a_{\Sigma}}{A_{\Sigma}}=\left(1-\frac{N}{2}\right) \log (1+\delta) \\
\Leftrightarrow & N=\frac{2 \log \left(\frac{A_{\Sigma}}{a_{\Sigma}} \sqrt{1+\delta}\right)}{\log (1+\delta)}
\end{array}
$$

We want $N$ to be an integer, then $N=\left\lceil\frac{2 \log \left(\frac{A_{\Sigma}}{a_{\Sigma}} \sqrt{1+\delta}\right)}{\log (1+\delta)}\right\rceil$. We get a net for the variance. We could let $B=\operatorname{diag}\left(b_{i(1)}, \ldots, b_{i(q)}\right)$, close to $\Sigma$ (and deterministic, independent of the values of $\Sigma$ ), where $i$ is a permutation such that $b_{i(z)+1} \leq[\Sigma]_{z, z} \leq b_{i(z)}$ for all $z \in\{1, \ldots, q\}$. Remember that $\frac{b_{j+1}}{b_{j}}=\frac{1}{\sqrt{1+\delta}}$.

- Step 2: construction of a net for the mean vectors

We select only the relevant variables detected by the Lasso estimator. For $\lambda \geq 0$,

$$
J_{\lambda}=\left\{(z, j) \in\{1, \ldots, q\} \times\{1, \ldots, p\} \mid \hat{\beta}_{z, j}^{\mathrm{Lasso}}(\lambda) \neq 0\right\}
$$

Let $f=\varphi(. \mid \beta x, \Sigma) \in \mathcal{F}_{J_{\lambda}}$.

## - Definition of the brackets

Define the bracket by the functions $l$ and $u$ :

$$
\begin{aligned}
& l(y, x)=(1+\delta)^{-p^{2} q-3 q / 4} \varphi\left(y \mid \nu_{J} x,(1+\delta)^{-1 / 4} B^{[1]}\right) \\
& u(y, x)=(1+\delta)^{p^{2} q+3 q / 4} \varphi\left(y \mid \nu_{J} x,(1+\delta) B^{[2]}\right)
\end{aligned}
$$

We have chosen $i$ such that $\left[B^{[1]}\right]_{z, z} \leq \Sigma_{z, z} \leq\left[B^{[2]}\right]_{z, z}$ for all $z \in$ $\{1, \ldots, q\}$.
We need to define $\nu$ such that $[l, u]$ is an $\epsilon$-bracket for $f$.

## - Proof that $[l, u]$ is a bracket for $f$

We are looking for a condition on $\nu_{J}$ to have $\frac{f}{u} \leq 1$ and $\frac{l}{f} \leq 1$.
We use the following lemma to compute these ratios.
Lemma A.8. Let $\varphi\left(. \mid \mu_{1}, \Sigma_{1}\right)$ and $\varphi\left(. \mid \mu_{2}, \Sigma_{2}\right)$ be two Gaussian densities. If their variance matrices are assumed to be diagonal, with $\Sigma_{a}=\operatorname{diag}\left(\left[\Sigma_{a}\right]_{1,1}, \ldots,\left[\Sigma_{a}\right]_{q, q}\right)$ for $a \in\{1,2\}$, such that $\left[\Sigma_{2}\right]_{z, z}>$ $\left[\Sigma_{1}\right]_{z, z}>0$ for all $z \in\{1, \ldots, q\}$, then, for all $y \in \mathbb{R}^{q}$,

$$
\frac{\varphi\left(y \mid \mu_{1}, \Sigma_{1}\right)}{\varphi\left(y \mid \mu_{2}, \Sigma_{2}\right)}
$$

$$
\leq \prod_{z=1}^{q} \frac{\sqrt{\left[\Sigma_{2}\right]_{z, z}}}{\sqrt{\left[\Sigma_{1}\right]_{z, z}}} e^{\frac{1}{2}\left(\mu_{1}-\mu_{2}\right)^{t} \operatorname{diag}\left(\frac{1}{\left[\Sigma_{2}\right]_{1,1}-\left[\Sigma_{1}\right]_{1,1}}, \ldots, \frac{1}{\left[\Sigma_{2}\right]_{q, q}-\left[\Sigma_{1}\right] q, q}\right)\left(\mu_{1}-\mu_{2}\right)}
$$

For the ratio $\frac{f}{u}$ we get:

$$
\begin{align*}
\frac{f(y \mid x)}{u(y, x)}= & \frac{1}{(1+\delta)^{p^{2} q+3 q / 4}} \frac{\varphi(y \mid \beta x, \Sigma)}{\varphi\left(y \mid \nu_{J} x,(1+\delta) B^{[2]}\right)} \\
\leq & \frac{1}{(1+\delta)^{p^{2} q+3 q / 4}} \prod_{z=1}^{q} \frac{b_{z}}{[\Sigma]_{z, z}} \\
& \times(1+\delta)^{q / 2} e^{\frac{1}{2}\left(\beta x-\nu_{J} x\right)^{t}\left((1+\delta) B^{[2]}-\Sigma\right)^{-1}\left(\beta x-\nu_{J} x\right)} \\
\leq & (1+\delta)^{p^{2} q-q / 4}(1+\delta)^{q / 4} e^{\frac{1}{2}\left(\beta x-\nu_{J} x\right)^{t}\left(\delta B^{[2]}\right)^{-1}\left(\beta x-\nu_{J} x\right)} \\
\leq & (1+\delta)^{p^{2} q} e^{\frac{1}{2 \delta}\left(\beta x-\nu_{J} x\right)^{t}\left[B^{[2]}\right]^{-1}\left(\beta x-\nu_{J} x\right)} . \tag{14}
\end{align*}
$$

For the ratio $\frac{l}{f}$ we get:

$$
\begin{align*}
\frac{l(y, x)}{f(y \mid x)}= & \frac{1}{(1+\delta)^{p^{2} q+3 q / 4}} \frac{\varphi\left(y \mid \nu_{J} x,(1+\delta)^{-1 / 4} B^{[1]}\right)}{\varphi(y \mid \beta x, \Sigma)} \\
\leq & \frac{1}{(1+\delta)^{p^{2} q+3 q / 4}} \prod_{z=1}^{q} \frac{\Sigma_{z, z}}{b_{z}} \\
& \times(1+\delta)^{q / 8} e^{\frac{1}{2}\left(\beta x-\nu_{J} x\right)^{t}\left(\Sigma-B^{[1]}\right)^{-1}\left(\beta x-\nu_{J} x\right)} \\
\leq & (1+\delta)^{-p^{2} q-3 q / 8}(1+\delta)^{q / 4} \\
& \times e^{\frac{1}{2}\left(\beta x-\nu_{J} x\right)^{t}\left(\left(1-(1+\delta)^{-1 / 4}\right) B^{[1]}\right)^{-1}\left(\beta x-\nu_{J} x\right)} \\
\leq & (1+\delta)^{-p^{2} q-3 q / 8} e^{\frac{1}{2\left(1-(1+\delta)^{-1 / 4)}\right.}\left(\beta x-\nu_{J} x\right)^{t}\left[B^{[1]}\right]^{-1}\left(\beta x-\nu_{J} x\right)} \tag{15}
\end{align*}
$$

We want to bound the ratios (14) and (15) by 1. Put $c=\frac{5\left(1-2^{-1 / 4}\right)}{8}$, and develop these calculus. A necessary condition to obtain those bounds is

$$
\left\|\beta x-\nu_{J} x\right\|_{2}^{2} \leq p q \delta^{2}\left(1-2^{-1 / 4}\right) A_{\Sigma}^{2}
$$

Indeed, we want

$$
\begin{aligned}
(1+\delta)^{-p^{2} q-3 q / 8} e^{\frac{1}{2\left(1-(1+\delta)^{-1 / 4}\right)}\left(\beta x-\nu_{J} x\right)^{t}\left[B^{[2]}\right]^{-1}\left(\beta x-\nu_{J} x\right)} & \leq 1 \\
(1+\delta)^{-p^{2} q} e^{\frac{1}{e^{\delta \delta A_{\Sigma}}}\left(\beta x-\nu_{J} x\right)^{t}\left[B^{[1]}\right]^{-1}\left(\beta x-\nu_{J} x\right)} & \leq 1
\end{aligned}
$$

which is equivalent to

$$
\begin{aligned}
& \left\|\beta x-\nu_{J} x\right\|_{2}^{2} \leq p^{2} q \frac{\delta^{2}}{2} A_{\Sigma}^{2} \\
& \left\|\beta x-\nu_{J} x\right\|_{2}^{2} \leq\left(p^{2} q+\frac{3}{4} q\right) \delta^{2}\left(1-2^{-1 / 4}\right) A_{\Sigma}
\end{aligned}
$$

As $\left\|\beta x-\nu_{J} x\right\|_{2}^{2} \leq p\left\|\beta-\nu_{J}\right\|_{2}^{2}\|x\|_{\infty}$, and $x \in[0,1]^{p}$, we need to get $\left\|\beta-\nu_{J}\right\|_{2}^{2} \leq p q \delta^{2}\left(1-2^{-1 / 4}\right) A_{\Sigma}^{2}$ to have the wanted bound. Put

$$
U:=\mathbb{Z} \cap\left[\left\lfloor\frac{-A_{\beta}}{\sqrt{c} \delta A_{\Sigma}}\right\rfloor,\left\lfloor\frac{A_{\beta}}{\sqrt{c} \delta A_{\Sigma}}\right\rfloor\right]
$$

For all $(z, j) \in J$, choose

$$
\begin{equation*}
u_{z, j}=\underset{v_{z, j} \in U}{\operatorname{argmin}}\left|\beta_{z, j}-\sqrt{c} \delta A_{\Sigma} v_{z, j}\right| \tag{16}
\end{equation*}
$$

Define $\nu$ by

$$
\begin{aligned}
& \text { for all }(z, j) \in J^{c}, \nu_{z, j}=0 \\
& \text { for all }(z, j) \in J, \nu_{z, j}=\sqrt{c} \delta A_{\Sigma} u_{z, j}
\end{aligned}
$$

Then, we get a net for the mean vectors.

- Proof that $d_{H}(l, u) \leq \epsilon$

We work with the Hellinger distance.

$$
\begin{aligned}
d_{H}^{2}(l, u) & =\frac{1}{2} \int_{\mathbb{R}^{q}}(\sqrt{l}-\sqrt{u})^{2} \\
& =\frac{1}{2} \int_{\mathbb{R}^{q}} l+u-2 \sqrt{l u} \\
& =\frac{1}{2}\left[(1+\delta)^{-p^{2} q-3 q / 4}+(1+\delta)^{p^{2} q+3 q / 4}\right]-\int_{\mathbb{R}^{q}} \sqrt{\varphi_{l} \varphi_{u}} \\
& =\frac{1}{2}\left[(1+\delta)^{-p^{2} q-3 q / 4}+(1+\delta)^{p^{2} q+3 q / 4}\right] \\
& -\left(\prod_{z=1}^{q} \frac{\sqrt{2 b_{i(z)+1} b_{i(z)}}(1+\delta)^{1 / 2}(1+\delta)^{-1 / 8}}{(1+\delta) b_{i(z)+1}+(1+\delta)^{-1 / 4} b_{i(z)}}\right)^{1 / 2} * 1
\end{aligned}
$$

We have used the following lemma:
Lemma A.9. The Hellinger distance of two Gaussian densities with diagonal variance matrices is given by the following expression:

$$
\begin{aligned}
& d_{H}^{2}\left(\varphi\left(. \mid \mu_{1}, \Sigma_{1}\right), \varphi\left(. \mid \mu_{2}, \Sigma_{2}\right)\right) \\
=2-2 & \left(\prod_{z=1}^{q} \frac{2 \sqrt{\left[\Sigma_{1}\right]_{z, z}\left[\Sigma_{2}\right]_{z, z}}}{\left[\Sigma_{1}\right]_{z, z}+\left[\Sigma_{2}\right]_{z, z}}\right)^{1 / 2} \\
& \times e^{-\frac{1}{4}\left(\mu_{1}-\mu_{2}\right)^{t} \operatorname{diag}\left(\left(\frac{1}{\left[\Sigma_{1}\right]_{z, z}^{2}+\left[\Sigma_{2}\right]_{z, z}^{2}}\right)_{z \in\{1, \ldots, q\}}\right)\left(\mu_{1}-\mu_{2}\right)}
\end{aligned}
$$

As $b_{i(z)+1}=(1+\delta)^{-1 / 2} b_{i(z)}$, we get that

$$
2 \frac{(1+\delta)^{3 / 8} b_{i(z)}}{b_{i(z)+1}\left[(1+\delta)^{-1 / 4}+(1+\delta)^{1 / 2}(1+\delta)\right]}
$$

$$
\begin{aligned}
& =2 \frac{(1+\delta)^{5 / 8}}{(1+\delta)^{-1 / 4}+(1+\delta)^{3 / 2}} \\
& =\frac{2}{(1+\delta)^{-7 / 8}+(1+\delta)^{7 / 8}}
\end{aligned}
$$

Then

$$
\begin{aligned}
d_{H}^{2}(l, u)= & \frac{1}{2}\left[(1+\delta)^{-\left(p^{2} q+3 q / 4\right)}+(1+\delta)^{p^{2} q+3 q / 4}\right] \\
& -\left(\frac{2}{(1+\delta)^{-7 / 8}+(1+\delta)^{7 / 8}}\right)^{q / 2} \\
= & \cosh \left(\left(p^{2} q+3 q / 4\right) \log (1+\delta)\right)-2 \cosh (7 / 8 \log (1+\delta))^{-q / 2} \\
= & \cosh \left(\left(p^{2} q+3 q / 4\right) \log (1+\delta)\right)-1+1 \\
& -2^{-q / 2} \cosh (7 / 8 \log (1+\delta))^{-q / 2}
\end{aligned}
$$

We want to apply the Taylor formula to $f(x)=\cosh (x)-1$ to obtain an upper bound, and to $g(x)=1-2^{-q / 2} \cosh (x)^{-q / 2}$. Indeed, there exists $c$ such that, on the good interval, $f(x) \leq \cosh (c) \frac{x^{2}}{2}$ and $g(x) \leq$ $q^{2} \frac{x^{2}}{2}$. Then, and because $\log (1+\delta) \leq \delta$,

$$
\begin{aligned}
d_{H}^{2}(l, u) & \leq \cosh \left(\left(p^{2} q+3 q / 4\right) \log (1+\delta)\right)-2 \cosh (7 / 8 \log (1+\delta))^{-q / 2} \\
& \leq\left(p^{2} q+3 q / 4\right)^{2} \delta^{2}\left(\cosh (\alpha)+\frac{49}{128}\right) \\
& \leq 2\left(p^{2} q+3 q / 4\right)^{2} \delta^{2} \leq \epsilon^{2}
\end{aligned}
$$

where $\epsilon \geq \sqrt{2}\left(p^{2} q+\frac{3}{4} q\right) \delta$.

- Step 3: Upper bound of the number of $\epsilon$-brackets for $\mathcal{F}_{J}$.

From Step 1 and Step 2, the family

$$
\left.B_{\epsilon}\left(\mathcal{F}_{J}\right)=\left\{\begin{array}{l}
l(y, x)=(1+\delta)^{-\left(p^{2} q+3 q / 4\right)} \varphi\left(y \mid \nu_{J} x,(1+\delta)^{-1 / 4} B^{[1]}\right)  \tag{17}\\
u(y, x)=(1+\delta)^{p^{2} q+3 q / 4} \varphi\left(y \mid \nu_{J} x,(1+\delta) B^{[2]}\right) \\
B^{[a]}=\operatorname{diag}\left(b_{i(1)}^{[a]}, \ldots, b_{i(q)}^{[a]}\right)
\end{array}\right\} \begin{array}{l}
\text { where } i_{a} \text { is a permutation, for } a \in\{1,2\}, \\
\text { with }\left\{\begin{array}{l}
b_{l}=(1+\delta)^{1-l / 2} A_{\Sigma} \text { for all } l \in\{1, \ldots, q\} \\
\forall(z, j) \in J^{c}, \nu_{z, j}=0 \\
\forall(z, j) \in J, \nu_{z, j}=\sqrt{c} \delta A_{\Sigma} u_{z, j}
\end{array}\right.
\end{array}\right\}
$$

is an $\epsilon$-bracket for $\mathcal{F}_{J}$, for $u_{z, j}$ defined by (16). Therefore, an upper bound of the number of $\epsilon$-brackets necessary to cover $\mathcal{F}_{J}$ is deduced from an upper bound of the cardinal of $B_{\epsilon}\left(\mathcal{F}_{J}\right)$.

$$
\left|B_{\epsilon}\left(\mathcal{F}_{J}\right)\right| \leq \sum_{l=2}^{N} \prod_{(z, j) \in J}\left(\frac{2 A_{\beta}}{\sqrt{c} \delta A_{\Sigma}}\right)
$$

$$
\leq\left(\frac{2 A_{\beta}}{\sqrt{c} \delta A_{\Sigma}}\right)^{|J|} \sum_{l=2}^{N} 1 \leq\left(\frac{2 A_{\beta}}{\sqrt{c} \delta A_{\Sigma}}\right)^{|J|}(N-1)
$$

As $N \leq \frac{2\left(A_{\Sigma} / a_{\Sigma}+1 / 2\right)}{\delta}$, we get

$$
\left|B_{\epsilon}\left(\mathcal{F}_{J}\right)\right| \leq 2\left(\frac{2 A_{\beta}}{\sqrt{c} A_{\Sigma}}\right)^{|J|}\left(\frac{A_{\Sigma}}{a_{\Sigma}}+\frac{1}{2}\right) \delta^{-1-|J|}
$$

## A.4. Calculus for the function $\phi$

From the Proposition 5.3, we obtain, for all $\varpi>0$,

$$
\begin{equation*}
\int_{0}^{\varpi} \sqrt{\mathcal{H}_{[.]}\left(\epsilon, \mathcal{S}_{(K, J)}^{\mathcal{B}}, d_{H}^{\otimes_{n} n}\right)} d \epsilon \leq \varpi \sqrt{\log (C)}+\sqrt{D_{(K, J)}} \int_{0}^{\varpi \wedge 1} \sqrt{\log \left(\frac{1}{\epsilon}\right)} d \epsilon \tag{18}
\end{equation*}
$$

We need to control $\int_{0}^{\varpi} \sqrt{\log \left(\frac{1}{\epsilon}\right)} d \epsilon$, which is done by Maugis-Rabusseau and Meynet in [14].
Lemma A.10. For all $\varpi>0$,

$$
\int_{0}^{\varpi} \sqrt{\log \left(\frac{1}{\epsilon}\right)} d \epsilon \leq \varpi\left[\sqrt{\pi}+\sqrt{\log \left(\frac{1}{\varpi}\right)}\right]
$$

Then, according to (18),

$$
\begin{aligned}
& \int_{0}^{\varpi} \sqrt{\mathcal{H}_{[\cdot]}\left(\epsilon, \mathcal{S}_{(K, J)}^{\mathcal{B}}, d_{H}^{\otimes_{n}}\right)} d \epsilon \\
\leq & \varpi \sqrt{\log (C)}+\sqrt{D_{(K, J)}}(\varpi \wedge 1)\left[\sqrt{\pi}+\sqrt{\log \left(\frac{1}{\varpi \wedge 1}\right)}\right] \\
\leq & \varpi \sqrt{D_{(K, J)}}\left[\sqrt{\frac{\log (C)}{D_{(K, J)}}}+\sqrt{\pi}+\sqrt{\log \left(\frac{1}{\varpi \wedge 1}\right)}\right]
\end{aligned}
$$

Nevertheless,

$$
\begin{aligned}
\log (C) \leq & \log (2)+\log (K)+\frac{K}{2} \log (2 \pi e) \\
& +K|J| \log \left(\frac{2 A_{\beta}}{\sqrt{c} A_{\Sigma}}\right)+K \log \left(\frac{A_{\Sigma}}{a_{\Sigma}}+\frac{1}{2}\right)+(K-1) \log (3) \\
\leq & D_{(K, J)}[\log (2)+\log (\sqrt{2 \pi e})+1+\log (3) \\
& \left.\quad+\log \left(\frac{A_{\Sigma}}{a_{\Sigma}}+\frac{1}{2}\right)+\log \left(\frac{2 A_{\beta}}{\sqrt{c} A_{\Sigma}}\right)\right]
\end{aligned}
$$

$$
\leq D_{(K, J)}\left[1+\log \left(\frac{A_{\beta}}{A_{\Sigma}}\left(\frac{A_{\Sigma}}{a_{\Sigma}}+\frac{1}{2}\right)\right)+\log \left(2^{5 / 2} 3 \sqrt{\frac{\pi e}{c}}\right)\right]
$$

Then

$$
\begin{aligned}
& \quad \int_{0}^{\varpi} \sqrt{\mathcal{H}_{[\cdot]}\left(\epsilon, \mathcal{S}_{(K, J)}^{\mathcal{B}}, d_{H}^{\otimes_{n}}\right)} d \epsilon \\
& \leq \varpi \sqrt{D_{(K, J)}}\left[\sqrt{1+\log \left(\frac{A_{\beta}}{A_{\Sigma}}\left(\frac{a_{\Sigma}}{A_{\Sigma}}+\frac{1}{2}\right)\right)+\log \left(2^{5 / 2} 3 \sqrt{\frac{\pi e}{c}}\right)}\right. \\
& \left.\quad+\sqrt{\pi}+\sqrt{\log \left(\frac{1}{\varpi \wedge 1}\right)}\right] \\
& \leq \varpi \sqrt{D_{(K, J)}}\left[1+\sqrt{\left.\log \left(\frac{A_{\beta}}{A_{\Sigma}}\left(\frac{A_{\Sigma}}{a_{\Sigma}}+\frac{1}{2}\right)\right)+a+\sqrt{\log \left(\frac{1}{\varpi \wedge 1}\right)}\right]}\right. \\
& \leq \varpi \sqrt{D_{(K, J)}}\left[B\left(A_{\beta}, A_{\Sigma}, a_{\Sigma}\right)+\sqrt{\log \left(\frac{1}{\varpi \wedge 1}\right)}\right]
\end{aligned}
$$

with

$$
B\left(A_{\beta}, A_{\Sigma}, a_{\Sigma}\right)=1+\sqrt{\log \left(\frac{A_{\beta}}{A_{\Sigma}}\left(\frac{A_{\Sigma}}{a_{\Sigma}}+\frac{1}{2}\right)\right)}+a
$$

and $a=\sqrt{\pi}+\sqrt{\log \left(2^{5 / 2} 3 \sqrt{\frac{\pi e}{c}}\right)}$.

## A.5. Proof of the Proposition 5.5

We are interested in $\sum_{(K, J) \in \mathcal{K} \times \mathcal{J}} e^{-w_{(K, J)}}$. Considering

$$
w_{(K, J)}=D_{(K, J)} \log \left(\frac{4 e p q}{\left(D_{(K, J)}-q^{2}\right) \wedge p q}\right)
$$

we could group models by their dimensions to compute this sum. Denote by $C_{D}$ the cardinal of models of dimension $D$.

$$
\begin{aligned}
& \left.\sum_{\substack{K \in \mathbb{N}^{*} \\
J \in \mathcal{P}(\{1, \ldots, q\} \times\{1, \ldots, p\})}} e^{-D_{(K, J)} \log \left(\frac{4 e p q}{\left(D(K, J)-q^{2}\right) \wedge p q}\right)}=\sum_{D \geq 1} C_{D} e^{-D \log \left(\frac{4 e p q}{\left(D-q^{2}\right) \wedge p q}\right.}\right) \\
= & \sum_{D=1}^{p q+q^{2}} e^{-D \log \left(\frac{4 e p q}{\left(D-q^{2}\right)}\right)}\left(\frac{e p q}{D-q^{2}}\right)^{D-q^{2}}+\sum_{D=p q+q^{2}+1}^{+\infty} e^{-D \log \left(\frac{4 e p q}{p q}\right)} 2^{p q} \\
= & \sum_{D=1}^{p q+q^{2}} 4^{-D}\left(\frac{e p q}{D-q^{2}}\right)^{-q^{2}}+\sum_{D=p q+q^{2}+1}^{+\infty} e^{-D(\log (4)+1)+p q \log (2)} \\
\leq & \sum_{D=1}^{p q+q^{2}} 2^{-D}+\sum_{D=p q+q^{2}+1}^{+\infty} 2^{-D}=2 .
\end{aligned}
$$

## A.6. Proof of the Lemma 5.4

We know that $D_{(K, J)}=K-1+|J| K+K q$. Then,

$$
\begin{aligned}
C_{D} & =\operatorname{card}\left\{(K, J) \in \mathbb{N}^{*} \times \mathcal{P}(\{1, \ldots, q\} \times\{1, \ldots, p\}), D(K, J)=D\right\} \\
& \leq \sum_{K \in \mathbb{N}^{*}} \sum_{\substack{1 \leq z \leq q \\
1 \leq j \leq p}}\binom{p q}{|J|} \mathbb{1}_{K(|J|+q+1)-1=D} \\
& \leq \sum_{|J| \in \mathbb{N}^{*}}\binom{p q}{|J|} \mathbb{1}_{|J| \leq p q \wedge(D-q)} .
\end{aligned}
$$

If $p q<D-q$,

$$
\sum_{|J|>0}\binom{p q}{|J|} \mathbb{1}_{|J| \leq p q \wedge(D-q)}=2^{p q}
$$

Otherwise, according to the Proposition 2.5 in Massart, [11],

$$
\sum_{|J|>0}\binom{p q}{|J|} \mathbb{1}_{|J| \leq p q \wedge(D-q)} \leq f(D-q)
$$

where $f(x)=(e p q / x)^{x}$ is an increasing function on $\{1, \ldots, p q\}$. As $p q$ is an integer, we get the result.
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