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We study the competition interface between two growing clusters in a
growth model associated to last-passage percolation. When the initial unoc-
cupied set is approximately a cone, we show that this interface has an asymp-
totic direction with probability 1. The behavior of this direction depends on
the angle 6 of the cone: for 6 > 180°, the direction is deterministic, while
for 6 < 180°, it is random, and its distribution can be given explicitly in cer-
tain cases. We also obtain partial results on the fluctuations of the interface
around its asymptotic direction. The evolution of the competition interface
in the growth model can be mapped onto the path of a second-class parti-
cle in the totally asymmetric simple exclusion process; from the existence of
the limiting direction for the interface, we obtain a new and rather natural
proof of the strong law of large numbers (with perhaps a random limit) for
the position of the second-class particle at large times.

1. Introduction. The behavior of the boundary (or “growth interface”) of a
randomly growing cluster has been much investigated. In many models, the grow-
ing region, after linear rescaling, is seen to converge to a deterministic asymp-
totic shape, and the fluctuations of the growth interface follow either Gaussian or
Kardar—Parisi—Zhang scales. See, for example, [19] for a wide-ranging review.

A less well-studied phenomenon is the “competition interface” between two
clusters growing in the same space. Derrida and Dickman [4] describe simulations
of a first-passage percolation model (or Eden model) in which two clusters grow
into a vacant sector of the plane with angle 6. They obtain values for the rough-
ening exponents of the competition interface: the fluctuations of this interface at
distance r are of order rX, where x = 1/3 for 6 < 180°, x =2/3 for 8 = 180°
and x = 1 for 6 > 180°. However, they note that x = 1 does not describe the true
roughness of the interface in the last case, but instead indicates a random direction;
if instead x is defined in terms of the fluctuations of the interface about its (maybe
random) asymptotic direction, one should expect to see y =2/3.

We investigate analogous questions for a related growth model which is asso-
ciated to directed last-passage percolation in the plane. The exact solvability of
this model makes it possible to obtain rigorous results about the existence and
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distribution of an asymptotic direction of the interface, and about its roughness.
A further important motivation is the relation between the competition interface
in this model and the behavior of a second-class particle in the totally asymmetric
simple exclusion process (TASEP), which we describe below.

The growth model can be described as follows (see Section 2 for precise defi-
nitions and notation). At a given time ¢ the occupied set I'; is a decreasing subset
of Z? (i.e., if z is occupied, then so is any point below and to the left of z). If z is
unoccupied but both z — (0, 1) and z — (1, 0) are occupied, then z is added to the
occupied set at rate 1. That is, if G(z) is the time at which z joins the occupied set,
then the quantities G(z) — max{G(z — (0, 1)), G(z — (1, 0))} are exponential ran-
dom variables with rate 1 (and independent for different z). Since the occupied set
I'; is a decreasing set, we can equivalently consider the growth interface y; which
is the boundary of I';, and which is a path in Z? taking steps down and to the right.

We consider initial growth interfaces which pass through the points (—1, 0),
(0,0) and (0, —1). Hence yg consists of one (half-infinite) path in the lower-right
quadrant and another in the upper-left quadrant. The competition occurs as follows.
Each point in the upper-left part of 3 belongs to cluster 1, and each point in the
lower-right part belongs to cluster 2. When a new point z is added to the occupied
set, it joins the same cluster as Z, where 7 is the argument that maximizes G(z —
(0,1)) and G(z — (1,0)). That is, it joins the same cluster as whichever of its
neighbors (below and to the left) was occupied most recently. [The label of the
site (0,0) may be left ambiguous, but we stipulate that site (0, 1) always joins
cluster 1 and site (1,0) always joins cluster 2.] Let '} and T'? be the points that
are occupied at time ¢ by cluster 1 or cluster 2, respectively (so I'; = '} UT?). We
can further consider the sets l"cl)O and Fgo of points which (eventually) join clusters
1 and 2, respectively. These sets are separated by the competition interface, which
is a directed path with up-right steps, lying in the positive quadrant (Figure 1).

(a) (b)

FIG. 1. Numerical simulations of the competing growth model with 6 = 90°, where the unoccupied
set at time 0 is precisely the positive quadrant. The pictures show the clusters Ftl and I‘t2 at t =100,
for two different realizations (a) and (b). The darker cluster is Ftl and the gray one is Ft2; background
is light gray.
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We will assume that both ends of the initial growth interface yg have an asymp-
totic direction. Thus the unoccupied set at time O is approximately a cone, with
some angle 6 € [90°,270°]. We will show that under this assumption, the com-
petition interface converges with probability 1 to a limiting direction. There is a
phase transition in the behavior as a function of 6. For concave or flat initial sectors
(6 > 180°), the limiting direction is deterministic (and we calculate it); for a con-
vex sector (0 < 180°) the limiting direction is random. (The phases are opposite
to those observed by Derrida and Dickman, since we consider last-passage rather
than first-passage growth rules.)

The last-passage percolation representation is as follows: G(z) can be described
as the maximal weight of a directed (up-right) path starting from some point in
1o and ending at z, where the weights at each site of Zi are i.i.d. exponential
random variables with mean 1. Since the initial interface yq is the union of two
half-lines with asymptotic directions, we are led to develop a sequence of results
concerning a point to half-line percolation model, in order to prove the existence
of the asymptotic direction of the competition interface. In particular, we extend
the concept of “h-straightness” for the forest of optimal paths, developed for point-
to-point percolation models by Newman and co-authors in [22] and later papers.

One of the main motivations is the relation between the competition interface
and the second-class particle in the TASEP, developed by Ferrari and Pimentel [11]
to treat the case where the initial unoccupied sector is exactly the positive quadrant.
The TASEP has state space {0, 1}2. At each site of Z, there is either a particle or
a hole. Each particle tries to jump at rate 1 to the right, and a jump succeeds
if the site to its right is unoccupied (so that the particle and hole then exchange
places). A second-class particle arises when the initial configuration is modified at
a single site, and the two processes with and without the perturbation are allowed
to evolve using the same random mechanism (the so-called basic coupling). At
later times the two processes still differ at exactly one site, and the position of
this discrepancy is called a second-class particle. More concretely, it moves in the
TASEP according to the following rule: it jumps to the right at rate 1 when the
site on its right is unoccupied, and when the site on its left contains a particle, it
exchanges places with this particle at rate 1.

The TASEP and the last-passage percolation growth model can be coupled, us-
ing a construction that originates with Rost [25]. Using the construction from [11],
the TASEP with a second-class particle can be represented by a TASEP with an ex-
tra site, in which the site containing the second-class particle is replaced by a pair
of sites containing a hole on the left and a particle on the right. Thus the TASEP
with a second-class particle can also be coupled with the growth process, and one
obtains in fact that the path of the second-class particle corresponds to the evolu-
tion of the competition interface. Under this coupling, initial growth interfaces yg
satisfying the conditions described above correspond to initial TASEP configura-
tions no with a second-class particle at the origin, and in which the configurations
to the left and to the right of the origin have some asymptotic particle densities, say



284 P. A. FERRARIL J. B. MARTIN AND L. P. R. PIMENTEL

A and p, respectively. The limit result for the direction of the competition interface
can be shown to correspond to a strong law of large numbers for the position of
the second-class particle. If X; is the position of the second-class particle at time ¢,
then X;/t converges with probability 1, to a limit which is deterministic if A < p
(corresponding to the case 8 > 180°) and random if A > p. See the discussion af-
ter Theorem 3 for references to versions of these laws of large numbers for X;/¢
which have previously appeared in the literature.

A particularly interesting case occurs when A > p and the initial TASEP config-
uration is distributed according to product measure with particle density A to the
left of the origin and density p to the right. In this case the random limit of X,/ is
precisely the uniform distribution on (1 — 21, 1 — 2p). This had been obtained as
a limit in distribution by Ferrari and Kipnis [8], and the almost sure convergence
was proved by Mountford and Guiol [21]. Using the distributional limit one can
derive the distribution of the limiting direction of the competition interface in the
corresponding case, where the two parts of the initial growth interface yy are given
by two independent random walks going up-left and down-right from the origin.
Indeed, the interplay between the two equivalent models of TASEP and growth
process is particularly satisfying in this case. Our methods using the competition
interface provide a new and rather intuitive proof of the almost sure convergence
of X,/t to some limit; however, the distribution of this limit (and hence also the
distribution of the limiting direction of the competition interface) is most naturally
derived in the context of the TASEP as was done in [8].

We also provide some partial results about the fluctuations of the competition
interfaces. When the initial interface is of random-walk type and the initial growth
interface is concave, we show that the roughening exponent of the interface is
x = 1/2. In this case we show that the behavior of the interface on the scale of
the fluctuations can effectively be read off from the initial growth interface, and
we compute explicitly the covariance matrix of the bidimensional Gaussian vector
describing the fluctuations about the asymptotic inclination. For flat initial sectors
of random-walk type, we show that x = 2/3; this is done by showing that the
competition interface has the same distribution as an infinite geodesic in the last-
passage percolation model, whose roughening exponent can be derived from the
results of Baldzs, Cator and Seppildinen [1]. For convex initial sectors we can
show that x < 3/4, by an argument involving the bounding of the competition
interface between two infinite geodesics with the same asymptotic direction.

We now comment briefly on other recent results concerning related competi-
tion growth models. In a first-passage model in which each cluster starts from, say,
a single grain, it is already possible that one cluster is surrounded by the other and
is unable to grow further. Various results showing that mutual unbounded growth
is possible have been obtained in, for example, [3, 12, 13, 15]. In these models
on Z4, the lack of information about the asymptotic shape typically makes it im-
possible to prove that the competition interface has a limiting direction; in models
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with rotational symmetry, however, more is possible; see, for example, [23] for re-
sults in the case of a model based on a Delaunay triangulation. For the polynuclear
growth model, which is closely related to last-passage percolation, results on as-
ymptotic directions and fluctuations for competition interfaces and similar objects
are obtained in [2]. Similar phenomena are also observed in [17, 18] for competi-
tion interfaces in models which include voter-type dynamics as well as growth, so
that the cluster to which an occupied site belongs may not be constant over time.

The rest of the paper is organized as follows. In Section 2 we describe the mod-
els precisely, and state the main results. Theorem 1 concerns the existence of a
limiting direction for the competition interface and Theorem 2 concerns the dis-
tribution of this direction. The corresponding results for the TASEP are given in
Theorem 3 (followed by references on related results which already exist in the
literature for the TASEP). Our results on fluctuations are given in Theorems 4-6.
During Section 2 we also give a “‘shape theorem” for the percolation model (Propo-
sition 2.1) and explain how the different possible behaviors of the asymptotic shape
correspond to the different phases observed for the limiting direction of the com-
petition interface. In Section 3 we prove a sequence of results concerning the point
to half-line last-passage percolation model, and use them to prove the laws of large
numbers for the competition interface. The proofs of fluctuation results are given
in Section 4.

2. Definitions and results.

2.1. Last-passage percolation and competition interfaces. Let X := {X (z),
z € Z*} be a family of i.i.d. exponential random variables with mean 1. Let I be
the probability induced by these variables. For z € 72, we write z = (z(1), z(2))
and |z| = |z(1)|+|z(2)|. A directed path in Z? is a (finite or infinite) path z1, z2, . . .
such that z; 1 — z; € {(0, 1), (1,0)} foreachi =1,2,.... For z < 7/, let 1(z, )
be the set of directed paths starting at z and ending at z'. The last-passage time
from z to z’ is defined by

2.1 T(z—7)= max {ZX(y)}.

nel(z,2) | yer

The path 7 realizing the maximum is called the geodesic connecting z to z'.
A semi-infinite path zg, z1,... is called a semi-infinite geodesic if for all k, £,
the subpath zg, ..., z¢ is the geodesic connecting zx and z¢. Geodesics satisfy the
backward recurrence property

2.2) T(z— zk—1) =max{T(z = zx — (0, 1)), T(z > zx — (1, 0))}.

We define a random region in the plane as follows. Let 0 > a1 > ap > --- and
0 > B1 = B2 = --- be nonincreasing integer sequences. Define the set I'g C 72
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FI1G. 2.  The initial configuration: a1 = =3, ap = a3 = —6, 1 = —1, Bo = —2. I'g is the region
below the line yy.

to be

{m, k) m <0,k <0}U{(m,k):k>0,m <oy}
(2.3)
U{(m,k):m >0,k < B,}.

The union of the point (0,0) and the points in the sequences (o, k)x=o and
(m, Bm)m=0 is denoted yy. The set yy coincides with the upper-right corners of
the line defining the boundary of I'g; abusing notation, we also call this line yg.
See Figure 2. We assume that y has asymptotic directions:
2.4) im =20 g g P 22
k—oo k A m—0o0 m 1—0p

for some XA € (0, 1] and p € [0, 1). Then yy is the boundary of a “cone” containing
the complement of I'g, including the positive quadrant, whose asymptotic angle is
in [90°,270°). The angle is in [90°, 180°) if and only if A > p.

We write Ay = (ox + 1,k), k> 1,and B,,, = (m, B, + 1), m > 1. For z ¢ Iy,
define

G'(2)= max T(Ar— 2)
0<k<z(2)
and

Gz(z) = 0 max . T(B, — 2),

<m=<z(

with, say, G!(z) = 0if z(2) <0 and G2(z) =0if z(1) <0.
Define

(2.5) G(z) =max{G'(2), G*(2)}.
This is the last-passage time from the set

(2.6) {A k= 1}U{By,m =1}
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to z. The quantities G (z) satisfy the recurrence relation
2.7) G(z) =X (z) + max{G(z — (0, 1)), G(z — (1,0))},

with boundary condition G(z) =0 if z € I'p. Since the weights are independent
with a continuous distribution, with probability 1 all paths have different weights,
and so G(z) is achieved by a unique optimal path zo € I'o, 21, ..., Zn = z, Which
can be recovered backward with the recurrence relation

_Jzu—(1,0), if G(zx — (1,0)) > G(zx — (0, 1)),
(2.8) 1= {zk — (0, 1), otherwise,
so that zx—1 = argmax{G (zx — (0, 1)), G(zx — (1, 0))}. Of course, the length n of

the optimal path depends on z, I'g and X.
For ¢ > 0, define the growth process

(2.9) Iy ={z:G(z) <t}

and the competing growth process

(2.10) M'={z¢T:G*z) <Gl(z) <1},
(2.11) I7={z¢T0:G'(2) <G*(2) <1};

see Figure 3. Hence if z ¢ I'p and G(z) <¢,thenz €I’ ,1 if the optimal path to z
comes from some Ay, and z € th if the optimal path to z comes from some B,,.
The dynamics of the model can be explained as follows. I'; is the set of “oc-
cupied vertices” at time . We denote by y; its boundary, the growth interface at
time ¢. This set is increasing in ¢, and at any ¢ it is a decreasing set: if z € I'; and
7/ <z, then 7’ € T'; also. Each site z becomes occupied at rate 1, once the sites
z—1(0,1) and z — (1, 0) are both occupied. Each added site joins one of two clus-
ters as follows: sites (m, k) with m <0, k > O (upper-left quadrant) join cluster 1;
sites (m, k) with m > 0, k < 0 (lower-right quadrant) join cluster 2; sites (m, k)
with m > 0,k > 0 may join either cluster, depending on which cluster contains

Yo b LI_|_L 0

r}

L

r? Yt

Iy

Yo

FI1G. 3. Growth and competition interfaces. le is the set with boundaries vy, y; above ¢ and l"t2 is
the set with boundaries yq, yr below ¢.
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sites (m — 1, k) and (m, k — 1); if these two neighbors both belong to the same
cluster, then (m, k) joins this cluster also; if they differ [and then in fact we must
have that (m — 1, k) is in cluster 1 and (m, k — 1) is in cluster 2], then (m, k) joins
the cluster of the neighbor which became occupied more recently.

'L, is the set of sites which eventually join cluster ;. I‘éo and Fgo are con-
nected and have the following “increasing set” properties. If (m, k) € Féo, then
also (m, k') e TL, for all K’ > k; if (m, k) € T2, then also (m’, k) € T'% for all
m’' > m. The sets '} and T'2, are separated by the competition interface. This
consists of the path of sites z such that z + (0, 1) € 'L, while z+ (1, 0) € I'%.. This
path starts at ¢ := (0, 0): we write it as ¢ = (¢g, @1, P2, .. .). It can be constructed
recursively as follows. Given ¢,, let ¢,+1 be equal to ¢, + (1,0) if ¢, + (1, 1)
belongs to Féo, and be equal to ¢, + (0, 1) if ¢, + (1, 1) belongs to Fgo. Equiv-
alently, ¢,41 equals ¢, + (1,0) if G(¢,, + (1,0)) < G(¢p, + (0, 1)), and equals
¢n + (0, 1) otherwise [because the point ¢, + (1, 1) takes the color of whichever
of its neighbors below or to the left is occupied later]. Thus

(2.12) Gn+1 = argmin{G (¢, + (1,0)), G(¢n + (0, 1))}

So the competition interface starts at (0, 0), and thereafter takes steps either to the
vertex above or to the vertex to the right, choosing whichever is occupied first. We
show that this interface ¢ converges almost surely to an asymptotic direction:

THEOREM 1. If the initial growth interface yy satisfies (2.4), then P-a.s. there
exists an angle 6 € [0, 90°] (which may be random, with a distribution depending
on vp), such that

Pn
|Pn

— €% := (cos b, sinh) asn — oo.

(2.13)

The convergence of the competition interface is proved in Section 3, using re-
sults for point to half-line percolation.

In the case A > p especially, we emphasize one particular class of initial distrib-
utions of the growth interface. Let A € (0, 1] and p € [0, 1) and define a random ini-
tial growth interface yo = (y0(j)) jez € 72 with v (—1) =(—1,0), y(0) = (0, 0),
1o(1) = (0, —1), as follows. Starting from (—1, 0), walk one unit up with proba-
bility A and one unit left with probability 1 — A to obtain (y9(j)) j<o. Then, starting
from (0, —1) walk down with probability p and right with probability 1 — p to get
(»0(j)) j>0. [In this case, the sequences (ax — ak+1) and (B, — B+1) are indepen-
dent, and each is an i.i.d. sequence of geometric random variables taking values
in {0, 1,2, ...} with means (1 — A)/X and p/(1 — p), respectively.] We denote by
v =1, , the law of yp.

We show that there is a phase transition from a random to a deterministic di-
rection for the competition interface when the initial growth interface goes from
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convex to concave:

THEOREM 2. (a) If yy satisfies (2.4) with A < p then the angle 6 in Theorem 1
is P-a.s. constant, and is given by

Ap
(2.14) tanf = ——————.
(I=21-p)

(b) If yo satisfies (2.4) with A > p then P-a.s the angle 0 satisfies

o \2 A \2
(2.15) (—) <tanf < (—) .
1—p 1—A

(¢) If furthermore Yy is distributed according to vy , with A > p, then the
distribution of the angle 0 is given by

1-U\?
(2.16) tanf = (—) ,
1+U

where U is a random variable uniformly distributed on [1 —2A, 1 — 2p].

The condition that yq is distributed according to the measure vy, is essential
to the result of (2.16). A local perturbation of the measure would give rise to a
different asymptotic law.

In Section 3, we give a direct proof of Theorem 1, which also yields the bounds
in (2.15) and the limiting direction in (2.14). The results for A < p also follow from
the law of large numbers in Seppélédinen [26] for the second-class particle and the
correspondence of the interface with the second-class particle described later in
this paper. This correspondence is also crucial in our proof of (2.16), where we use
the weak law of large numbers proved by Ferrari and Kipnis [8] for the path of the
second-class particle.

In Section 3 we will also prove and use the following result which describes the
linear growth of the passage times in each direction in the positive quadrant:

PROPOSITION 2.1. Suppose that yg satisfies (2.4). Then with probability 1,

(2.17) lim C@=P@ _

|z|—00,2€Z% |z]

0,
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where
(V2 +vz@)*,
2 2
. o 2(2) A
lf(l—p) 5z<1>5(1—x) ’
SUNREC)
1—A A
(2.18)  p(r)= 2(2) A2 Ao
=" X((l— )’(1—A)(1—p)>
) 2
l—p p
Z() i P 2 AP
T “((1—p)’<1—x><1—p>)'

[The definition in (2.18) makes sense since (I—Sﬁ is always between (ﬁ)2
and (1 )2, whatever the values of A and p.]

Note that p(az) =ap(z) forallo >0 and z € Z%r. Then Proposition 2.1 can
easily be rewritten in the form of a “shape theorem,” giving an asymptotic shape
under linear rescaling for the covered region, or rather its intersection with the
positive quadrant. Recall that I'; = {z: G(z) <t} and let T, =T, +]o0, 1]2) N R%r
(we have added a box of area 1 to each point to form a subset of Ri from the set of
points in Zi). Now let I" be the set {y € R%r :p(y) < 1}. Then for all ¢ > 0, with
probability 1, for sufficiently large t > 0

(2.19) t(l—e)F T, Ct(1+¢)T.

Equally, this implies that the intersection of the rescaled growth interface
yy/t with the positive quadrant eventually lies between the curves (1 — ¢)y and
(1 + &)y, where y is the curve {y: p(y) = 1}. We can relate the law of large
numbers for the competition interface to the form of the curve p(y) =1 given
in Proposition 2.1. When A > p, the limiting curve consists of two straight line-
segments joined smoothly by a curved part. The angle of the competition inter-
face is random, and its distribution is supported on the cone spanning the curved
part. As A — p approaches 0 from above, this cone becomes smaller and disap-
pears when A = p. In this case p(y) =1 is a straight line and the competition
interface has a deterministic direction. For A < p, the curve p(y) = 1 consists
of two straight line-segments, and the competition interface has a deterministic
angle, along the direction of the “shock” joining these two line-segments. See Fig-
ure 4.

2.2. Simple exclusion and second-class particles. The totally asymmetric sim-
ple exclusion process (TASEP) (n;, t > 0) is a Markov process in the state space
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0.5 T T T T i T T
04 .
03 | _

02 ]

FI1G. 4. A plot of the curve p(z) = 1 for A =0.5 and p = 0.2, together with the lines % = (ﬁ)2

and % = (%)2 which separate the linear parts of the curve from the curved part when p < X.

{0, 1}” whose elements are particle configurations. 7;(j) = 1 indicates a particle
at site j at time t; otherwise 7,(j) = 0 (a hole is at site j at time ¢). With rate 1,
if there is a particle at site j, it attempts to jump to site j + 1; if there is a hole at
J + 1 the jump occurs, otherwise nothing happens.

To construct a realization of this process a la Harris, one considers independent
one dimensional Poisson processes N = (N, (-), x € Z) of intensity 1; let Q be the
law of M. The process (1, t > 0) can be constructed as a deterministic function
of the initial configuration no and the Poisson processes N as follows: if s is a
Poisson epoch of N, and there is a particle at x and no particle at x 4+ 1 in the
configuration ny_, then at time s the new configuration is obtained by making
the particle jump from x to x 4+ 1. Let ® be the function that takes no and N to

(1:, 1= 0).

Connection to the growth interface. We relate the simple exclusion process to
the growth model by the following method which originates with Rost [25].

We first relate initial configurations for the exclusion processes and initial
growth interfaces bijectively: given an initial configuration ng, define yy by
y0(0) = (0,0) and

(2.20) () = (=1 =(1=n0(j), —=n0(j)).
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Observe that yg has the asymptotics (2.4) if and only if 7 satisfies

1@ N
(2.21) nlggogjzln(ﬂ =) and nlggoggn(n = p.

We will consider initial configurations ng for which 79(0) = 0 and no(1) =1,
so that there is a hole at site 0 and a particle at site 1. This corresponds to the
condition that y5(0) — y9(—1) = (1, 0) and yp(1) — 1(0) = (0, —1) (which is what
we assumed when setting up the growth model). Furthermore, in the case where
o is distributed according to the measure v, , described after Theorem 1, the
distribution of g is product measure, with density A of particles to the left of site
0 and density p of particles to the right of site 1. We will denote this measure by
V3, p also.

Now label the particles sequentially from right to left and the holes from left to
right, with the convention that the particle at site 1 and the hole at site O are both
labeled 0. Let P;(0) and H;(0), j € Z be the positions of the particles and holes,
respectively, at time 0. The position at time ¢ of the jth particle P;(r) and the ith
hole H;(t) are functions of the variables G (z) with z € Cy \ yp (defined earlier for
the growth model) by the following rule: at time G((i, j)), the jth particle and
the ith hole interchange positions. Disregarding labels and defining 1, (P; (1)) = 1,
n:(Hj(t)) =0, j € Z, the process 1, indeed realizes the exclusion dynamics. At
time ¢ the particle configuration 71, and the growth interface y; still satisfy the same
relation as ng and yg (2.20).

Note that the shape result in Proposition 2.1 is closely related to the hydro-
dynamics for the TASEP. The macroscopic density evolution is governed by the
Burgers equation; if A = p, then the density profile is constant, while if the densi-
ties to the right and to the left are different, the discontinuity at the origin produces
a shock if A < p and a rarefaction fan if A > p. See [10] for further details in this
context and for references.

Coupling and second-class particles. Let n and n’ be two arbitrary config-
urations. The basic coupling between two exclusion processes with initial con-
figurations n and 5/, respectively, is the joint realization (®(n, N), ®(n', N)) =
((ns,m;), t > 0) obtained by using the same Poisson epochs for the two different
initial conditions.

Given a configuration of particles 7, let n’ be a configuration which differs from
n only at the origin. Call X (0) = O the site where both configurations differ at time
zero. With the basic coupling, the configurations at time ¢ differ only at the site
X (t) defined by

(2.22) X (@) =) x1{ne(x) # my(x)}.

(X (2), t = 0) is the trajectory of a “second-class particle.” The process ((n;, X (¢)),
t > 0) is Markovian but the process (X (¢), t > 0) is not. The motion of X (¢) de-
pends on the configuration of #; in its neighboring sites. The second-class particle
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FIG. 5. The position of the interface at time t.

jumps one unit to the right at rate 1 if there is no n’ particle in its right nearest
neighbor and it jumps one unit to the left at rate 1 if there is a n’ particle in its left
nearest neighbor site, interchanging positions with it.

Define the process ¥ (¢) by

(2.23) Y(@):=U@),J®0) :=¢,  forte[G(Pn), G(Pns1)).

Note that () gives the position of the farthest (to the North-East) intersecting
point between the competition interface ¢ and the growth interface y; (Figure 5).
The relation between competition interfaces and second-class particles is given by
the following proposition:

PROPOSITION 2.2. There exists a coupling of the growth process (y;,t > 0)
and the exclusion process with second-class particle ((n;, X(t)),t > 0) under
which, for all t, J(t) equals the number of leftward jumps of the second-class
particle in [0, t], and 1(t) is the number of rightward jumps of the second-class
particle in [0, t]. Thus the trajectory (X (t),t > 0) is identical to the trajectory
(I@)—J@),t=>0).

OUTLINE OF PROOF. The proof of this proposition can be carried out using
the techniques introduced by Ferrari and Pimentel in [11]. There are two main el-
ements. First, the exclusion process with a second-class particle is shown to be
equivalent to an exclusion process with no second-class particle, but with an extra
site. In this construction, the second-class particle is replaced by a pair of sites, of
which the left site contains a hole and the right site contains a particle. When this
is done, an initial configuration with a second-class particle at the origin becomes
an initial configuration with a hole at the origin and a particle at site 1. The second
element is then the correspondence described around (2.20) between the exclu-
sion process (specifically, one starting from such an initial configuration) and the
growth process. For details of the construction, see Proposition 3 and Lemma 6 of
Ferrari and Pimentel [11]. [

We obtain a strong law of large numbers for the second-class particle:
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THEOREM 3. Suppose the initial condition ng satisfies (2.21).
(a) The limit

(2.24) U= lim =~

exists Q-a.s.

b) If > p,then U €[1 —2A,1 —2p] a.s.

(c) If moreover ng is distributed according to the product measure vy , with
A > p, then U has the uniform distribution on [1 —2A, 1 — 2p].

d Ifr<p,thenU =1—-X1—pa.s.

We give an independent proof of the strong law of the almost sure convergence
for all A and p, using the correspondence between the second-class particle and
the competition interface. This approach also gives the bounds on the distribution
in part (b) [and could also easily be used to provide the limiting value for A < p
in part (d)]. We include the statements in parts (c) and (d) for completeness. The
convergence and the limit in part (d) for the case A < p was proved by Ferrari [5]
in the case of product measure v;,_ , and by Seppilédinen [26] in the general case of
initial configurations satisfying (2.21). Rezakhanlou [24] proved, convergence in
probability for more general initial conditions when the limit is not random. In the
case of part (c) of product measure vy , with A > p, Ferrari and Kipnis [8] proved
convergence in distribution to the uniform distribution, and Mountford and Guiol
[21] proved the almost sure convergence.

In Section 3, we give the proofs of Theorem 1 and of parts (a) and (b) of Theo-
rem 2, along with Proposition 2.1. Using these results, we can prove the remaining
properties stated above:

PROOFS OF THEOREMS 3(a), (b) AND 2(c). From Theorem 1, we know that
with probability 1, the limit 7(r)/J () — tan6 exists for some (maybe random)
angle 6.

Also (I(t), J(t)) =¥ (t) € yt, and so by the shape theorem (Proposition 2.1),
we have that p(I(t)/t, J(t)/t) =t~ p(¥ (1)) — 1 with probability 1, as t — oc.

Hence (I (t)/t, J(t)/t) — (I, J) as t — 0o, where (I, J) is the point on the
curve p(y) = 1 which is at angle 6 from the origin. Since by Proposition 2.2 we
have X (¢) = I(¢t) — J(¢), this implies that X (¢)/¢ also converges with probabil-
ity 1, as required for Theorem 3(a). Its limit, U say, is givenby U =1 — J.

If A > p, we have from Theorem 2(b) that the limiting direction 0 satisfies
(2.15). In this case p(I, J) =1 implies that VI+JT=1. Putting this together
with U = I — J, we obtain I = (1 + U)?/4 and J = (1 — U)?/4. Substituting
tand = J/I and using (2.15), we obtain U € [1 — 2A, 1 — 2p] as required for
part (b) of Theorem 3.

To prove Theorem 2(c), we will use the weak law of large numbers for the
second-class particle in the case of an initial configuration vy , with A > p (from
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Ferrari and Kipnis [8]), which gives that X (t)/t converges in distribution to the
uniform distribution on [1 — 2X, 1 — 2p]. So this is also the distribution of the
almost sure limit U. Then from the previous paragraph we obtain

J 1-U\?
(2.25) tanf = — = (—) )
1 1+U

as required. [J

We have shown a law of large numbers for competition interfaces and second-
class particles under conditions (2.4) and (2.21), respectively. However, for A > p,
we can compute the law of the asymptotic direction only when y and 5 have dis-
tribution v;,_,. It would be nice to have a description of those laws in more general
cases. In this direction, we can say that it depends strongly on the microscopic
details of the initial condition, and we have an example which shows such depen-
dence. Let L > 0 and consider an initial growth interface y % where oy = —L and
Brx = L for all k > 1. In the exclusion context, this corresponds to an initial con-
figuration n’ with n (k) =0 for k= —1,..., —L and k > L and with n’ (k) =1
for k=0,...,L and k < —L. Thus for all L > 0, yL satisfies (2.4) as well as
nL satisfies (2.21), with A =1 and p = 0. By Theorems 1 and 3, there exist oL
and U’ which correspond to the asymptotic direction of the competition interface
and of the second-class particle, respectively. Using the same approach as in [23],
one can show that 6 — 7 /4 in probability as L — oo (this would correspond to
a multi-type shape theorem for the LPP model). Correspondingly for the second
class particle one has that UL — 0 in probability. Thus we see that the law of 6~
is quite different for L = 1 and for large L. More generally it is not hard to see that
the laws of 6 or U are sensitive to local changes in the initial condition. For exam-
ple, consider starting from the distribution v ¢ in which with probability 1 every
negative site has a particle and every positive site has a hole. In this case, the state
at any finite time ¢ differs only at finitely many sites from the initial state; neverthe-
less 6 and U converge almost surely to nondeterministic limits. Such convergence
is only possible if their distributions are sensitive to local changes.

2.3. Fluctuations.

Concave sector: central limit theorem. We now turn to questions concerning
the fluctuation of the competition interface around its asymptotic direction (ran-
dom or deterministic).

When A < p, the cone into which the occupied set grows has a concave angle.
In the case of an initial configuration distributed according to the product measure
V). p, the interface position on the scale /7 is determined by the initial configu-
ration. This makes it possible to compute explicitly the joint asymptotic law of
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(I(t), J(t)) after centering and rescaling by /. The proof is based on results in
the same vein for the second-class particle and the flux of particles. Let

r/
(2.26) N =" nG)
i=r
with the convention Z;/ =— > if ' <r.Denote I"(t) and J"(t) the coordinates

of ¥ (¢) when the initial particle configuration is 1. Denote 1 — 5 the configuration
defined by (1 — n)(x) =1 — n(x).

THEOREM 4. Dependence of the initial configuration and the central limit

theorem:

1-n n
1- )‘)No,(p—x)z —=PINZ(, 50
p—A

1
1 _ n _
tim [ v @170

2
2.27) (- p);)
— O,

1—n n
—ANG o=y TPNZ sy 0
p—A

2
Jim vx,p(dn)ﬂz(ﬂ(z) - —( —p)t)

t—00 t

(2.28)

The limiting covariance matrix is given by

(2.29) lim Ly = LR =Hed =0+ —p)

t—o0o t 0— A
(2.30) lim Ly = @A =P+ - )

t—oo t p— I
@31)  lim ~Cov(I(1), J (1)) = — 20 =M =0),

=00 t 0— A
and the central limit theorem holds: the vector
1

(2.32) —(I(t) = (1 = p)(A = W)t, J(£) — pAt)

NG

converges in law to a two-dimensional normal distribution with covariance matrix
(2.29), (2.30) and (2.31), as t — oo.

Fluctuations: convex or flat sectors. In the case A > p, we relate the compe-
tition interface with the semi-infinite geodesics defined at the beginning of the
section.
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Ferrari and Pimentel [11] proved that the following holds with probability 1: for
every semi-infinite geodesic (zx)r-0, there exists « € [0, /2] such that (zx)x=0
has asymptotic direction ¢'®, and for every o € [0, 77/2] there exists a semi-infinite
geodesic with asymptotic direction e'®.

For r > 0, « € (0, 7/2) and z € Z?, let H. («, r) be the hyperplane that is per-
pendicular to the angle  and contains z + re’®. Given a semi-infinite up-right
path (zx)x=0 with asymptotic direction €% we denote by y;, («, r) the intersection
between I, («r, 7) and (zx)k>0.

We say that a path (zx)x-0, with direction €', “has fluctuation at most «” if
|yzo (o, 1) — (21 + rel®)| < r* for all sufficiently large .

Now define fluctuation exponents of the set of geodesics by

&1 (o) = inf{x : P(all semi-infinite geodesics with
direction ¢'* have fluctuation at most k) = 1},
for « € (0, /2), and
(2.33) & = inf{x :P(all semi-infinite geodesics havefluctuation at mostx) = 1}.

In fact, Balazs, Cator and Seppildinen [1] prove probability estimates giving
upper and lower bounds on the fluctuations of finite geodesics which can be used
to show that &1 (a) =2/3 for all @ € (0, 7 /2).

It is immediate that & > sup, &1 («), but the reverse inequality is not obvious
(since we consider uncountably many directions «). The method used to prove the
existence of semi-infinite geodesics (see [11]) yields the upper bound &, < 3/4.
However, under an assumption on the asymptotic behavior of P(7 (7' — z) < n),
as in (1.5) of Johansson [16] (see also the last paragraph of Section 1 in the same
work), one can mimic the argument developed by Wiithrich [28] to prove that

(2.34) §1(a) <6 <2/3,

which, together with the bounds from [1], would imply & =2/3.
In an analogous way we define the fluctuation exponent x of the competition
interface by

(2.35)  x = inf{x : P(the competition interface hasfluctuation at most ) = 1}.

(Of course the exponent x depends on the initial configuration yp.)

In equilibrium we exhibit a duality between competition interfaces and semi-
infinite geodesics and prove that they have the same fluctuation exponent (which,
from the discussion above, is equal to 2/3). This duality is also developed in [1].

THEOREM 5. Assume that yy has distribution v;_, with A = p. Then x =
§1(c), where tan(ar) = p*/(1 — p)*.

For a convex initial growth interface (A > p) we show that the fluctuations of
semi-infinite geodesics dominate the fluctuations of competition interfaces:
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THEOREM 6. Assume that A > p and that yg satisfies (2.4). Then x < &.

This is proved by showing that the competition interface (with random direc-
tion 0) is contained between two disjoint semi-infinite geodesics with direction 6.
Observe that this implies that the random direction 6 chosen by the interface is
somehow exceptional, since it can be shown that for any fixed direction «, the
probability that there exist two disjoint geodesics with direction « is O [although
with probability 1, the set of such exceptional directions is dense in (0, /2)]. It
would be natural to conjecture that in fact x = 2/3 in this case also.

The central limit theorem in the last section for A < p with initial distribution
V3, p indicates that in that case x = 1/2. However, as already observed, the fluctu-
ations in that case are controlled by the fluctuations of the initial growth interface.
If, for example, the growth interface was replaced by a “periodic” one with the
same asymptotic directions, one would expect to see fluctuations of order 1/3 (as
observed by Derrida and Dickmann [4] in an analogous first-passage percolation
model).

Theorems 4-6 are proved in Section 4.

Because of the correspondence between the competition interface and the
second-class particle (Proposition 2.2) one would expect that for all initial condi-
tions, the competition interface and the second-class particle have the same order
of fluctuations. In order to derive this in general, one would need to control the
order of the fluctuations of the boundary of the occupied region, for which the
first-order behavior is given by the shape theorem (Proposition 2.1).

3. Point to half-line geodesics. Consider the point to half-line percolation
model as follows: define {B,,, m > 1}, where B, = (m, B, + 1), and B1, B2, ... 1s
a nonincreasing sequence taking negative integer values. Assume that

3.1) lim —Pm_ P g
m—o00 m 1— P
We have
(3.2) G*(z)= max {T(By — 2)}.
O0<m=<z(1)

In this section we will develop the properties of the point to half-line percolation
model in order to prove Theorem 1 and parts (a) and (b) of Theorem 2, along with
the shape result of Proposition 2.1.

Let M (z) be the m which maximizes in the expression above (i.e., the horizontal
coordinate of the point from which the maximizing path to z starts):

(3.3) M (z) = argmax {T (B;;, — z)}.

0<m=z(1)
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We note the importance of the “critical direction” dg. Its significance is as fol-
lows. Suppose |z;| — oo with z;(2)/z;(1) — w. We will show that if w > df), the
contact point M (z;) stays small [in fact, one can show by extending the methods
below that, with probability 1, M(z;) is eventually constant]. On the other hand, if
w < dg, then M (z;) grows linearly with |z;|.

The first aim is to establish the following proposition, which is the key to show-
ing Theorem 1 in the case A > p.

PROPOSITION 3.1. Let w > w > d/%. Let |x;| — oo with x;(2)/x;(1) — w.
Let|y;| — oo with y;j(2)/y;(1) — w. Then there are a.s. only finitely many i such
that, for some j, the optimal path from {B,,, m > 1} to y; passes through x;.

3.1. Sublinear growth. For z >0, let u(z) = (vz(1) + Vz2))2. The function
w identified by Rost [25] represents the “asymptotic shape” for the last-passage
percolation model. One has for example that

ET((0,0) > 2) _

3.4
G4 o p)

1.

The following moderate deviations estimate is useful several times (proved in
Lemma 12 of [11]):

LEMMA 3.1. For all n > 0 there is a b > 0 such that for all z1 < zp and for
all v € [z — 21 |V/2 0, |z — 21 ¥/271],

(3.5)  P(IT(z1 — z2) — m(za — 21)| = 1) < bexp(—br|zz — z1]"/?).
To prove Proposition 3.1, first we show that the growth of M (z;) is sublinear:

PROPOSITION 3.2. [f |z;| = oo with z;(2)/zi(1) = w > dg, then M(z;)/
|zi] = 0 a.s.

To prove this we need a couple of estimates:

LEMMA 3.2. Letd, e > 0. Then there exist n > 0, ¢c > 0 and R < oo such that
ifz(2)/z(1) > dﬁ + 8 with n > ¢|z| and |z| > R, then

(3.6) w(z—(0,1) — pu(z— (n, —[d, +nln)) > clzl.
PROOF. Fix z and let n > 0. For 0 < x < z(1), let
f@) = p(z = (x, —[d, + nlx))
= (Vz(D) =2 + /2@ + (d, + mx)*

=g(x)%
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say. We have f'(x) =2g(x)g’(x).
Suppose that 1 is small enough that

dp 11 <l—u

3.7 W =

for some u > 0. Then, using z(2) > (dg + 8)z(1), we have that for all x > 0,

g' () = —3{lz(1) = x17"* — [d, + 1l[z(2) + (dp + mx]~/%}
<z —[d, + 11z
<=3z =1 —ulz()”/?
=—uz(1)~12)2.

Also for all x >0, g(x) > /z(2) > d,+/z(1). So f'(x) =2g(x)g'(x) < —ud, for
all x > 0. Then

n(z) — u(z — (n, —ld, + nln)) = £(0) — f(n)
(3.8) > ud,n
> eud,|z] forn > ¢|z|.
Finally we need to bound u(z) — u(z — (0, 1)):
w(@ = pu(z = 0.1) = (Vz() +Vz@)* = (VD) +vz@) = 1)°
=14+2/2(D(z(2) —vz(2) - 1),

which is less than some constant ¢, uniformly over z satisfying z(2) > dgz(l).
Combining this with (3.8),

(3.9) w(z—(0,1)) —u(z — (n, —=[dy, + nln)) > eud,|z| — ¢ > clz

for all large enough |z| and suitable constant c, as required. [J

LEMMA 3.3. Let €,8 > 0. Then there exists b such that if |z| is sufficiently
large and z(2)/z(1) > a'[% + 8, then

(3.10) P(M(z) > elz|) < |z|bexp(—b|z|'/?).
PROOF.
P(M(z) > ¢lz])

elzl<m=z(1)

(3.11)
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Choose R and 7n according to Lemma 3.2. Assume that |z| > R, and that |z|
is large enough that for all m > ¢|z|, we have B,, > —(d, + n)m. Note also that
B1+ 1 <0. Using Lemma 3.2, we bound each term in the sum above:

P{T((m,Bn+ 1 —2)>T(1, 1 +1)—2z)}
<P{T((m, —[dp +nm) — z) > T((1,0) — z)}
=P{[T((m, —d, + nlm) — z) — u(z — (m, —[d, + nlm))]
—[T((1,0) > z) — p(z — (1,0))]
>z = (1,0)) — pu(z — (m, —[d, +nlm))}
< P{[T((m, —[dy + nlm) = z) — p(z = (m, —[d, +nlm))]
—[T((1,0) > z) — pn(z — (1,0))] > clz|}
=P{IT(z1) — n(zDl > clzl/2} + P{IT (z2) — n(z2)| > clzl/2},
where z1 =z — (1,0) and zp =z — (m, —[d, + nlm). We have |z|/2 < |z1] < |z],
and v|z| <z(2) <|z22| < (1+d,+n)|z|, where v = (d%+8)/(d§+6+ 1). Thus for
large enough |z|, we can apply the moderate deviations estimate from Lemma 3.1

to bound the last expression above by b exp(—b|z|'/?). Summing over m then gives
the desired result. [J

PROOF OF PROPOSITION 3.2. Using the bound in Lemma 3.3 and summing
over i, we have that ) ; P(M(z;) > €|z;|) < oo for any €. Applying Borel-Cantelli
then gives the result. [J

3.2. Good pairs and good points. We need some definitions and results which
extend the idea of “h-straightness” (from Newman [22] and later papers).

For x < z € Z?, let R°"[x, z] be the set of z’ > z such that the optimal path from
x to 7/ passes through the point z.

For x <z € Z% and ¢ > 0, define the cone C(x, z, ¢) to be the set of those 7’ > x
such that angle(z — x, 7/ — x) < ¢.

Fix e >0and 0 < § < 1/4. For x < z, say that (x, z) is a good pair if

(3.12)  R™[x,z]CCx,z, ]z — x| U U R[x, 7'].

7'€C(x,z,]z—x|7%)
|72/ —x|>2|z—x]|

(This is almost the same thing as saying that
(3.13) R[x,21 S C(x,z, |z —x|7) U 11z — x| > 2]z — x|},

except for some possible differences at the boundary of the cone.)
Say that z > 0 is a good point if (B, z) is a good pair for every 0 <m < g|z|.
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Let d(x, y) be the Euclidean distance between two points x and y, and d(x, A)
the minimal Euclidean distance between a point x and a set A. Let [x, y] be the
straight line segment joining x and y.

We use the following lemma, which is a direct consequence of Lemma 11 of
[11]. (The proof of that lemma uses the moderate deviations estimate in Lemma 3.1
and an estimate on the convexity of © which is essentially Lemma 2.1 of Wiithrich
[28].)

LEMMA 3.4. Let0 < & < 1/4. Then ther