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A PROBABILISTIC VERSION OF MEHLER’S FORMULA
Mingjin Wang

Abstract. In this paper, we use Lebesgue’s dominated convergence theorem to
give a probabilistic version of Mehler’s formula for the well-known Rogers-Szego
polynomials. Applications of the probabilistic version are also given.

1. INTRODUCTION

Probabilistic method is a useful tool in the study of basic hypergeometric func-
tions. There are some works available in the literature [4, 7, 11, 22, 23, 24]. In the
present paper, we give a probabilistic version of Mehler’s formula for the Rogers-Szego
polynomials.

We first recall some definitions, notation and known results in [1, 8, 16] which
will be used in this paper. Throughout the whole paper, it is supposed that 0 < ¢ < 1.
The ¢-shifted factorials are defined as

D) (@ao=1, (@an=[[(1-ad) (a0)e=][(1-ad)
k=0 k=0

We also adopt the following compact notation for multiple ¢-shifted factorials:

(1.2) (a1, a2, ..., am; Qn = (a1; @)n(a2; @n---(am; @n,

where n is an integer or co. The g-binomial coefficients are defined by

n|_ (¢ Dn
13) [ k ] (@GOG Dk
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The g-binomial theorem

— (a;q)n2" (a3 @)oo
(4 nz(: Gon @ T
and
) (_an(g)xn L
1) T; (¢ @)n = (@0

In [22, 23], the author established the following discrete probability distribution W(z; ¢):
(=)™ (" g a2 ) oog”
(7, 9/, ;)00
wherez < 0;0<¢<1;n=0,1; k=0,1,2,---, and gave some applications of
this distribution in g-series. g-type distributions play an important role in applications.
Various g¢-type distributions have appeared in physics literatures in the recent years
[5, 6, 12, 13, 17]. In this paper, the probability distribution W(z; ¢) play an important
role. The following formulas are given in [22]: let -1 <z < 0, |a|] < 1,]b| < 1 and

¢ denote a random variable having distribution W(z; ¢), then

(16) p(é = 2"¢") =

)

m 1

0) B} T s A, mm012e
and
(1.8) E{ ! } __ (abz3d)o

(a&, b&; q) oo (a,b,azx,br; q)so
The Rogers-Szego polynomials are defined as:
(1.9 hn(z|q) = Z [ Z ] zk.

k=0

The Rogers-Szego polynomials play an important role in the theory of orthogonal poly-
nomials, particularly in the study of the Askey-Wilson integral [2, 9, 10]. One of the
important formulas for the Rogers-Szego polynomials is Mehler’s formula,

n

> s 2YS%: @) o
(110) 5 (ol o =
n=0

GDn (8,78,Y8, Y85 @)oo
The Rogers-Szego polynomials are the a = 0 case of the Al-Salam-Carlitz polynomials
0\ (z|q), which are defined as [19, 21]

n

(1.11) e\ (zlg) = [ Z ] ¥ (a; @)

k=0
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We also need to use the well-known theorems in this paper:

Analytic continuation theorem: If f and g are analytic at z; and agree at infinitely
many points which include z, as an accumulation point, then f = g.

Lebesgue’s dominated convergence theorem: Suppose that {X,,,n > 1} is a se-
quence of random variables, that X,, — X pointwise almost everywhere as n — oo,
and that | X,,| <Y for all n, where the random variable Y is integrable. Then X is
integrable, and
(1.12) lim EX, = EX.

n—oo
Tannery’s theorem [20] is a special case of Lebesgue’s dominated convergence theorem
on the sequence space L.

Tannery’s theorem: If s(n) = > fr(n) is a finite sum (or a convergent series) for

k>0

each n, lim fk(n) = fk, \fk(n)\ < My, and Z M < o0, then

n—oo

(1.13) lim s(n) =Y _ fr
k=0

2. A ProBaABILISTIC VERSION OF MEHLER’S FORMULA

The main result of this paper is the following expectation formula (2.1), which gives
the relationship between the probability distribution W(z; ¢) and the Al-Salam-Carlitz
polynomials cp%“)(x\q). In the next section, we will point out Mehler’s formula is only
a special case of the expectation formula given in this section. So, the expectation
formula (2.1) can be thought of the probabilistic version of Mehler’s formula. In fact,
(2.1) tell us more than Mehler’s formula.

Theorem 2.1. Suppose £ and n denote two independent random variables having
distributions W (z; ¢) and W (y; q) respectively, then

§mn”
@1) E{(af bn,swcﬁ }

= Z%m zlq)ol) (yla) (qs

(aaxbbyq

where —1 < z,y<0and —1 < a,b,s < 1.

Proof. Letting a = 0, x = s&n in (1.4) gets

& k
2.2) (&) 1 <t

=Gk (560 0)o
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Multiplying both sides of (2.2) by 7-~—, we obtain

(a&,bn;q)
- §k+m pktn gF "
2.3 -
(2.3) Z (a5 @)oo (bn Doo (G Dk (a&, b1, sE1; q)oo

=0

Applying the expectation operator E on both sides of (2.3), it follows that,
k+n

00 é-k—f—m n sk N { fmnn }
. - {;; (a&; @)oo (0113 @)oo (45 q)k} RS

Under the conditions of the theorem, it is obvious that [{| < 1 and |n| < 1.
Since,

fk-f—m nk—f—n Sk
(a&; @)oo (075 @)oo (45 Dk

1 i

(2.5) = (Jal, ol @)oo (a5 )

and y 72 (
and (1.7), we o%taln the left hand 5|de of (2.4),

E{ fk—f—m nk—f—n Sk }
“ (a5 q)oo (075 @)oo (45 Dk
fk-f—m nk—f—n } Sk

iNgk

E

I
NE

— | (a&; @)oo (075 @)oo J (23 0)
(2'6) k‘;oo k+m k+n ' k
- Zleea e } :
— (af'q> (015 @)oe ) (45 @)
Sk
= (a ax, b by q Z(pk—l—m x\q (y‘Q> <q7 q>k.
Substituting (2.6) into (2.4) gives (2.1). [ |

3. SOME APPLICATIONS

The expectation formula (2.1) can be used to derive identities and transformation
formulas about the Rogers-Szegd polynomials. In this section, we give some applica-
tions of it. We can easily get Mehler’s formula from (2.1).

Theorem 3.1. Let |z| < 1,|y| < 1 and |s| < 1, then

s (2y5%; @)oo

Gk (8,28,Y8,7YS; @)oo

(3.1) th rla)he(yla) ¢

k=0
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Proof. Leta=b=0and m =n =20 in (2.1), we get

o ok 1
(3.2) th(w\q)hk(y@m = E{m}'

k=0
Using (1.7) and (1.8), we calculate the right hand side of (3.2),

E{W} :E{E[(&Sn @)oo ‘f]}

_E { ! } __ (wys*q)
(88, sY€;5 @)oo (5,78,Y8, TYS; @)oo
Substituting (3.3) into (3.2) gives

(3.3)

i (2y5%; @)oo

(G )k (s,28,Y8,2YS; @)oo

(3.4) > hi(zlg)hi(ylg)

k=0

where —1 < 2z < 0, =1 < y < 0 and |s| < 1. By analytic continuation, we may
replace the assumption —1 < z < 0and -1 <y < 0 by |z| < 1 and |y| < 1, so we
get (3.1). [ ]

Then, we use (2.1) to derive the following transformations for the Al-Salam-Carlitz
polynomials.

Theorem 3.2. Let |a| <1, |b| < 1, |s| <1, \a:\ <1, |yl <1, then

k‘
Z Z%m zlg)ei) (yla)°
m=0 k=0 ( )
amsk
(3.5) = (1—a)(1—azx mZg%me zla) ey (yla) G
bmg k
= (1-b)(1—by) Z Zcpk w\q)wk+m(y\q>< -

m=0 k=0

Proof. Let £ and 7 denote two independent random variables having distributions
W (z;q) and W (y; q) respectively. Using Lebesgue dominated convergence theorem
and (2.1), we obtain

1 1
- { (ag, b, €175 ¢) oo } F { (agg, b, s€1; @)oo(1 — a€>}
G8  =F { (agg, bn, SE11; @) ZO } 2 E{(aqf b, sEm; q)oo}

m=0
o

mk

= m(Tlq q .
(agq, aqz, b by; q) Z:OZO('OH 9) cp (y\ >(q, Q)k
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On exchanging a and b and exchanging = and y in (3.6), gives

E{(af bn,ién; 7)o }

(3.7 1 co 00 2 pmgh
= €T s
TR mZOZw @)k (va) G

Similarly, we have

1 1
: { (a&, b, 8577'61) } -F { (a&, bn, 5q5m; @)oo(1 — 8&7)}
B8 = E{(aé bn, sq€n; q) Z e } 2 E {(af bn,sqﬁn;q)oo}

m=0
k

- i > 3 Al e

m=0 k=0
The left hand sides of (3.6), (3.7) and (3.8) are equal, so are right. Thus, we obtain

+kk

Z Z‘Pk+m (zlq) ‘Pk+m(y\Q> @ )

m=0 k=0

(3.9) = (1-a)(1 - ax) ZZme zlg)ey (yla)

=00 (43 0k

k
= (1—b)(1—by) Z Z o5 w\q)wk+m(y\q><

m=0 k=0

a™sk

b™s
sk

where —1 < z < 0, —1 < y < 0. By analytic continuation, we may replace the
assumption —1 <z <0and —1 <y <0by |z| <1and |yl <1, soweget(35). m

Theorem 3.3. Let |a| < 1, \b\ <1,]s| <1, ]z| <1, |yl <1, then

n +k
(3.10) ZZ go,i+n<x\q> W(yla) = 1.

n=0 k=0 8

Proof. Let £ and 7 denote two independent random variables having distributions
W (z;q) and W (y; q) respectively. Using the formula (1.8), the g-binomial theorem
(1.5), Lebesgue dominated convergence theorem and (2.1), we obtain

1 1 1
(a,b, az, by; )oo : { (a&; q)oo } : { (bn; q)oo}
B (8€M; q) oo B 1 > (—1)"q<g>s"§"n"
@1 =E { (ag, b, 56775 ¢)oc } F { (a&, b, €175 ¢) oo nz;) (4 9)n }

& (@ &
= ;) (@ Dn E{(ag,bn, S€n;q)oo}
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and

(ag, bn, s&M; )
(3.12) sk

= Zwk+n xlq)ep (y\q><

(aaxbbyq

s

Substituting (3.12) into (3.11) gives

3.13 S (1)t 1,
(3.13) %Zw k+n( \CD (y\q)—

where —1 < z < 0, —1 < y < 0. By analytic continuation, we may replace the
assumption —1 <z <0and —1 <y <0 by |z| <1 and |y| < 1, so we get (3.10). m

When we consider the limiting behavior of the formula (2 1) as m — oo, we get
the generating function of the Al-Salam-Carlitz polynomials (pn (m\q)

Theorem 3.4. Let |y| < 1, |s| < 1, then

X (b) s _ (bsyig)eo
(3.14) ngo n” (yla) (@)n — (s,59i0)00

Proof. Letn =0,m — oo in (2.1) gives

) &
nlgnooE{ (a, bn, SET5 Q) o0 }
(3.15) ok

= li
mgnoo (a ax, b by; q Z(pk-l—m x\q (y‘Q><

Gk

In order to calculate the both side of (3.15), let £ and »n denote two independent
random variables having distributions W (z; ¢) and W (y; q), respectively. Where, we
set —1 < x,y < 0. For any positive integer m, we consider the following sequence of
random variables (on a probability space):

& >
(3.10) {(af,bn, 8677;Q)oo}m1’ laf <1.

It is easy to see

. e Tie=)
3.17 lim =
(3.17) m—oco (a&,bn, s€n;q) e (a,bn, s1;¢)
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where I, is the indicator function defined by

(3.18) T B 1, ifx e
' alz) = 0, if x Q.
Since,
e |
3.19
(3.19) (€. b, sErr q>oo’ S CRCAT

using Lebesgue’s dominated convergence theorem and (1.7), we get the left hand side
of (3.15)

- i) )
lim E —F{ — 7
m—00 {(afabn,smq)oo (a,bn, s1;q)co

_ (§=){ 1 }: (bsy; q)
(a:@)00 L (b7, 575 @)oo (a, 2, b,by, 8, 8Y; q)oo

On the other hand, by Tannery’s theorem (1.13) and the g-binomial theorem (1.4) gives

(3.20)

(3.21) hm cp a:\q = hm Z[ ] Z (a; Qkx _ (az; q) oo
k=0 7 <x7Q>oo
So, we get the right hand side of (3.15)
Sn
3.22 lim n m a:

Substituting (3.20) and (3.22) into (3.15) and using analytic continuation gives
(3.14). m

Furthermore, by (2.1) We give an extension of the generating function of the Al-
Salam-Carlitz polynomials (pn (a:\q)

Theorem 3.5. Let |z] < 1,|ly| < 1, |a| < 1, |b] < 1, [¢| < 1, then

N aayq (b ag* the; oo (4
623 33 el el ot = ft m.q)> P (yla).
k':O l:O 7 7 ) ) [0.9]

where n is a nonnegative integer.
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Proof. Rewrite the g-binomial theorem (1.4) as

> k
1 1
(3.24) . ‘E _
= (0 (ag", az;9)00  (a,75¢) 0

First, substitute t£ and an for x and a, and then multiply (b;m one obtains

n

(3.25) i fk”" _ U
| 0 bf’ a'q m a’tén q) (6”7; t£7 b€7 Q>oo’

where —1 < z,y <0, |a] < 1, |b] < 1, |t| < 1 and £ and n denote two independent
random variables having distributions W (x; ¢) and W (y; q), respectively. Applying
the expectation operator E on both sides of (3.25), and using Lebesgue dominated
convergence theorem, it follows that,

(3.26) i t* E{ SN } _E {L} .
— (e L0 ag*n, at&n; q)oo (an, €, bS; @)oo

Employing (2.1), (1.7) and (1.8) gives

= Gy st )
(b€, aghn, at&n; q)oo

(3.27) 1 »
= 1, bz, agk, agky; 9o ZZO:%M 2lg)els) Wl r
and
E {L} _ E{ 7" } c {;}
(3.28) (a7, 1€, B3 0)oc (an; q)o J L (6,065 0)oc

o yla) (b5 q)e
(a’7 a’y; q>OO (tu b7 t[E, b$, q>oo

Substituting (3.27) and (3.28) into (3.26) gives

(a, ay Dk (023 @)oo (a
(3:29) ZZ @ oz e etla)ely o)t = R o0y lg),
k' Ol 0 7 7 ) ) [0.9]

where —1 < z <0, -1 <y < 0and |a| <1, |t| < 1. By analytic continuation, we
may replace the assumption —1 <z < 0and —1 <y <0 by |z| < 1 and |y| < 1, so
we get (3.23). [ ]

The special case of a = 0,y = 0 in (3.23) gives the generating function of the
Al-Salam-Carlitz polynomials.
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