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ON AN OPEN QUESTION OF MOUDAFI FOR CONVEX FEASIBILITY
PROBLEMS IN HILBERT SPACES

Eskandar Naraghirad

Abstract. Very recently, Moudafi (Nonlinear Analysis 79 (2013) 117-121) intro-
duced a relaxed alternating CQ-algorithm (RACQA) with weak convergence for
the following convex feasibility problem:

(1.1) Findz € C, y € @ such that Ax = By,

where Hy, Hs, Hj are real Hilbert spaces, C C Hy, Q C Hs are two nonempty,
closed and convex level sets, and A : Hy — Hs, B : Hy — Hs are two
bounded linear operators. In this paper, we will continue to consider the problem
(1.1) and obtain a strongly convergent iterative sequence of Halpern-type to a
solution of the problem and provide an affirmative answer to an open question
posed by Moudafi in his recent work for convex feasibility problems in real Hilbert
spaces. Furthermore, we study Halpern-type iterative schemes for finding common
solutions of a convex feasibility problem and common fixed points of an infinite
family of quasi-nonexpansive mappings in Hilbert spaces. Our results improve
and generalize many known results in the current literature.

1. INTRODUCTION

In 1994, Censor and Elfving [19] first introduced the split feasibility problem
(SFP) in finite-dimensional Hilbert spaces for modelling inverse problems which arise
from phase retrievals and in medical image reconstruction [5]. A number of image
reconstruction problems can be formulated as SFP; see, for example, [1, 6] and the
references therein. The SFP can also be applied to study image processing and intensity-
modulated radiation therapy; see, for example, [18] and the references therein. Recently,
many authors investigated SFP in different areas of pure and applied mathematics, see
[2, 3, 7-17, 20-22, 26, 27, 29, 30, 40, 42-44] for more details. On the other hand,
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the split common fixed-point problem (SCFP) is a generalization of the split feasibility
problem (SFP) and the convex feasibility problem (CFP); see [21]. In this paper we
introduce and study the convergence properties of Halpern-type algorithms for solving
the SCFP for the class of quasi-nonexpansive operators T such that 7' — I is closed at
the origin. This general class, which properly includes the class of directed operators
considered in [4, 21], is more desirable, for example, in fixed-point methods in image
recovery where, in many cases, it is possible to map the set of images possessing a
certain property to the fixed point set of a nonlinear quasi-nonexpansive operator.

Throughout this paper, we denote the set of real numbers and the set of positive
integers by R and N, respectively. Let H be a real Hilbert space with the norm
||l.]| and the inner product (.,.). When {z,},cn iS a sequence in H, we denote the
strong convergence of {z,},en to x € H by z,, — = and the weak convergence by
xn, — x. Let C' be a nonempty subset of H and let 7 : C — H be a mapping. We
denote by F(T) the set of fixed points of T, i.e., F(T) = {x € C : Tx = z}. A
mapping 7' : C — H is said to be nonexpansive if |72 — Ty| < ||z — y]|| for all
x,y € C. Amapping T : C — X is said to be quasi-nonexpansive if F(T') # () and
Tz —y|| < ||z —yl for all z € C and y € F(T). Let C be a nonempty, closed and
convex subset of H and = € H. Then there exists a unique nearest point z € C such
that ||z — z|| = infyec ||z — y||. We denote such correspondence by z = Pcz. The
mapping P is called metric projection of H onto C.

Our main purpose here is to give an extension of the unified framework developed
in [31] to quasi-nonexpansive operators by proposing a strong convergence result of
the algorithm we will introduce. This will be done in the context of general Hilbert
spaces.

Let us begin with the following Moudafi [32] convex feasibility problem:

(1.1) Find x € C, y € Q such that Az = By,

where Hy, Hs, Hs are real Hilbert spaces, C' C H;, @ C H, are two nonempty,
closed and convex level sets, and A : H; — Hs, B : Hy — Hs are two bounded linear
operators.

The split feasibility problem (SFP) [19] is formulated as finding a point = with the

property
(1.2) x € C suchthat Az € Q,

where C'is a closed and convex subset of a Hilbert space H1, @ is a closed and convex
subset of a Hilbert space Hs, and A : H; — H is a bounded linear operator.

Assuming that the SFP is consistent (i.e., (1.2) has a solution), it is not hard to see
that = € C solves (1.2) if and only if it solves the fixed-point equation

(1.3) v = Po(I —yA*(I — Po)A)z, x€C,
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where Pc and Py are the (orthogonal) projections onto C' and @, respectively, v > 0
is any positive constant, and A* denotes the adjoint of A.
To solve (1.2), Byrne [5] proposed his CQ algorithm, which generates a sequence

{xn}nEN by
(1.4) Tpit1l = Pc<I — ’yA*<I — PQ>A>$n, n €N,

where ~ € (0, %) with A being the spectral radius of the operator A* A.

Very recently, Moudafi considered in [32] the problem (1.1) and introduced the
following alternating CQ-algorithm, namely

xo € Hy, yo € Hy chosen arbitrarily,
(1.5) (ACQA) Tnt1 = Po(xn — mA*(Az, — Byy)),
Yn+1 = PQ(?JTL + B (Azni1 — Byn)).

Then he proved the weak convergence of the sequence {(z, y») }nen to a solution of
(1.1) provided that the solution set Q@ = {(z,y) € C x @ : Ax = By} is nonempty
and some conditions on the sequence of positive parameters {~,},en. The ACQA
involves two projections P and FPg and hence might be hard to be implemented in
the case where one of them fails to have a closed-form expression. He also introduced
the closed and convex sets C and (@ as level sets:

C={zeH :cx)<0} and Q={yeH:qly) <0},

where ¢: Hy — R and ¢ : H, — R are two convex functions which are subdifferen-
tiable on C and @ respectively and their subdifferentials are bounded on bounded sets
and finally considered [32] the following relaxed alternating CQ-algorithm

xo € Hy, yo € Hy chosen arbitrarily,
(1.6) (RACQA) Tn+1 = Po, (xn — yA*(Ax,, — Byy)),
yn+1 = PQn(yn + ’)’B*<A[En+1 - Byn>>7

where v > 0 and
Cn ={z € Hy:c(xn) + (&n,x —xn) <0}, &, € Oc(xy)

and
Qn={y € Hay:q(yn) + (Mny —yn) <0}, 1y € 0q(yn)-

It is obvious that C c C,, and Q C Q,, for all n € N and C,, and @,, are half-spaces.
Thus the corresponding projections have closed-form expressions.

Moudafi [32] studied convex feasibility problems and proved the following weak
convergence theorem in Hilbert spaces.
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Theorem 1.1. Let Hy, H, and H3 be real Hilbert spaces, C C Hy, Q C H»
be two nonempty, closed and convex sets, A : Hy — Hs, B : Hy — Hj3 be two
bounded linear operators. Assume that € is the solution set of (1.1) and that v €
(O,min{HAlHQ, HBIH2}>' Let {z,}ncn be a sequence generated by algorithm (1.6).
If Q # @, then the sequence {(z,, yn) }nen converges weakly to a solution (z,y) of
(1.1).

The following open question was raised by Moudafi in his final remark of [32].

Question 1.1. Is there any strong convergence theorem of a relaxed alternating
CQ-algorithm (RACQA) for convex feasibility problem (1.1) in real Hilbert spaces?

The concept of nonexpansivity plays an important role in the study of Halpern-type
iteration for finding fixed points of a mapping 7' : C — C, where C' is a nonempty,
closed and convex subset of a real Banach space. Recall that the one-step Halpern
iteration is given by the following formula

(1.7) Tyl = apu+ (1 — )Tz, uweC, z€C.

Here, {ay, }nen is a real sequence in [0, 1] satisfying some appropriate conditions. A
more general iteration scheme of one-step Halpern iteration is two-step Halpern iteration
given by

u € C, xr; € C chosen arbitrarily,
(1'8> Yn = (1 - ﬂn)xn + BTz,
Tptl = QplU + (1 - an>yn;

where the sequences {5, }nen and {ay, nen satisfy some appropriate conditions. In
particular, when all 3,, = 1, the Halpern iteration (1.8) becomes the standard Halpern it-
eration (1.7). The construction of fixed points of nonexpansive mappings via Halpern’s
algorithm [25] has been extensively investigated recently in the current literature (see,
for example, [34] and the references therein). Numerous results have been proved on
Halpern’s iterations for nonexpansive mappings in Hilbert and Banach spaces (see, e.g.,
[25, 34, 39, 35, 38, 36, 33]).

In this paper, we introduce a new Halpern-type iterative algorithm for finding a
solution of (1.1) and obtain a strongly convergent iterative sequence to a solution of
(1.1) in real Hilbert spaces. Consequently, the above question is answered in the
affirmative in Hilbert space setting. Our results improve and generalize many known
results in the current literature; see, for example, [31, 32].

2. PRELIMINARIES

In this section, we collect some lemmas which will be used in the proofs of the
main results in next sections. We start with the following well known lemma.
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Lemma 2.1. ([37]). Let H be a real Hilbert space and and C' a nonempty, closed
and convex subset of H. For given x € H:

(i) z = Pcw if and only if
(x—2z,y—2) <0, VyeC.
(if) z = Pcx if and only if
lz = 2l* < llo = yl* = lly - 2[*,  VyeC.
(iii) (Pcx — Poy,x —vy) > ||Pox — Poyl|?, Yo,y € H. Consequently, Pc is a
nonexpansive mapping.
Lemma 2.2. ([24]). In a Hilbert space H, we have
(i) for all z,y € H and X\ € [0, 1]
IAa+ (1= Nyl? = Al l* + (1= NIyl = A1 =Nz = yl>.
(ii) for all z,y,z € H
lz = ylI? < llz = (y + 2)I* + 2{x — y, 2).
(iii) forall z,y € H
lz +yl* < llel® +2(y, z + y).

Lemma 2.3. ([32]). Let T" be a quasi-nonexpansive mapping of a Hilbert space
H,and set T, = (1 — o) + oT for o € (0, 1]. Then, the following are reached for
all (z,q) € H x F(T):

(i) (¢ =Tz, —q) > 3||lz — Tz||> and (x — Tz, q— Tx) < %||lz — T
(il) [Tow — ql* < [lo = ql* — a(1 — &) | Tz — ||,
(i) (z — Tow, 2z — q) > |z — Tz|]

2.

Definition 2.1. ([32]). A mapping T is said to be demiclosed if, for any sequence
{zn}nen Which weakly converges to y, and if the sequence {7z, },en Strongly con-
verges to z, then Ty = z.

If X and Y are inner product spaces, let X x Y denote the set of all ordered
pairs (z,y) with z € X and y € Y. Addition and scalar multiplication are defined
”componentwise” in X x Y'; that is,

(z1,91) + (22, 92) = (21 + 72,91 + ¥2),

and
a(z,y) = (az, ay).
Now, we define an inner product in X x Y by

((@1,91), (22, 92)) = (21, 22) + (Y1, 92)-
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The norm in X x Y is given by

1@, )|l == VIl + [yl
In particular, convergence in X x Y is componentwise:

1(Zns yn) = (2, 9) | = 0 <= [lzn — 2| — 0 and |y, —y[| — 0

Proposition 2.1. ([23]). Let X and Y be two inner product spaces. Then X x Y
is an inner product space. It is complete if both X and Y are complete.
To prove our main result, we need the following key lemmas.

Lemma 2.4. ([41]). Let {s,}nen be a sequence of nonnegative real numbers
satisfying the inequality:

Sn+1 S (1 - 7n>3n + 7n5n7 n > 07

where {7, }nen and {0, }nen satisfy the conditions:

(1) {Yn}nen C [0,1] and > ;v = oo, or equivalently, II>? (1 — ~,,) = 0;

(if) limsup,,_,o, 0n <0, OF
(i) D0 o Yndn < 0.
Then, lim,_. s, = 0.

Lemma 2.5. ([28]). Let {a,}nen be a sequence of real numbers such that there

exists a subsequence {n;}ien Of {n}nen such that a,, < an,4+1 for all i € N. Then

there exists a subsequence {my}reny C N such that m; — oo and the following
properties are satisfied by all (sufficiently large) numbers k£ € N:

Amy, S Amy+1 and ag S Amp+1-

In fact, my, = max{j < k:a; < a1}
Let E be a real Banach space. The modulus § of convexity of E is denoted by

) r+y
o0 =int {1~ ol < 1yl < 1o - 2

for every e with 0 < ¢ < 2. A Banach space X is said to be uniformly convex if
d(e) > 0 for every e > 0. It is well known that any Hilbert space is a uniformly
convex Banach space; see [37], for more details.

Lemma 2.6. ([22]). Let E be a uniformly convex Banach space, » > 0 be
a constant. Then there exists a continuous, strictly increasing and convex function
h:[0,00) — [0,00) such that

00
PBLTES
k=0

2 o
< allzkll® — ciohl(|| — a;l)
k=0




On an Open Question of Moudafi for Convex Feasibility Problems in Hilbert Spaces 377

forall i, e NU{0}, 2 € B, :={z € E : ||z| <7}, ax € (0,1) and k € NU {0}
with ZZO:O ap = 1.

3. STRONG CONVERGENCE THEOREMS FOR CONVEX FEASIBILITY PROBLEMS

In this section, we study convex feasibility problem (1.1) and prove the following
two strong convergence theorems in Hilbert spaces.

Theorem 3.1. Let Hy, Hy and Hj be real Hilbert spaces, C ¢ Hq, Q C H, be
two nonempty, closed and convex sets as level sets:

C={eeH :f(x)<0} and Q={yeH:g(y) <0}

where f : Hi — R and g : Hy — R are two convex functions which are subdiffer-
entiable on C' and @ respectively and their subdifferentials are bounded on bounded
sets. Let A: Hy — Hs, B : Hy — Hjs be two bounded linear operators. Assume

that v € (0, min{ ij, W}) Let (u,w) € Hy x Ho be fixed. Let {a;, }nen be a
sequence in [0, 1] satisfying the following control conditions:

(a) limy,— 00 ayy = 0;

(b) 351 on = 00

Let {z, }nen be a sequence generated by

xo € Hy, yo € Hy chosen arbitrarily,
Up = PCn (xn - ')’A*<A$n - Byn))u

Tpt1 = Qptt + (1 — ay)up,

Ynt1 = apw + (1 — o) wy,.

where C,, = {x € Hy : f(zp)+ (&n,x—20) <0}, & € Of(zy) and @, = {y € Hy :
9(Yn) + (s ¥ — yn) <0}, 1y € Og(yn). If Q= {(z,y) € C x Q: Az = By} # 0,
then the sequence {(z, y») } nen defined in (3.1) converges strongly to P (u, w), where
Pq is the metric projection from H; x Hs onto €.

Proof. We divide the proof into several steps. We first note that, in view of
Proposition 2.1, H; x H> is a real Hilbert space. It could easily be seen that C c C,
and Q C @, forall n € N and C,, and Q,, are half-spaces. It is also clear that €2 is a
closed and convex subset of C' x ). Set

Step 1. We prove that the sequences {xy, }nen, {Un}tnens {tn}tnen, {wWn}tnen,
{Ax, }nen and { By, }nen are bounded. We first show that {z,, },en is bounded. Let
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(z*,y*) € Q be arbitrarily chosen. Then z* € C (and thus z* € C,), y* € @ (and
thus y* € @,,) and Ax* = By*. In view of Lemma 2.1(iii) and (3.1), we have

[
= HPCn (fL’n - FYA*(A:BW/ - Byn>> - PC7Lx*H2
(3:2) < |lwn —yA*(Azy — Byn) — 2*|?
= [lzn — 2*(|* + ¥*|A*(Azy, — Byn)||* — 27(A*(Azn — Byy), w0 — %)
< |lzn — 2*|1> + 2| AI1* | Az, — Bya||* = 2y(Azn — Byn, Az, — Az*).
Let 0,, := 2v(Ax,, — Byy, Az, — Az*). Then we obtain
(3.3) 0, =2v(||Azy — Byn||?> + (Ax,, — Byn, By, — Az*)).
This implies that
(3.4 [
< [l —a*||*~27( A2y — Byn, Byn—Az*) —(2—|| A|*) [| Az, — Bya||*.

Similarly, we have
lwn = y* 1> < lyn — y*[I” + 27(A2nt1 — Byn, Avpia
—By*) = 7(2 = | BI*) | Azp41 — Byn|*.
On the other hand, we have
2(Ax,, — Byy,, By, — Az*)
(3.6) = —[|Azn — By, |* = | Byn — Az*||* + || Az, — By*|]?
= —||Azy, — Byal* = | Byn — By*|* + || Az, — Az*||?

(3.5)

2(By, — Axpy1, Az — By®)
(3.7) = ~||Byn — Azni1|* = [[Aznis — By*||* + || By, — Az*||?
= —||Byn — Azni1|? — [[Aznia — Az*||? + || By, — By*||?
It follows from (3.2)-(3.7) that
lun = 2*|1* < llan — 2*|* + ]| Azn — Byal* + ¥l By, — By*||?

(3.8) .

—y|| Az, — Az*[|* = v(2 = || AlIP)[| Az, — Byn|?
and
(3.9) lwn = y*|I> < llyn — ¥*II” + V| AZny1 — Byal® + 7| Aznyr — Az*|?

~1Byn — By*|I* = v(2 =4I| B|I*)| Azns1 — Byl
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Adding these two inequalities, we conclude that
lun = 2|17 + [Jwn — y*||?
(3.10) < llan = 2*” + llyn — y*I1* = vl Azn — A2*|* + y]| Azpyr — Az
(1 =7 AIP)|Azy — Bynll* = v(1 = v B|I*)| Az 41 — Bya|?
In view of (3.1) and (3.10), we obtain
lZnss — 212 + lynsa — y*I7
= |lnu 4 (1 — o) uy — z*|)?
+lamw + (1 = a)w, — y*||?
< agllu— 2| + (1~ an) up — 2|
+agflw =y |? + (1 an)|lw, — y*||?
= alu — 2 + flw = y*P] + (L = ) [lun — *|* + [Jwn — y*|]
(3.11) < agllu—a )+ w =y 7]+ (L= an) e — 2|7 + [y — v
~||Azy — Az*||* + ]| Aznsr — Az
(1= A} Azy — Bynl|? = (1 = v BI*)| Azps1 — Bynl|’]
< aplllu—2*|? + lw — y*|I°] + v Aznpy — Az*||?
+(1 = an)lllzn — 2|17 + llyn —y7|I?
Az — Az*[[?] = (1 = an) [y (L = || A|*) || Az, — Byal|?
+v(1 = IBI*) | Aznt1 — Byal]
Put
(3.12) En(a*,y*) = llzn — 2*[1* + lyn — y*|1° — vl Azy — Az*|.

We note that
VNAz, — Az*||* < || Al]* ||z, — 27|

Therefore
(3.13) En(z*,y*) 2 (1=l AI*)llzn — 271 + llyn —y7|* = 0.
In view of (3.11)-(3.13), we conclude that
Enp1(2%,y") < (1= ap)En(2",y") + an[lu — 2| + w — y*[|?]
(3.14) ~(L—an) [y (1=l Al*) || A2y~ Bya |
+v(1=7[1BI*) | Az 41~ Bya ).
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This implies that
En1 (2, y%) < (1= an) En(a*,y") + an[llu — 2*||* + [Jw — y*[|?]
< max{En (2, y"), |lu — 2*|* + [lw —y*||*}
By induction, we obtain
En-l—l(x*u y*> S ma‘X{El(x*u y*>7 Hu - [B*H2 + H’U) - y*H2}

for all n € N. This implies that the sequence { E,,(z*, y*) }nen IS bounded and hence,
in view of (3.13), the sequences {x, }nen and {y, }nen are bounded. This, together
with (3.1), implies that the sequences {uy, }nen, {Wn}nen, {AZn}nen and {By, bnen
are bounded too.

In view of (3.14), we conclude that

Ep1(2,9) < (1= an)Bu(2,9) + anfllu — 2[* + [Jw — 9|
+y(1 =] Al]*)[|Azy — Bynll?
(3.15) +y(1 =7 BI*)[[Azn+1 — Bynl|’]
~[y(1 =] AIP) | Azy — Bynlf?
+y(1 =7 B|*) || Az 41 — Bya*].
Let
My = = supf{[lu— 2[2 + llw — 12 + (1 =7 [|A12)| Az, — Bya|?
+y(1 =7 B|*)[[Azns1 — Byn|* : n € N}.
It follows from (3.15) that
Y1 = A Ao — Byl + (1 = A BI)|| Aot — Byn

(3.16) o o
< En(Z,9) — Eny1(2,9) + an M.

Step 2. We prove that for any n € N
En—l—l(j:; Z)) S (1 - an>En(a§7 y)
o y(1—v[|Al*) | Azn — Bya
+y(L =7 B|I*) | Azns1 — Byal®
+2<(33n+17 yn-f—l) - (j:a Z)); (u7 ’LU) - (j;, Z)>>]

(3.17)

Let us show (3.17). In view of Lemma 2.2(iii), we obtain
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Eni1(2,9)
= llent1 = 217 + [gns1 = 91 = V)| Aznir — A2
= [|(@n41, Yns1) — (&,9)
= |lom (u, w) + (1 — an) (un, wn) — (£, 9)
< (1= an)ll(un, wn) = (2, 9)II?
200 ((Tnt1, Yns1) — (&), (w,w) = (2,9)) — 7| Azns1 — Az
< (1 = an)[[lun — &|* + [lwn — 31°]
200 ((Tnt1, Yns1) — (&,9), (w,w) = (2,9)) — V|| Azni1 — Az
< (= an)lllen=212 + lyn — 911 = vl Az — AZ|? + y[| Azpir — A2|J?
(L= | AI})[Azy — By|? = (1 = v BI*)| Azpt1 — Bynll*]
+20n((Tnt1, Yns1) — (£,9), (w,w) = (2,9)) — V| Azni1 — Az
< (1= an)llan = 21> + llyn — 9II* — 7| Az, — A2||?
(L= AI})[Azy — Byn|? = (1 = v BI*)| Azps1 — Bynll*]
+Y|Azns1 — A*@H2
200 ((Tnt1, Yns1) — (&), (w,w) = (2,9)) — 7| Azns1 — Az
= (1 —an)En(Z,9)
~(1 = an) [y (1 = YA Az — Bynl® +7(1 = v B|*)[[Azn+1 — Bynl|*]
+20m((Znt15 Yns1) = (£, 9), (u, w) = (£, 9)).

— YAz 41 — A*@H2

I? = vl Azny1 — A2

This implies that

Eni1(2,9) < (1= an)Bn(2,9) — (1= an)[v(1 = [ A]|)[| A2y, — Bya|?
+v(1 = 7I1BI) | Azps1 — Byal?]
+2an((@nt1, Ynt1) = (2,9), (u, w) = (£, 9))
< (1= an)En(2,9)
+an [y (L= AI*) | Azn — Byn|*+7(1 = 7|1 BII*) | Aznr1— Byn |
+2((@nt1, Ynt1) — (2,9), (u, w) — (2, 9))].
Thus we have (3.17).

Step 3. We prove that (x,,, y,) — (&,9) as n — oo.
We shall show that E,, (&, §) — 0 as n — oo by considering two possible cases on the
sequence {En(j:a @)}nEN-

Case 1. If {E,(Z,9)}nen is eventually decreasing, then there exists np € N
such that {E,(z,9)},%,, is decreasing and hence the sequence {E,(Z,7)}nen is
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convergent. Thus we have E,, (2, 9) — En+1(&,§) — 0 as n — oo. This, together with
(3.16), implies that

(318)  lim [y(1 = || Al*)[[Azn — Byn|* + (1 = I BI*) | Azn11 — Byn*] = 0.
On the other hand, we have
(3.19) ltn — 2ol = |20 — 2% = [Jun — 2% + 2(up — 20, uy — x*).
In view of Lemma 2.1(i) and (3.1), we have
(xy — YA*(Azy, — Byp) — up, " — uy) < 0.
This implies that
(n = tn, 2" — un) < V(A" (Azy — Byn), 2" —un) < 7| A*(Azy — Byn)|[[|2" — un -
Therefore,
(3.20) flun = znll? < llzn — 271 = lJun — 27[|* + 27| A*(Azn — Byn) | [l2" — unll.
In view of (3.1), we deduce that
(3.21) nh—>rgo |Tnt1 — unl| = nlgg(j ap|lu —uy| = 0.
Similarly, we obtain
(3:22) [lwn = ynll® < llyn = y*II” = llwn — y* 1> + 2[| B* (Azp41 — Bya)[[lly* — wnll
and
(3.23) Jim [y — wall = lim oo~ w, | = 0.

Since {(zn, yn) tnen is bounded, there exists a subsequence { (2, Yn, ) }ien OF { (T, Yn) }nen
such that z,,, = z € Hy, yn, — v € Hy, lim; . ||, — 2| = [(2*) < 0o and

Im yn, — " = lim |[yp,41 — y*|| = lim [Jw,, —y*|| = 1(y*) < 0.
1—00 1—00 1—00

This, together with (3.21) and (3.23), implies that ||u,, —z*| — I(z*) and ||w,, —y*|| —
I(y*) as i — oo and hence

lim ||zp, —up|| =0 and  lim ||wy, — yn,|| = 0.
1— 00 1— 00
Since u,,, € C,,, we deduce that

f(an < _<§ni7 Un; — xnz> < M2Hum - x”zH’
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where M, satisfies ||&,,|| < M, for all i € N. In view of lower semicontinuity of f
we conclude that
f(2) < liminf f(z,,) <O0.

1— 00

This implies that z € C. Similarly, since w,,, € @,, We have

g(:‘/m‘) < _<77m-7 Wn,; — ym‘> < M3me‘ - ym‘Hv

where Ms satisfies ||, | < Ms; for all i € N. In view of lower semicontinuity of g
we conclude that
g(v) <liminf g(y,,) <O0.

i—00
This implies that v € Q. By lower semicontiuity of the squared norm and the weak
convergence of { Ax,, — Byp, }ien, We conclude that

| Az = Bo||* < lim inf || Az, — Byy, ||* = 0,
1—00

which shows that (z,v) € Q. Now, we show the uniqueness of weak cluster points
of the sequence {(xy, yn) }nen. T this end, let Z, © be other weak cluster points of
{zn}nen and {y, }nen, respectively. It follows from (3.12) that

En(2,0) = En(2,0) +[lz — 2] + [lo — 8]” — v]| Az — A%
+2(xp — 2,2 — 2) + 2(yp, — 0,0 — v) — 2(Ax, — A2, AZ — Az).

Letting n — oo we obtain
1(z,v) = 1(,0) + [lz = 2[* + [lv = 9[|* — 7[| Az — A2]]%,

where I(z,v) = lim,, oo En(2,v) and (2, 0) = lim, .o E,(Z,0). Reversing the role
of (z,v) and (2, 0), we obtain

1(2,0) = 1(z,0) + Iz = 2[* + [lv = 9[* — [l Az — A2
Since 1 — || A||? > 0, we conclude that
(L=l Az = 217 + [lo — 9] < 0,

which implies that (2, 9) = (z,v). We notice that

n—o0
= Ahm <<xm7 yni) - (
i—00

((z,0) = (2,9), (u, w) = (£, 9))-
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Since (z,v) € Q, in view of Lemma 2.1(i), we conclude that

lim sup((Zn+1, Ynt1) — (2, 9), (u, w) — (L, 9))

< i sup((Zs1,4n11) — (s i), (1, 0) = (5,)
+ liﬂsogp«xna yn) - (j:a Z)); (u7 ’LU) - (jja Z)>>
= lim sup<(a:n, yn) - (j:a Z)); (u7 ’LU) - (jja Z)>>
(3.24) n—o00
- Zlir&«xn“ yni) - (j:a Z)); (u7 ’LU) - (jja Z)>>
= ((z,v) = (2, 9), (v, w) — (2,9)
= ((z,v) — Po(u,w), (u,w) — Po(u,w))
<0.

Thus we have the desired result by (3.17) and Lemma 2.4.

Case 2. If {E,(Z,9)}nen is not eventually decreasing, then there exists a subse-
quence {n; }ien Of {n}nen such that

Eni (j:a y) < Eni+1(j3, y)

for all i € N. Then, by Lemma 2.5, there exists a nondecreasing sequence {my }xen C
N such that mj; — oo,

Emk (j:a Z)) < Emk+1(§3, Z)) and Ek(jja Z)) < Emk+1(§3, Z))
for all £ € N. This, together with (3.16), implies that

YA = AN AIP) Az, = Bym, 1> + 71 = A Bl A2y 1 = Bym, |I*
(3'25> < Em, (j;, Z)) - Emk-l—l(j:a Q) + o, My
S Ckmle.

for all £ € N. Then, by condition (a), we get

- lim (1= | AJ3)]| Az, — By, |
| = Jim (1= 3| BI?) | Az 11 — By, I = 0.

By the same argument, as in Case 1, we arrive at

(327) lim Sup<(xmk+17 ymk-i-l) - (j:a g)u (u7 w) - (j:a y>> S 0.

k—oo
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It follows from (3.17) that

Emk—kl(ia Z)) < (1 - amk>Emk (j:a Z))
o, [y (1= Y| A1) A2y, — By, |I?
+y(1 = (1B Azmy41 — By, |I*
—|—2<(113mk+1, ymk-f—l) - (j:a y)? (u7 ’LU) - (jja y>>]

(3.28)

Since By, (2,9) < Em,+1(Z, ), we obtain
W By (2,9) < By (2,9) — Emy1(2,9)
+am, [y (1= YA | Az, — By, |I*
+y(1 =B | Az s1 = By, |I?
(3.29) F2((@mpt15 Y1) = (2, 9), (w, w) = (2, )]
< am, [Y(1 = Y| AIP) | Az, — By, [I?
+y(1 =B | Az s1 = By, |I?
F2(( @m0, Ymi11) = (2,9), (u, w) — (2, 9))].
In particular, since a,,, > 0, we obtain
By (,5) <51 =y A1) Az, — Bym, |I*
(3.30) +v(L =Y BI*) [ Azm, 1 — By, ||?
F2((@my41, Ymi1) = (2,9), (uw, w) = (2, 9))-
In view of (3.26)-(3.30), we deduce that

lim B, (2,9) = 0.

k—oo

This, together with (3.28), implies that
klggo Emk‘f'l(j:a ) =0.

On the other hand, we have Ej(Z,9) < Ep, +1(&,9) for all & € N which implies that
Ey(z,9) — 0 as k — oo and hence (2, , ym,) — (Z,79) as k — oco. Thus, we have
(Tn, Yn) — (Z,9) 8 n — oo. This completes the proof. |

Theorem 3.2. Let Hy, Hy and Hj be real Hilbert spaces, C ¢ Hq, Q C H, be
two nonempty, closed and convex sets. Let A : Hy — Hs, B : Hy — Hj3 be two

bounded linear operators. Assume that ¢ € (0,1) and v € <O,min{ HAlHQ, HBIHQ})
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Let {S;};en be an infinite family of quasi-nonexpansive mappings from H; into itself
and {T};en be an infinite family of quasi-nonexpansive mappings from H into itself
such that N2, F'(S;) = C and N2, F(T;) = Q. Assume that for each j € N,
S;—1I and T; — I are demiclosed at zero. Let (w,z) € Hy x Hy be fixed. Let
{an}nen, {Bn,jtnen jenufoy @nd {0n ; tnen jenu{oy be sequences in [0, 1] satisfying
the following control conditions:

(@) limy,— o0 oy, = 0;

(b) 2 02y an = 00;

(€) Bno+2252 Bnj =1, Vn e N;

(d) liminf,, ﬂn 0Bn; >0, VjeN;

(€) dno+2 52 =1, Vn €N, and liminf,,_, 6,,00,,; > 0, Vj € N.

Let {z, }nen be a sequence generated by

xo € Hy, yo € Hy chosen arbitrarily,
n = Bn,0Tn + 2721 Bn,jSiTn,

Uy = Ty — YA (Axy, — Byp),

W = Qup + (1 = )y,

(3.31) Sn = On0Yn + 2501 OniTjyn,

tn = Yn + ¥B*(AZni1 — Byn),

zn = Csn + (1= ()i,

Tpt1 = Qpw + (1 — ay)wy,

Ynt1 = @z + (1 — ap)zp.

If Q:={(z,y) € CxQ : Ax = By} # O, then the sequence {(z,, yn) }nen defined in
(3.31) converges strongly to Po(w, z), where P, is the metric projection from Hy x Hy
onto ).

Proof. We divide the proof into several steps. It is clear that 2 is a closed and
convex subset of C' x (). Set

Step 1. We prove that the sequences {z, }nen, {Un}nen, {vn}nen, {Wn}nen,
{Yntnen, {Sntnen, {tn}nen, {zn}nen, {Azn}neny and {By, nen are bounded. We
first show that {z,,},en is bounded. Let (z*,y*) € Q be arbitrarily chosen. Then
z* e C, y* € Q and Az* = By*. In view of Lemma 2.6 there exists a continuous,
strictly increasing and convex function h; : [0, c0) — [0, 0o0) such that
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lun — 212

o

j=1
o0
(332) < Buollen = 21 + D Bnjll Sjan — *I1* = BuoBnjhi (| 2n = Siall)
]o:ol
< Bnollen = 2** + D Bujllen — 27|12 = Bnofn b (lzn — Sjzall)
j=1

= llon = 2*|* = Ba0Bniha(llzn — Sjanll), Vi €N
In view of Lemma 2.2(i) and (3.31), we have
lon — 2|
= ||x, — yA"(Azy, — Byn) — x*H2
= ||lzn — &[> + 7*||A*(Awy, — Bya)||* — 29(A*(Azy, — Byn), zn — 2*)
< |lzn — 21 + 22| AI*| Azn — Bya|® — 27{Az, — Byn, Az, — Az®).

(3.33)

Let 9, := 2v(Ax,, — By, Az, — Az*). Then we obtain
(3.34) 9 = 2v(| Az, — Byn||? + (Az, — By,, By, — Az*)).
This implies that

lon — 2*||?

(3.35) 1 : : :
< llwn—2"(|"=2v(Azy — Byn, Byn— Az™) =y (2| Al|) | Az — Byn ||*-

Similarly, in view of Lemma 2.6 there exists a continuous, strictly increasing and
convex function hs : [0, 00) — [0, co) such that

(3.36) Isn = ¥*11> < lyn = ¥*1* = 0n,00n,h2(lyn — Tiynll), Vj €N
and

th - y*H2 S Hyn - y*H2 + 27<A33n+1 - Bynu Axn—f—l - By*>

(3.37) ) ;
(2~ B[ Azas1 — Byal®

On the other hand, since Ax* = By*, we have

2(Azy, — Byn, Byn — Ax”)
(3.38) = —| Az, — Bya|* = | Byn — Az*||* + || Az, — By*|®
= —|| Az, — BynH2 — || Byn — By*HQ + [ Az, — AHZ*HZ
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and
2(By,, — Axpy1, Arpi1 — By™)
(3.39) = —||Byn — Az ||* = | Azps1 — By*||* + || By — Az*[|?
= —[|Byn — Azp1||” — | Aznsr — A*|* + || By, — By*|
It follows from (3.32)-(3.39) that
lvn —a*|[* < l|lzn — 2*||* + 7| Az — Bynll* + 7]/ Bya — By*|I?

(3.40) .

|| Az — Az*||> = v(2 = || Al]*)|| Az, — Bya|?
and
gapy o= <l =y I A = Byl + A — A

—Byn — By*|I> = v(2 = v[|B|*)|| Azn11 — Bynll?
This, together with (3.31), implies that
lwn — 2|
= [[Cup + (1 = Qvn — 2*||?
< Cllun = 2 + (1 = Qllon — 21 = ¢(1 = O lun — va?
< ([llen = 2*1* = Bn,08n, 01 (|20 — Sjznl)]
+(1 = Olllzn —2*||* + vl Azy — Bya|®
+||Byn — By*||? — yl| Az, — Az*||?
(2 = [ A" Azs = Bya|*] = ¢(1 = O llun — val®
= [l — a*|* + (1 = Oyl Az — Bya|l* + v[|Byn — By*|?]
—(1 = Q| Az, — Az*[|” + (2 — vl A|*) [ Azn, — Bynl|’]
~CBnoBnjhi (20 = Sjanl)) = (1= C)llun —val?, Vj €N
It follows from (3.31), (3.36), (3.41) and (3.37) that

(3.42)

20 — ¥

= [[¢sn + (1= Q)tn — y*H2

< Cllsn — v 1P+ (1= Olltn — v 11> = C(1 = Q) llsn — tull?

< Cllyn = ¥ II* = 6n.00n.5h2([yn — Tjynl)]
+(1 = Olllyn — ¥ I> + VI Byn — Az ||” + V| Azpyr — Az*|?
~||Byn — By*|I> = v(2 = || BII*) | Azny1 — By ||’]
—C(1=¢)llsn — thZ

=lyn — ¥ I* + (1 = OV Byn — Azngal® + V|| Azpis — Az*|?]
—(1 = Q) Byn — By*|I”> +v(2 = 7| B|*) | Azny1 — Bynl|’]
—C0n,06n,5h2([[yn — Tiynll) — €1 = Ollsn — tall®, Vi €N.

(3.43)
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Adding the two inequalities (3.42) and (3.43), we conclude that
lwn = 2% + [| 20 — y*||?
< lwn — 2| + llyn — |
(1= QllAzy — Ax*|? + (1 = Q)| Azni1 — Az*|?
(3.44) (1= (1 =~ A1) Az, — Byn|?
(1= (1 = IBII*) | Azps1 — Byn|
—C1Bn,0Bn i (lzn — Sjznll) + 6n,00n5h2([yn — Tiynl])]
—C(1 = llun — UnH2 + llsn — th2]u VjeN
In view of (3.31) and (3.44), we obtain

|nt1 = 2*| + lynt1 — v
= [lapw 4 (1 — ap)wy, — x*||?
Fllamz + (1 = o) zn — |2
< anllw — 2|2 + (1 = ag) |w, — 22
+anllz = y* |2+ (1= an)|lzn — v
= ag[lw =2 * + ]z = g*1I°] + (1 = an) [lwn — 21> + |20 — v*|1?]
< agllw =¥ + |z = y* 117 + (1 = en)[l2n — 21 + llyn — y*1?
—y(1 = Q| Azp — Ax*||* + 7 (1 = )| Azpy1 — Az™|?
—y(1 =1 =~ AlI*)|| Az, — Bya|?
(3.45) (1 =) = ~[IB|*) | Azp 1 — Byall?
—([Bn.08nih1(|lzn — Sjznll) + 0n,00n,h2(l|yn — Tjynl))]
—C(1 = Olllun = vall® + lI5n = tal*l]
nlllw = 2*2 + |2 = " 1*] +v(1 = Q| Awpya — Az*|
(1= an)[llzn = 2*|1” + [lgn — v*||®
—y(1 = Q)| Az, — Az*|?]
—(1 = an)ly(1= ) (1 = ~[|AI1*) | Azy, — Byall?
+y(1 = O = vIBIP) | Aznt1 — Byall?
+C[Bn,08n.5h1 (lzn — Sjzall) + 0n00m,5h2([[yn — Tiynll)]
+C(1 = Olllun = val® + llsn — talI?)), Vi €N

<

+ 9

Put
(3.46) Gu(@*,y*) o= |2 — 2* | + [y — ¥*1> = ¥(1 = Q|| Az, — Az*|%.
We note that

(1= Q) Az — Az*|)* < v(1 = QN Al lzn — 2*||.
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Therefore
(3.47) Gu(a®,y") 2 (1 =71 = QAN lzn — 2*[* + llyn — y*[I* = 0.
In view of (3.45)-(3.46), we conclude that

Gy (2™, y")
< (1= an)Gul(a™,y") + anlw — 2*|* + ||z — y*|1?]
—(1 = an)ly(1 = Q)1 = [ A]1?)[|Azy — By, |?
+7(1 = O = 7IIBI*) | Azns1 — By |
+C[Bn.08n (20 = Sjwnl]) + 00,000 h2(1yn = Tiynl))]
+C(1 = Qlllun = val® + llsn — tal”l],  Vj €N.

(3.48)

This implies that

Grr1(2*,y*) < (1= an)Ga(a™,y") + anllu — 2*|* + [|w — y*|]
< max{Gn(z", y), [lu— z*[* + w — y*[|*}

By induction, we obtain

Gn-l—l(x*u y*> S maX{Gl(x*u y*>7 Hu - [B*H2 + H’U) - y*H2}

forall n € N. This implies that the sequence {G,,(z*, y¥*) } nen is bounded and hence, in
view of (3.47), the sequences {x,, } nen and {y, }nen are bounded. This, together with

(3.31), implies that the sequences {v, }nen, {Wn}nen, {Sntnen, {tn}nen, {2n}tnen,

{Azy, }nen and { By, }nen are bounded too.
In view of (3.48), we conclude that

Gn—l—l(j:a Q)
< (1= on)Ga(@,9) + an[llw — 2% + ||z — g1
(1 =A%) | Azy — By,
(3.49) (1= 7IBI?) | A1 — Bya |
(A=A Az~ Bya|2+7(1 =7 BI) | Az41~ Bya
+C[Bn.00n (|20 = Sjwnll) + 6n.00n,;h2(yn — Tjynll)]
(1= Olllun = vall* + llsn — tall”)], Vi €N.
Let
My : = sup{|lw — &[* + ||z = gII* + (1 = (1 = || A|I*) | Azn, — Bynl|?
91 = O ~7IBI?)| Azns1 — Byal?
+C[Bn.00n M (|20 = Sjwnll) + n.00n,h2(lyn — Tiynl))]
(1 = Olllun = vall* + lIsn — tall*) : n € NU{0}, j € N}.
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It follows from (3.48) and (3.49) that
C(L=Olllun = vall* + 50 — tall?]

+C[Bn.0Bn,im([|2n — Sjznll) + 6n,00n5h2(|yn — Tjynll)]

(3.50) +y(1= O = 1A% Azy — Byall?
+y(1= ) (1 =~ BIIP)[[ Az 41 — Byall?
< Gn(jju g) - Gn+1(j:7 y) + Can4, v] e N.

Step 2. We prove that for any n € N

Gnt1(2,9) < (1 — an)Gn(,9)
+an[y(1 = )(1 = ~[|AI*) | Azn — Bya||?
+y(1 =) (1 = IB|I*)[|Azp 11 — Byall®
+C[Bn,08n,501 (|20 — Sjanll) + 6n,00n,5h2(([yn —
+C(1 = Olllzn — unll® + 50 — wal?]

(3.51)

F2((@nt15 Ynt1) = (2,9), (0, 2) = (2,9)], VieN.

Let us show (3.51). In view of Lemma 2.2(iii), we obtain

Gn—l—l(iu@)
= llzns1 = 27 + lynsr = 917 = (1 = Ol Azpsa — A2
= (@41, Y1) = (& 9)° = (1 = Ol Azpir — Az
= [lom(w, 2) + (1 — ) (wn,
< (1= an)l(wn, zn) = (2, )H2
F2an((Tni1, Ynt1) = (2,9), (w, 2) = (2,9)) = y(1 = | Azny1 —
= (1 — o) [ll(wn — &|* + |20 — 911%]
F2an((Tni1, Ynt1) — (2,9), (w, 2) = (2,9)) = 7(1 = | Azni1 —
< (1= an)(llen — 21 + llyn — v*1°
(1= QllAzn — Az*|* + 7 (1 = )| Azpy1 — Az”||?
—(1 = O = Yl A Azy, — Bynl|?
~7(1 = Q) = AIBI*) | Azns1 — Byal®
—C[Bn.08n, 5 (|20 = Sjznll) + 00,000, h2(l[Yn = Tiynl])]
~C(1 = Qlllzn = unll® + lI5n = wnll?]]

205 ((#nt15 Ynt1) = (2, 9), (w, 2) = (2,9)) = 7(1 = Q[ Azp 41 -

< (1= an)llzn — 2|1 + llyn = I = (1 = Ol Azn — A"
+7(1 = Ol Azny1 — Az”|?
—(1 = an)ly(1 = Q)1 = [ A1) Azy, — Bya|?

2n) = (&9 = (1 = OllAzni1 — Az|?

391

Tjynl))]
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(1= 1 = YIBID)|Azsr — Byl

(B0 (120 — Sjznl) + bn00niha(ln — Tign)]

(1= Olllun = vall® + llsn — tal|]

205 ((@nt1, Y1) — (£,9), (w, 2) = (&,9)) = 7(1 = Q)| Azpsr — A|?

= (1 - an)Gn(2,9)

(1= an)(1 - (1 = A A1) | Az — Byl

(1= 1 = YIBID)|Azsr — Byl

#(Bu0Bnghi (120 — Sjznl) + bn08niha(ln — Tign)]

(L= Olllun = vall® + 150 — tall?]]

20 ((Tnt1, Ynt1) — (£,9), (0, 2) — (£,9)), VjeN.

This implies that
Gnt1(2,9) < (1 — an)Gn(2,9)

Fan[y(1 = Q) (1 — ]| A|)[| Az, — Bynl|?
+y(1 = ) (1 =7 BI*)| Azp41 — Bya|?
+C[Bn,08n.5h1 ([0 = Sjanl]) + 6n.00n,5h2(lyn — Tjynll)]
(1= Olllun = vall + lIsn = tal’]
+2((@n+1, Ynt1) — (£,9), (w, 2) = (£,9))], VjieN.

Thus we have (3.51).

Step 3. We prove that (x,,, y,) — (&,9) as n — oc.
We discuss the following two possible cases:

Case 1. Suppose that there exists ng € N such that {G.,(2,9)}72,,, is decreas-
ing. Then, the sequence {G,(Z,9)}nen IS convergent. Thus we have G, (z,9) —
Gny1(2,9) — 0 as n — oo. This, together with (c), (d), (e) and (3.50), implies that

(3.52)  lim [y(1 = 7| Al]*) [ Azn — Byn|* + (1 = 7] BII*) [ Azns1 — Byn|*] = 0
and for all j e N
Jim [C(1 = O)lllun = vl + s — tall?]
+¢1Bn.08n,ih1 (|20 = Sjznll) + 0n,06n,5h2(lyn — Tiyal)]] = 0.

From the properties of hy and ho, we conclude that

lim ||z, — Sjz,|| =0, lim ||y, — Tjy,|| =0, Vj € N.
n—oo n—oo



On an Open Question of Moudafi for Convex Feasibility Problems in Hilbert Spaces 393

On the other hand, we have

x
Uy — Ty = Zﬂn,j(ijn —Tp), Tp — vy = YA (Az,, — By,),
j=1

Wn — Un = C(un - vn)a Tnt+l1 — Wn = an(w - wn)

and o
Spn — Yn = Z(sn,j (ijn - yn)u ty, — Yn = ’)’B* (Axn—H - Byn)u
j=1
Wp — Up = C(sn - tn)a Yn+1l — 2n = Ctn(Z - Zn)
Therefore

lim Ha:n+1 — an =0, lim Hyn—H - yn” =0.
n—00 n—oo

Since, for any j € N, T; — I is demiclosed at 0 (see Definition 2.1), there exists a
subsequence {x,, }ien Of {x,, }nen converging weakly to some « € C. In a similar way,
we conclude that there exists a subsequence {yy, }icn Of {yn nen converging weakly
to some v € Q). By a similar argument, as in the proof of Theorem 3.1, we can show
the uniqueness of weak cluster points of the sequence {(zy, yn) }nen. Now, by lower
semicontiuity of the squared norm and the weak convergence of {Az,, — Byy, }ien,
we conclude that

| Az = Bo||* < lim inf || Az, — Byy, ||* =0,
1—00

which shows that (u, v) € Q. Without loss of generality, we may assume that

n—oo
~

= Zliglo«xnu yni) - (ﬁj, y)? w, Z) - (j:a Z)>>
- <(u7 ’U) - (j:u g)u (w7 z)— (j:u y)>
This, together with Lemma 2.1(ii), implies that

<l sup{ (1. 1) = (s ) () — (8 9))
F () — (39): (w,2) = (7))

= limSup{(z: ) — (5:9). (0, 2) — (2. 9))

= Tim (e, ) — (2,9). (w,2) ~ (2.5)

= (4, ) — (,9), (w, 2) — (,9)

IN
(e») —~
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Thus we have the desired result by (3.48) and Lemma 2.4.

Case 2. Suppose that there exists a subsequence {n; };en of {n},cn such that
Gni (j:a y) < Gni+1(fj§, y)

for all i € N. Then, by Lemma 2.5, there exists a nondecreasing sequence {my }xen C
N such that m; — oo,

(353> Gmk (j:a y) S Gmk+1(j3, y) and Gk‘(jja Z)) S Gmk-f-l(j:a y)
for all £ € N. This, together with (3.48), implies that
C(l - C)[Humk - vmkH2 + Hsmk - tmk H2]
+CBrm,08m i1 (1T my, — ST [1) + 0,005 h2(|Ymy, — T 1))
(3.54) +y A=A AP | Ay, — By, |1 + Y (L= BI*) | Ay 41 — By, ||
S Gmk (j:a y) - Gmk+1(fi', y) + amkM4
S amkMéL
for all j, k € N. Then, by condition (i), we get
(3.55) k{fg@hﬂ—ﬂMH%HAwmk—Bymk 17+ (1=~ [| BII*) | Ay 11— Bym, |I] = 0
and
Jimn [C(1 = [y, — vy [
(3.56) Hlsmy, = tmg 1] + C[Bmi0Bmy b1 (12my, — Sjzm, )
+0my,00m,ih2 (1Ymy, — Tjym, D]} =0,  Vj €N.

By the same argument, as in Case 1, we arrive at

(357) lim Sup<(xmk+17 ymk-i-l) - (j:a y)u (’U), Z) - (j:a y>> S 0.

k— 00

It follows from (3.51) that
Gry+1(2,9)

< (1= amy )Gy (2, 9)

i, [C(L = O llltmy, = v I + I8y =ty 1]
+CBmi0Bm gl (| 2my, — Sjzm 1) + Omy00my, b2 ([Ymi — Tjym, )]
+y(1 =Y AN A2y, = By |2 +v (1= 7| BI?) | A1 = By, |I?
+2((@mt15 Ymy+1) = (£, 9), (w, 2) = (2, 9))], VjeN.

(3.58)
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< Gy (2, 9) — Gy (2, 9)
e [C(1 = Olllwmy = vmy |1 + 8my, = tm 1]
+C[Bmi,08my.iha (|2my, = Sjzm, )
+0m,00my i P2 ([Ymy — Ty )]
(L= AI*) Az, = By, > + ¥ A=A BI*) | Ay 1 = By, ||
+2{( @yt Ymp+1) — (2,9), (w, 2) — (&, 9))]

< m [C(1 = Oy, = vy |12+ 8my, =t |1%]
+C[Bmi08my.iha (|2my, — Sjzm, )
+0m,00my i 2 ([Ymy — Ty )]
(L= AI*) Ay, = By, > + ¥ (A=A BI*) | Ay 1 = By, ||
+2{(@myt1, Ymp+1) — (£, 9), (w0, 2) — (2,9))], VjeEN.

(3.59)

In particular, since a,,, > 0, we obtain

Gy (2, 9)
< ¢ = Olllwmy, = v |* + 5my, = by |I7]
+C[Brmi08my, i ([[Tm,, = Sjzm, )
+0my,00ms,5 02 (Y, — Tjym|1)]
+y (L= AIP) | Ay, — By 1> +7 (1= BIIP) | Ay 11— Bym, ||
+2{(@myt1, Y1) — (£, 9), (0, 2) = (2,9)), VjeEN.

In view of (3.54) and (3.60), we deduce that

(3.60)

m G, (#,7) = 0.

k—o0
This, together with (3.58), implies that
kli»rgo Gyt (2,9) = 0.

On the other hand, we have G(Z,9) < G, +1(Z, 9) for all £ € N which implies that
(Zmy» Ymy,) — (2, 9) as k — oo. Thus, we have (z,,y,) — (£,9) as n — oo, which
completes the proof. [ |
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Remark 3.1.

(1) We provide a positive answer to open question 1.1 (Theorem 3.1) in real Hilbert
spaces; furthermore, our method of proof is different from that in [32].

(2) We prove a strong convergence theorem for approximating common fixed points
of a countable family of quasi-nonexpansive mappings in Hilbert spaces. Our
strongly iterative sequence (3.31) is of modified Halpern-type scheme. In [32],
the author studied a relaxed alternating CQ-algorithm (RACQA) with weak con-
vergence for convex feasibility problems; they are independent of each other.
Our scheme has an advantage that we do not use any projection which creates
some difficulties in a practical calculation of the iterative sequence. Conse-
quently, the above question is answered in the affirmative without using projection
algorithm.

(3) Theorems 3.1 and 3.2 improve Theorem 1.1 and many results of fixed point in
the literature.

(4) In most cases strong convergence is more desirable than weak convergence.

4, STRONG CONVERGENCE THEOREMS FOR SPLIT COMMON FIXED-POINT PROBLEMS

In the following, we first prove the following strong convergence theorem of
Halpern-type for split common fixed-point problems in real Hilbert spaces.

Theorem 4.1. Let H; and H be two real Hilbert spaces, C C Hy, Q C Hs be two
nonempty, closed and convex sets. Let A : H; — Hs be a bounded linear operator,
{S;}jen be an infinite family of quasi-nonexpansive mappings from H; into itself and
{T}};en be an infinite family of quasi-nonexpansive mappings from Hs into itself such
that N2, F'(S;) = C and N2, F(T;) = (. Assume that for each j € N, S; — I and
T; — I are demiclosed at 0 Let z € H; be fixed. Let {a, }nen, {Bn7]}n€N7]€NU{O}
and {4, }njen be sequences in [0, 1] satisfying the following control conditions:

(a)
(b) >onzy an = oo
(€) Bro+ 302 Bnj =1, Vn €N;
)
)

lim,, .o o, = 0;

(d) liminf, .o Bnofn; >0, Vj € N;
() Onj >0, Vn,jeNand 3772, 0, ; =1, ¥n € N,

Let {z, }nen be a sequence generated by

x1 € Hy chosen arbitrarily,
[0.9]

n — 6n,0$n + Zﬂn,jijnu

(4.1) !

Un =W + 71 Y _ gAY (T — 1) A(wy),
j=1

Tpt1 = anz + (1 — ap)yn,
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where n € (0,1), v € (0, ﬁ) with X being the spectral radius of the operator A* A.

IfT:={z € C: Az € Q} # O, then the sequence {z,, } ,en defined in (4.1) converges
strongly to Pcz, where Pg is the metric projection from H; onto C.

Proof. We divide the proof into several steps. It is clear that T is a closed and
convex subset of C. Set

u = PFZ.

Step 1. We prove that the sequences {x,, }nen, {wWn}nen, {Yn}nen, {SjTn}jnen
{Aw,}nen are bounded. We first show that {x,},en is bounded. Let v € T be
arbitrarily chosen. In view of Lemma 2.6 there exists a continuous, strictly increasing
and convex function hs : [0, c0) — [0, co0) such that

Jwn —vl®

- Hﬁn,Oxn + Zﬁn,jijn - UH2

o0

42) < Buollen =0l + D BujllSjzn — ol* = BuoBuihs(llzn — Sjznl)
=
< Bnollzn —v|* + Zﬁn,j“xn —0||? = Bn0Bnjhs([|Tn — Sjznl)
j=1 _
= lzn — v||* = BnoBnjhs(|zn — Sjzal), VjeN.

This, together with Lemma 2.2(i), implies that

lyn = vI1? = llwn + 0 60 A*(Tj — I A(wy) — v

j=1
= [lwn —o]l* + 7| 25 JAN(Ty = D A(wy)|?
+2yn{wy, — v Z(anA* — I)A(wn))
2 2 “( 2
" <l — o+ 22 Z%HA ~ DA
+2yn{w, — v Z(anA* — I)A(wn))

< Jlzn =[P +9 ?7225,g (T =) A(wn), AA™(Tj = I) A(wn))

+27?725m wn — v, AT = I)A(wn))
ﬁn Oﬁn,jh3<Hxn S]an>7 V] e N.
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From the definition of )\, we conclude that

Y 8 (T, 1) A, AA'(T, ~ 1) AGun)
(4.4) < Mn? Z On,j (T — 1) A(wn), (T — 1) A(wn))

7=1
=M% 6l (T = ) A(wn) |1,
j=1

Let 7, := 290> 72, On,j(wy — v, A(T; — I)A(wy)). Then in view of Lemma 2.3(i),
we deduce that

Tn = 27772 5n,j <A(wn - v)? (Tj - I>A(wn>>

= 27172 Sn.j (A(wy, — v) + (Tj — I) A(wy,)
—(Tj — D A(wy), Tj — I) A(wn))

@5 27772%]‘ (Tj(A(wn)) = Av, (Tj = I A(wn)) = | (Tj — 1) A(wy) |*

<2903 80 (T = DA = (T = DA(wn)P)

< =Y o il(T5 = D A(wn)|*.
j=1
This, together with (4.3), implies that

lyn — vl <l = ol> = 0 (1= Aym) > 6 (T — ) A(w,)||?
j=1
_Bn,OBn,th(Hxn - Sﬂ?nH)a V] e N.

In view of (4.1) and (4.6) we conclude that

(4.6)

241 — ull®
= Hanz + (1 - an>yn - uH2
< anllz —ull* + (1 = an)llyn — ull?

A0 <anr—uf?

+(1 = o)l — ull* = yn(1 = 20) > 6n i (T — 1) A(w,)|?
j=1
_Bn,OBn,th(Hxn - S]anHv V] e N.
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This implies that

[2n41 = o]l = [lanz + (1 = an)yn — v
< agllz = ol + (1 = an)llyn — o
< agllz = ol + (1 = an) [z, — 2]
< max{||z — vl [[£n —v[}.

By induction, we obtain

[2n+1 = vl| < max{|[z =], |1 — o]}
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for all n € N. This implies that the sequence {||x,, — v|| }nen is bounded and hence the
sequence {z, }nen is bounded. This, together with (4.1), implies that the sequences

{yntnen, {wntnen, {Awp}tnen and {S;x,};nen are bounded too. Let
Ms : = sup{||[z — u|® —oonn —ull?
+yn(1 = Ayn) Z O gI(T5 = I) Alwn)||?
Brofiholom — Syzall) : i € N},

It follows from (4.7) that

(4.8) =
]7
< lwn — ull* = Jznga — ull® + onMs, vj e N.
Step 2. We prove that for any n € N
(4.9) lzni1 —ul? < (1 — ap)||zn — ul]? + 200 {@pi1 — u, 2 — u).

Let us show (4.9). In view of Lemma 2.2(iii) and (4.1), we obtain
2nr1 = ull? = flanz + (1 = an)yn — ulf?
<1 = an) (g — W* + 200 (241 — u, 2 = u)
< (1= o) |lyn — ul|? + 2000 (Tpy1 — u, 2 — u)
< (1= ap)||@n — ul|* + 200 (Tpy1 — u, 2 — u).

Step 3. We prove that x,, — u as n — oc.
We discuss the following two possible cases:

Br0Bn,iha |z = Sjzall) +m(L = Mym) Y 63 (T = D A(wy) |
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Case 1. Suppose that there exists ng € N such that {||z,, —ul[};Z,,, is nonincreas-

n=n,
ing. Then, the sequence {||z,, — u||}nen is convergent. Thus we have ||z, — ul|? —
|1 — ul|> — 0 as n — oo. This, together with condition (d), (e) and (4.8), implies
that

lim ||(T; — I)A(wy)|| =0 and lim hs(||z, — Sjz,|]), VjeN.
From the properties of h3, we conclude that
(4.10) lim ||(T; — I)A(wy)||=0 and lim ||z, — Sjz,||, VjeN.

On the other hand, we have

Yp — Wy, = ’ynZ(SnJA*(Tj — D A(wy), w, — 2z,
j=1

x
= Zﬂmj(Sja:n —2p) and Tpi1 — Yn = an(z — yp).
j=1

This implies that

(4.11) lim ||y, —wy||=0, lim |w,—2,][=0 and lim [|z,41 —ys| =0
n—oo n—oo n—oo
and hence
lim ||zp41 — 24| = 0.
n—oo

Since {z,, }nen is bounded, there exists a subsequence {xy, }ien Of {2, }nen such that
Zn, =y € Hy, and

lim sup(x, —u, z —u) = lim (x,, —u,z —u) = (y —u, z — u).
n— 00 1—00

In view of Lemma 2.1(i) we conclude that y € C. This, together with Lemma 2.1(ii),
implies that

limsup,,_, o (Tn+1 — u, 2 — u) < limsup(z,i1 — Tp, 2 — u)
n—oo
+ lim sup(x,, — u, z — u)
n—oo
= lim sup(x,, — u, z — u)
(4.12) n—co

Thus we have the desired result by (4.9) and Lemma 2.4.



On an Open Question of Moudafi for Convex Feasibility Problems in Hilbert Spaces 401

Case 2. Suppose that there exists a subsequence {n;}ien Of {n},en such that
[, — ull <{lzn 1 — ull

for all i € N. Then, by Lemma 2.5, there exists a nondecreasing sequence {my }xen C
N such that m; — oo,

0= o, | < fl = 2| and = x| < [ — 2, 11|
for all k£ € N. This, together with (4.6), implies that

B 0B b3 (| 2my, = Sjzmy |])

(L= 20) D Sy i |(T5 = 1) A(wn, )|
j=1

< Ny, = ul® = lwm1 = ull® + o, Ms

< CtmkM5,

(4.13)

for all j, k € N. Then, by conditions (a), (d) and (e), we get

Jim [[(T; = DAl = Tim hy(@m, = Siam]) =0,V €N.
From the properties of hs, we conclude that
(4.14) klgg@ (T; — I)A(wm,)| = klirrolo |Zm, — SjTm, |l =0, VjeN.
By the same argument, as in Case 1, we arrive at

(4.15) lim sup(z,, +1 — u, 2 —u) < 0.

k—oo

It follows from (4.9) that
(416)  |fzmers —ul® < (1= o) [z, — ull® + 200, (T2 — 1,2 — u).
Since ||z, — ul| < [|Zm,+1 — ul|, we have that

o [|my, = l® < |2, — ull® = lzme1 — ull® + 200, (@m0 — v, 2 = u)

< 20, (Tmt1 — U, 2 — ).
In particular, since a,,, > 0, we obtain

T, — UH2 < 2(Typ1 — U, 2 — u).
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In view of (4.15), we deduce that
lim ||z, —ul =0.
k—o0
This, together with (4.16), implies that
lim ||z, 41 —ul = 0.
k—o0
On the other hand, we have ||z; — u|| < ||m,+1 — u|| for all & € N which implies

that x, — w as &k — oo. Thus, we have z,, — u as n — oo and hence w,, — u as
n — oo. It follows from (4.10), (4.11), (4.14) and demiclosedness of 7; — I at 0 that

Tj(Au) = Au, VjeN.
This implies that Au € @, which completes the proof. ]

In this section our interest is in the study of the strong convergence of a Halpern-
type iterative algorithm for solving the following convex feasibility problem which is
called split convex feasibility problem:

(4.17) Findxze C, ye@Q suchthat Ax = By and Ay € D,

where Hy, Ho, Hs are real Hilbert spaces, C C Hy, Q C Hs, D C Hs are nonempty,
closed and convex sets, and A : Hy — Hs, B : Hy — Hs, A : Hy — H3 are bounded
linear operators. In particular, we can prove the following strong convergence theorem
concerning infinite-sets split convex feasibility problems whose proof will be omitted
since it can be proved by similar argument as those in Theorems 3.1, 3.2 and 4.1.

Theorem 4.2. Let Hy, H, and Hs be real Hilbert spaces, C C Hi, Q C Ho,
D C Hj be nonempty, closed and convex sets such that

C={eeH :f(x)<0} and Q={yeH:g(y) <0}

where f : Hi — R and g : Hy — R are two convex functions which are subdiffer-
entiable on C' and @ respectively and their subdifferentials are bounded on bounded
sets. Let A: Hy — Hs, B: Hy — Hs, A : Hy — H3 be bounded linear operators
and {7} en be an infinite family of quasi-nonexpansive mappings from Hs into itself
such that N2, F'(T;) = D. Assume that for each j € N, T} — I is demiclosed at 0.

Assume ¢ € (0,1),7 € (O,min{HAlHQ, W}) Let (u,w) € Hy x Hy be fixed. Let

{an}nenuqoy and {d,5}njen be sequences in [0, 1] satisfying the following control
conditions:
(@) limy,— 00 ay, = 0;

(b) 2onZo an = o003
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(€) 0nj >0, Vn,jeNand 3772, 6, =1Vn e N.
Let {z,}nenuqoy be a sequence generated by

xo € Hy, yo € Hy chosen arbitrarily,
un, = Pe, (xn, — yA*(Ax,, — Byy)),
2 = QT + (1 - C)una
o
Sp = Yn + Unz%,jf\*(Tj - I)A(yn>,

j=1
Wn = PQn(ZUn +vB*(Axpy1 — Byn))

t, = Csn + (1 - C)wnu
Tnt1 = Qptt+ (1 — ap) 2p,

(4.18)

Ynt1 = apw + (1 — ay)ty,

where C,, = {x € Hy : f(zn) + (&n,x — xn) < 0}, &, € Of(z), Qn = {y € Hy:
9(yn) + (M, y — yn) < 0}, my, € dg(yn) and n € (0,1), 0 € (0, ﬁ) with X being
the spectral radius of the operator A*A. If Q := {(z,y) € C x Q : Ax = By, Ay €
D)} # O, then the sequence {(xy,,yn)}nen defined in (4.18) converges strongly to
Pq(u,w), where P is the metric projection from H; x Hs onto (2.

Considering a single operator as a special case, we obtain the following corollary
directly.

Corollary 4.1. Let Hy, Hy and Hj be real Hilbert spaces, C Cc Hy, Q C Ho,
D C Hj be nonempty, closed and convex sets such that

C={eeH :f(x)<0} and Q={yeH:g(y)<0},

where f : Hi — R and g : Hy — R are two convex functions which are subdiffer-
entiable on C' and @ respectively and their subdifferentials are bounded on bounded
sets. Let A: Hy — H3, B: Hy, — Hs3, A : H, — H3 be bounded linear operators
and T : Hs — Hs be a quasi-nonexpansive mapping such that F'(7') = D. Assume
that T — I is demiclosed at 0. Assume ¢ € (0,1),v € (O’min{W’ W}) Let
(u,w) € Hy x Ho be fixed. Let {an}nenugoy be @ sequence in [0, 1] satisfying the
following control conditions:
(a) limy,— 00 ay, = 0;

(b) >0 om = oo.
Let {x,}nenuqoy be a sequence generated by
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xo € Hi, yo € Hy chosen arbitrarily,
un, = Peo, (xn, — vA*(Az,, — Byy)),
zn = Cxp + (1 = Q)un,

Sp = Yn + UnA*<T - I)A(yn>,

wn = P, (Yn +vB* (Azni1 — Byn))
tn = (sn + (1 = Qwn,

Tnt1 = apu + (1 — o) zp,

Ynt1 = @ + (1 — ay)ty,

where C,, = {x € Hy : f(zn) + (&n,x — xn) < 0}, &, € Of(z), Qn = {y € Hy:
9(yn) + My — yn) <0}, mp € 9g(y,) and n € (0,1), 0 € (0, ﬁ) with \ being
the spectral radius of the operator A*A. If Q := {(z,y) € C x Q : Ax = By, Ay €

D)} # O, then the sequence {(z,yn)}nen converges strongly to Pqo(u,w), where
Pq is the metric projection from H; x Hs onto €.

Remark 4.1.

(1) We extend the main result of [31] from two quasi-nonexpansive mappings to a
countable family of quasi-nonexpansive mappings; furthermore, our method of
proof is different from that in [31].

(2) Our strongly iterative sequence (4.1) is of modified Halpern-type scheme. In
[31], the author studied a modified Mann-type scheme with weak convergence
for split common fixed-point problems in Hilbert spaces; they are independent
of each other.

(3) In most cases strong convergence is more desirable than weak convergence.

CONCLUDING REMARKS

In this paper, we study the convex feasibility problem (1.1) in Hilbert spaces.
We introduce iterative algorithm (3.1) and obtain a strongly convergent sequence of
Halpern-type to a solution of the problem and provide an affirmative answer to question
1.1 and also obtain some strong convergence theorems. We end this section with the
following question:

Is there any strongly convergent iterative sequence of Halpern-type to a solution of the
following convex feasibility problem in the consistent case?

find GCl, ho GCQ, ey hi—1€ Cri—1 such that A;h =A2h2=...=z4m_1hm_1,

where m > 4 is a natural number, H,, Hs, ..., H,, are real Hilbert spaces, C; C H;
(i=1,2,...,m-1) are nonempty, closed and convex sets, and A; : H; — H,, (i=1,2,....m-1)
are bounded linear operators.
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