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Hausdorff Measure of the Escaping Parameter Without Endpoints is Zero for

Exponential Family

Jie Ding* and Lianzhong Yang

Abstract. In this paper, we prove that the escaping parameter I omitted endpoints

has Hausdorff measure 0 for the gauge function t/(log 1
t )s, where s > 1. This is

a counterpart result on parameter space of exponential family of Theorem 1.1 in

paper [5].

1. Introduction

Let f be a transcendental entire function and denote by fn(z) = f ◦ fn−1(z) the n time

iteration of f , for n ≥ 1. Based on the behavior of the point z under iteration of f , the

complex plane C is split into two fundamentally different parts: the Fatou set F (f), where

{fn(z)} forms a normal family in the sense of Montel (i.e., equicontinuous), and the Julia

set J(f), where it is chaotic. Both the Fatou set and the Julia set are completely invariant,

i.e., z ∈ F (f) if and only if f(z) ∈ F (f). For more properties of these sets, we refer to the

surveys [3, 20] and books [2, 15,23].

In 1984, Devaney and Krych [7, p. 50] proved that the Julia set of exponential function

J(Eλ) consists of uncountably many pairwise disjoint curves, which are called the “hairs”

for 0 < λ < 1/e. Here Eλ, λ 6= 0 denotes the exponential family λ exp(z).

The escaping set of f is defined by I(f) = {z : fn(z) → ∞ as n → ∞}. The impor-

tance of this set arises from Eremenko’s result [8] according to the fact J(f) = ∂I(f). In

2003, Schleicher and Zimmer [21, Corollary 6.9] proved that the escaping points of f are

organized in the form of differentiable curves called “dynamical rays” and every escaping

point of Eλ is either on a ray or the endpoint of a ray.

Let S0 denote the set consisting of external address s, which is exponential bounded.

As we known, the dynamics rays with a fast address s must land on its endpoint. So we

denote Xs by a closed interval [ts,∞) when s is a fast address, and denote Xs = (ts,∞) for

otherwise. (See Definition 2.1 for external address; exponential bounded and fast address

etc.)
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Theorem 1.1. [21, Corollary 6.9] If λ is not an escaping parameter, there is a continuous

bijection

gλ : Y = {(s, t) ∈ S0 × R : t ∈ Xs} → I(Eλ).

If λ is an escaping parameter, then there exists (sλ, tλ) such that gλ(sλ, tλ) = 0. We

have to restrict the continuous injective map gλ : Y \ Yλ → I(Eλ) where

Yλ = Y \ {(s, t) : ∃n ≥ 1 such that σns = sλ and Fn(t) ≤ tλ}.

Moreover, Ekλ(gs(t)) = F k(t) + 2πisk+1 + o(1) as k →∞ and Eλ(gs(t)) = gσ(s)(F (t)).

McMullen [14] proved that the Hausdorff dimension of J(Eλ) is 2 for λ 6= 0. In fact,

he proved that the Hausdorff dimension of the escaping set I(Eλ) is 2 and I(Eλ) ⊂ J(Eλ).

Recently, Peter [16] studied the Hausdorff measure respect to some gauge functions (see

Definition 1.2) of Julia set of exponential functions.

We denote the endpoints of escaping set of exponential function by C. Karpińska [12,

Theorem 1.1] proved that Julia set of Eλ omitting endpoints, i.e., J(Eλ)\C, has Hausdorff

dimension 1, and the Hausdorff dimension of endpoints is 2 for some λ. This phenomenon

is called “Karpińska paradox”. In [21, Corollary 7.1], Schleicher and Zimmer extended

the above result and obtained a similar result for general λ: the union of all dynamic

rays has Hausdorff dimension 1, while the set of escaping rays endpoints has Hausdorff

dimension 2.

There are also some other important results on Hausdorff measure and Lebsegue mea-

sure, see [4, 11,22].

A gauge function is a monotonically increasing function h : [0, ε) → [0,+∞), which is

continuous from the right of point 0 and h(0) = 0.

Definition 1.2. Let A be a subset of Rm, and let δ > 0 be a constant. Then

HMh(A) := lim inf
δ→0


∞∑
j=1

h(diam(Aj)) : A ⊂
∞⋃
j=1

Aj and diam(Aj) < δ


is the Hausdorff measure with respect to the gauge function h, where diam(Aj) = supx,y∈Aj

|x− y| is the standard Euclidean diameter of Aj .

The Hausdorff measure is an outer measure of Borel sets which are measurable. In

particular, when hs(r) = rs (s > 0), HMh(A) is called the s-dimension Hausdorff measure

of a set A, denoted by HMhs(A). If HMhs(A) < ∞, then HMht(A) = 0 for all constants

t > s; if HMhs(A) > 0, then HMht(A) =∞ for all t < s. From the above argument, there

exists a constant s such that HMht(A) = 0 for all t > s and HMht(A) = ∞ for all t < s.

The constant s is called the Hausdorff dimension of A, and is denoted by s = HD(A).

Recently, Bergweiler and Wang [5] proved two results on Hausdorff measure of J(Eλ)\
C, we state one of these results as follows.
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Theorem 1.3. [5, Theorem 1.1] Let s > 1. Then HMh(J(Eλ) \ C) = 0 for h(t) =

t/(log(1/t))s.

In order to state conveniently in parameter space, we denote the exponential maps by

Eκ = exp(z) + κ rather than λ exp(z), but they are conjugate by translation.

Devaney [6] studied the parameter space of Eκ and introduced the bifurcation graph,

whose boundary is very complicated. It contains the escaping parameter

I = {κ ∈ C : Enκ (κ)→∞ as n→∞}.

Förster and Schleicher [10] proved that the set I consists of uncountably many disjoint

curves in parameter space which are called “parameter rays”. Förster, Rempe and Schle-

icher [9] also give a classification of I: every escaping parameter is either on a parameter

ray or the endpoint of one such ray.

Theorem 1.4. [9, Proposition 2.2] Let s ∈ S0 and t ∈ Xs. Then there exists a unique

parameter κ = Hs(t) with κ = gκs (t). Furthermore, Hs(t) is continuous in t. Conversely,

for any escaping parameter κ, there exist unique s ∈ S0 and t ∈ Xs such that κ = Hs(t).

Furthermore, Qiu [18, Theorem 1] showed that the Hausdorff dimension of I is 2.

Later, in [1, Theorem 1] the authors proved the “Karpińska paradox” for the escaping

parameter I, i.e., the Hausdorff dimensions of the union of all parameter rays I \ CI and

the set of endpoints CI are 1 and 2, respectively, where CI denotes the endpoints of I. For

the parameter space of exponential map. We have to mention a very important result on

the bifurcation graph, which is given by Rempe and Schleicher [19].

Since the parameter and dynamics rays have the same structure (compare Theorem 1.1

with Theorem 1.4), it is natural to ask whether an analogous result to Theorem 1.3 could

be obtained for I? Our main result addresses this question as follows.

Theorem 1.5. Let s > 1. Then HMh(I \ CI) = 0 with respect to the gauge function

t/(log 1
t )
s.

2. Notation and preliminaries

In this part, we will give some basic definitions, some of them have been mentioned in

Section 1.

Definition 2.1 (External address or itinerary). Let S = {(s1s2s3 · · · ) : sk ∈ Z for all k}
be the space of sequences over the integers, and let σ be the shift map on S. For any z ∈ C
with Enλ (z) /∈ R− for all n ∈ N, the external address or itinerary s = (s1s2s3 · · · ) ∈ S of z

is the sequence of numbers of the strips {z : (2si − 1)π ≤ Im(z) < (2si + 1)π} containing

the point E
(i−1)
λ (z).
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We will fix F (t) = exp(t) − 1, (t > 0) as a comparison function. For any sequence

s = (s1s2s3 · · · ), if there are A and x ≥ 0 such that |sk| ≤ AF (k−1)(x) for all k ≥ 1, then

s is called exponentially bounded. An external address s is fast if for every A and x > 0,

all sufficiently large n have a k such that sn+k > AF (k−1)(x). Otherwise, the external

address s is slow. We denote the exponentially bounded sequences s by S0.

Definition 2.2 (Minimal potential of external address). For any sequence s = (s1s2s3 · · · ),
define its minimal potential ts ∈ [0,∞] to be

ts = inf

{
t > 0 : lim sup

k≥1

|sk|
F (k−1)(t)

= 0

}
.

Moreover, tσ(s) = F (ts).

Recall that s ∈ A is a exponentially bounded if and only if ts < ∞. Any orbit {zn}
which avoids R− has an exponentially bounded external address.

We also need to recall parameter rays Hs as introduced in [9, 10]. For every s ∈ S,

there is a well-defined minimal potential ts and an injective curve Hs : (ts,∞) → C with

the following properties: for any escaping parameter κ ∈ I, there exist a unique s ∈ S0

and a unique potential t > ts such that κ = Hs(t).

In order to prove Theorem 1.5, we need the following lemmas.

Koebe growth and distortion theorems imply that all univalent functions f : D → C
such that f(0) = 0, f ′(0) = 1 is normal. The following lemma is a simple application of

the Koebe growth and distortion theorems.

Lemma 2.3. Let z0 ∈ C, r > 0 and f be a univalent function in D(z0, r). If z ∈ D(z0, r),

then

r2|f ′(z0)| r − |z − z0|
(r + |z − z0|)3

≤ |f ′(z)| ≤ r2|f ′(z0)| r + |z − z0|
(r − |z − z0|)3

and

r2|f ′(z0)| |z − z0|
(r + |z − z0|)2

≤ |f(z)− f(z0)| ≤ r2|f ′(z0)| |z − z0|
(r − |z − z0|)2

.

For our use, we need the following version.

Lemma 2.4. Let Ω be a domain and K be a compact subset of Ω. Then there exists a

positive constant C (depending on K) such that for every univalent function f on Ω and

every pair of points µ, ν ∈ K, we have

|f ′(µ)|
|f ′(ν)|

≤ C.
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Proof. Since µ, ν ∈ K, there must exist finitely many points µ1, µ2, . . . , µn ∈ K and

positive real numbers r1, r2, . . . , rn such that

µ1 ∈ D(ν, r1) ⊂ Ω, µ2 ∈ D(µ1, r2) ⊂ Ω, . . . ,

µk ∈ D(µk−1, rk) ⊂ Ω, . . . , µ ∈ D(µn, rn+1) ⊂ Ω,

where k ∈ {1, 2, . . . , n}.
Using Lemma 2.3 to the above disks, we have

|f ′(µ1)|
|f ′(ν)|

≤ r2
1

r1 + |µ1 − ν|
(r1 − |µ1 − ν|)3

= C(r1),

...

|f ′(µk)|
|f ′(µk−1)|

≤ r2
k

rk + |µk − µk−1|
(rk − |µk − µk−1|)3

= C(rk),

...

|f ′(µ)|
|f ′(µn)|

≤ r2
n+1

rn+1 + |µ− µn|
(rn+1 − |µ− µn|)3

= C(rn).

It follows from these inequalities that |f ′(µ)|/|f ′(ν)| ≤ C(r1) · · ·C(rk) · · ·C(rn) = C,

thus the claim follows.

How escaping points are organized in the complex plane is an interesting question,

Schleicher and Zimmer [21] obtained a complete answer on this question.

Lemma 2.5. [21, Proposition 4.5] For every exponentially bounded external address s

and every t > ts, the point gs(t) satisfies the asymptotic bound Ekλ(gs(t)) = F k(t) − κ +

2πisk+1 + o(1) as k →∞. In particular, it satisfies

| Im(Ekλ(gs(t)))|p

Re(Ekλ(gs(t)))
→ 0

as k →∞, for every p > 0.

Here we define a standard square Q to be open square of sidelength π/2 with sides

parallel to the axes. The double square of Q is a square Q̂ of sidelength π with parallel

sides and common center.

Let Λ ⊂ C and let N ∈ N. Suppose that ENκ : Λ→ Q; κ 7→ ENκ (κ), thus

EN+1
κ (κ) = Eκ(ENκ (κ)) = Eκ(z)(z),

where ENκ (κ) = z ∈ Q.

Then, we can define the n-th iteration of this map on set Q is Enκ(z)(z) = EN+n
κ (κ),

where z ∈ Q and κ satisfies ENκ (κ) = z.
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Remark 2.6. In order to distinguish function Enκ (κ) from function Enκ(z)(z) (which also

depends on κ), we will use notation Gn(κ) = Enκ (κ) when κ ∈ Λ. In the following, we

simplify the index and write Eκ(z)(z) instead of Eκ(z).

Lemma 2.7. [1, Lemma 2] Suppose that Λ, Q are sets such that GN : Λ → Q is a

conformal isomorphism, Re(Q) > τ > 1 and |G′N (κ)| > 2 for all κ ∈ Λ. Then GN+1 : Λ→
GN+1(Λ) is a conformal isomorphism with

|G′N+1(κ)| > 2|G′N (κ)| for all κ ∈ Λ.

Λ Q GN+1(Λ)
GN

Ek

Moreover, maps Eκ : Q→ GN+1(Λ) are conformal isomorphisms with

|E′κ(z)| > eτ − 1 for all z ∈ Q.

For p > 1 and τ ≥ 0, we define

χp,τ = {κ : Re(κ) > τ and Im(κ) < (Re(κ))1/p}

and

Ip,0 = {κ : Gn(κ) ∈ χp,0 for all sufficiently large n}.

Exponential mapping defined on a domain D whose diameter satisfied supz,w∈D |z −
w| < 2π will be conformal. It can also be a conformal mapping for function Gn under

some conditions on parameter space, the detail is as follows.

Lemma 2.8. [1, Lemma 3] Let p > 1, τ > 0 be constants and Λ ⊂ C be an open set. If

Gn(κ) ∈ χp,0 for all but finitely many n and |G′n(κ)| → ∞ for some κ ∈ I ∩ Λ, then there

exist an N ∈ N, a neighborhood U ⊂ Λ of κ and a standard square Q ⊂ χp,τ with center

GN (κ) such that GN : U → Q̂ is a conformal isomorphism, where Q̂ is double square of

Q. Moreover, Gn(κ) ∈ χp,τ for all n ≥ N .

Lemma 2.9. [1, Lemma 6] Parameter rays satisfy d
dκGn(κ)→∞ and d

dtGn(Hs(t))→∞
as n→∞.

The following lemma is important to prove the Hausforff measure is zero.
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Lemma 2.10. [5, Lemma 2.2] Let A ⊂ Rm and let h be a gauge function. Suppose that

for all x ∈ A and δ, ε > 0, there exists ρ(x) ∈ (0, 1), d(x) ∈ (0, δ) and N(x) ∈ N satisfying

N(x)h(d(x)) ≤ ερ(x)m such that D(x, ρ(x)) ∩ A can be covered by N(x) sets of diameter

at most d(x). Then HMh(A) = 0.

Under bilipschitz mappings, zero and infinity Hausdorff measure are preserved.

Lemma 2.11. [17, Lemma 2.8] Let A ⊂ C and f be a bilipschitz mapping. Suppose that

h is a gauge function. If HMh(A) = 0 (resp. ∞), then HMh(f(A)) = 0 (resp. ∞).

3. Proof of Theorem 1.5

The main ideas of this part come from [1,5]. Since we will estimate the Hausdorff measure

in parameter space, it needs more carefully to control the difference of values Eκ(z) between

different parameter κ.

For every escaping parameter κ ∈ I \ CI , the definition implies that κ is an escaping

point for Eκ. It follows from Lemma 2.5 that Re(κ) > 0 and | Im(Gn(κ))| < Re(Gn(κ))1/p

for all sufficiently large n. That is, I \ CI ⊂ Ip,0. In the following, we will show that the

theorem holds for the set Ip,0.

Suppose that τ > 1 and Q ⊂ χp,τ is a standard square. Take κ ∈ Ip,0, from Lemmas 2.7

and 2.8, we know that there exist N ∈ N and a neighborhood U of κ such that GN : U →
Q̂ is a conformal mapping. Let Λ be the component of (GN )−1(Q) contains κ, then

GN : Λ→ Q is a conformal isomorphism. Furthermore, Λ is bounded and Re(z) > τ > 1

for all z ∈ Q.

Because of G′n(κ) → ∞, we can choose above N large enough such that |G′N (κ)| > 2

for all κ ∈ Λ. It follows from Lemma 2.7 that Eκ : Q → Eκ(Q) is also a conformal

isomorphism. Let

r0 = inf
z∈Q
{Re(z)}, R0 = sup

z∈Q
{Re(z)} = r0 +

π

2
.

Since exp(Q) is a quarter annulus with inner and outer radius are er0 and eπ/2er0 , respec-

tively. Then Eκ(Q) is a domain which is similar to a quarter annulus.

We denote r1 = infz∈Ω{Re(z)}, R1 = supz∈Ω{Re(z)}, where Ω = Eκ(Q) ∩ χp,τ . So

er0

2
≤ r1 < R1 ≤ 2eπ/2er0 .

Moreover, we can choose several standard squares Q1i with double squares Q̂1i, such that

the union of Q1i covers the set Ω. Denote (Eκ)−1(Q1i) ∩ Q by U1i. Fix a point z ∈ Q,

without loss of generality, we assume Q11 is a square contained in Eκ(z). To simplify

notations, we will use Q1 and U1 instead of Q11 and U11, respectively. By the same reason
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we deduce that Eκ(Q1) is a domain similar to a quarter annulus with real part between

r2 = er
′
1/2 and R2 = 2er

′
1+π/2, where r1 ≤ r′1 ≤ R1. Then we get that Q2 ⊂ E2

κ(U1) which

contains the point E2
κ(z). Pull back Q2 by (E2

κ)−1, and denote the component in Q by U2.

Repeating the above process, we can get a sequence of standard squares {Qn}, double

squares {Q̂n}, {Un} and {Ûn}.
Set U =

⋂∞
n=1

(⋃N(i)
i=1 Uni

)
. By the definition of Uni, we have

U = {z ∈ Q : Enκ (z) ∈ χp,τ for all n (∈ N) ≥ N}.

Since Eκ is univalent in Q̂, it implies from Lemma 2.4 that

(3.1)
|E′κ(µ)(µ)|
|E′κ(ν)(ν)|

≤ C

for some constant C and every pair µ, ν ∈ Q.

Recalling the definitions of Rj and rj , for all j ∈ N, we have

(3.2) 1 < α ≤ Rj
rj
≤ 4eπ/2.

In view of (3.1),
π

2C
|E′κ(z)| ≤ Rj − rj ≤

Cπ

2
|E′κ(z)|.

Using (3.2) to the inequality above, we deduce that

M−1Rj ≤ |(Eκ)′(z)| ≤MRj ,

and

(3.3) M−n
n∏
j=1

Rj ≤ |(Enκ )′(z)| ≤Mn
n∏
j=1

Rj

for sufficiently large constant M and every z ∈ U .

In the following, we will use Lemma 2.10 for the set U . Noting that Enκ (Un−1)∩χp,τ =

Eκ(Qn−1) ∩ χp,τ can be covered by Nn(z) squares with sidelength which is 2(Rn)1/p, and

center lie on the real axis. Then

(3.4) Nn(z) ≤ Rn

R
1/p
n

= R1−1/p
n .

We will get dn and ρn by pulling back those squares. Enκ is a conformal map on Q,

from Lemma 2.3, it follows that there exists a constant C such that the diameter of the

component of (Enκ )−1 which contained in U is less than CR
1/p
n /|(Enκ )′(z)|, i.e.,

(3.5) dn(z) =
CR

1/p
n

|(Enκ )′(z)|
.
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By the same argument, we get

(3.6) ρn(z) =
c

|(En−1
κ )′(z)|

,

where c is a constant.

We now develop the following lemma needed for the proof.

Lemma 3.1. Suppose that z ∈ U , n ∈ N and s > 1. Then for sufficiently large τ , there

exist constants η ≤ (s− 1)/4, η1 such that

(3.7) Rn+1 ≥ rn+1 ≥ eη1rn = eηRn .

A similar result for the exponential map is proved by Karpińska and Urbański [13,

Lemma 2.3]. We will use their method to the exponential family Eκ here.

Proof of Lemma 3.1. For any z ∈ U . By (3.2), we get that

rn+1 ≥ (4eπ/2)−1Rn+1 ≥ (4eπ/2)−1|Eκ(Enκ (z))|

=
exp{Re(κ)− π/2}

4
exp{Re(Enκ (z))}

=
exp{Re(κ)− π/2}

4
eβ,

where β =
√
|Enκ (z)|2 − | Im(Enκ (z))|2.

Since Enκ (z) ∈ χp,τ and since x1/p ≤ x/(8eπ/2) for large x ∈ R+ we have

|Enκ (z)|2 − | Im(Enκ (z))|2 ≥ r2
n − |Re(Enκ (z))|2/p ≥ r2

n −
(
|Re(Enκ (z))|

8eπ/2

)2

≥ r2
n −

(
Rn

8eπ/2

)2

≥ r2
n −

(rn
2

)2
=

√
3

2
rn.

Then we can get the inequality (3.7) for η1 =
√

3/2 and η = min{η1/4e
π/2, (s − 1)/4},

thus the proof is completed.

Recall that both dn and ρn tend to 0 as n → ∞, and for any ε > 0 there exists a

positive integer n satisfying ε ∈ (1/(logRn)2η, 1/(logRn−1)2η]. Combining (3.3), (3.4),

(3.5) and (3.6), we deduce that

Nn(z)h(dn(z)) ≤ R1−1/p
n

dn(z)

(log(1/dn(z)))s

≤ R1−1/p
n

R
1/p
n

Rn logRn

1

(logRn + log logRn − logR
1/p
n )s

≤ R1−1/p
n

R
1/p−1
n

logRn((1− 1/p) logRn)s
≤ c0

(logRn)1+s

≤ c0

(logRn)2+4η
≤ c0ε

(logRn)2+2η
,
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where c0 = 1/(1− 1/p)s.

Furthermore, for any constant γ and δ > 0, it follows from (3.7) that

(3.8) γ
n−1∏
j=1

Rj ≤ (logRn)1+δ.

We can choose γ = c0M
n/c and δ = η. Then (3.8) will be Nn(z)h(dn(z)) ≤ ερ2

n(z), which

implies HMh(U) = 0 from Lemma 2.10. Recall that GN : Ip,0 ∩ Λ → U is a conformal

isomorphism, so it is a Lipschitz map on the compact set Ip,0∩Λ. Furthermore, the inverse

function is also a Lipschitz map. From Lemma 2.11, it follows that HMh(Ip,0 ∩ Λ) = 0.

We can repeat the above process for all standard squares Q and positive integers N ,

that is: there is a countable set {Λi} which covers Ip,0 and HMh(Ip,0 ∩ Λi) = 0 for all i.

Therefore, we get HMh(Ip,0) = 0, and the proof is completed.

Moreover, the authors in [5] also proved that the Hausdorff measure with respect to

some gauge function of the dynamics rays is ∞.

Theorem 3.2. Let s > 1. Then HMh(J(Eλ) \ C) =∞ for h(t) = t/Ls(1/t).

The same reason as above argument, we derive the following problem.

Problem 3.3. Whether we can find a gauge function such that the Hausdorff measure of

parameter rays respect to which is ∞.

But the method in this paper can not work for above problem. Because the parabolic

domain χp,τ used to separate the endpoint from the escaping parameter is not enough.

We need a accurately separation for studying the Hausdorff measure is ∞.
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[13] B. Karpińska and M. Urbański, How points escape to infinity under exponential maps,

J. London Math. Soc. (2) 73 (2006), no. 1, 141–156.

[14] C. McMullen, Area and Hausdorff dimension of Julia sets of entire functions, Trans.

Amer. Math. Soc. 300 (1987), no. 1, 329–342.

[15] J. Milnor, Dynamics in One Complex Variable, Introductory lectures, Friedr. Vieweg

& Sohn, Braunschweig, 1999.

[16] J. Peter, Hausdorff measure of Julia sets in the exponential family, J. Lond. Math.

Soc. (2) 82 (2010), no. 1, 229–255.

[17] , Hausdorff measure of escaping and Julia sets for bounded-type functions of

finite order, Ergodic Theory Dynam. Systems 33 (2013), no. 1, 284–302.



1462 Jie Ding and Lianzhong Yang

[18] W. Qiu, Hausdorff dimension of the M -set of λ exp(z), Acta Math. Sinica (N.S.) 10

(1994), no. 4, 362–368.

[19] L. Rempe and D. Schleicher, Bifurcations in the space of exponential maps, Invent.

math. 175 (2009), no. 1, 103–135.

[20] D. Schleicher, Dynamics of entire functions, in: Holomorphic Dynamical Systems,

295–339, Lecture Notes in Mathemathics 1998, Springer, Berlin, 2010.

[21] D. Schleicher and J. Zimmer, Escaping points of exponential maps, J. London Math.

Soc. (2) 67 (2003), no. 2, 380–400.

[22] G. Zhan and L. Liao, The M -set of λ exp(z)/z has infinite area, Nagoya Math. J.

217 (2015), 133–159.

[23] J. Zheng, Dynamics of Transcendental Meromorphic Functions, Tsinghua University

Press, Beijing, 2006.

Jie Ding

School of Mathematics, Taiyuan University of Technology, Taiyuan, Shanxi, 030024,

China

E-mail address: dingjie@tyut.edu.cn

Lianzhong Yang

School of Mathematics, Shandong University, Jinan, Shandong, 250100, China

E-mail address: lzyang@sdu.edu.cn


	Introduction
	Notation and preliminaries
	Proof of Theorem 1.5

