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We are glad to achieve this special issue. This special issue was
opened in late November of 2013 and closed in early February
of 2014. There were 67 submissions in total, and 24 of them
were accepted for publication after strict reviews, which
gave important developments and applications in nonlinear
analysis.

This special issue mainly concentrates on some latest
developments and applications in nonlinear analysis. The
topics of the accepted 22 articles cover various research
fields of nonlinear analysis from theory to applications. Using
techniques of nonlinear analysis, such as the fixed point
theory and nonlinear spectral theory, as well as the iteration
theory, many new methods and their analyzed techniques
of convergence are presented for solving some nonlinear
problems. Furthermore, some practical applications and
numerical examples are given. These are our main aims of
sponsoring this special issue.

The article by H. Zegeye and N. Shahzad studied the
strong convergence of Halpern iteration (1) for a finite
family of right Bregman strongly nonexpansive mappings
{T,,T,,...., Tk

X1 = apu+ (1 —a,) Tx,,

where T =T oTyo0-- 0 Ty.
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They obtained that the sequence {x,} strongly converges to a
common fixed point of such a finite family in the framework

of real reflexive Banach space, which applied to approximate
a common zero of a finite family of maximal monotone
mappings and a solution of a finite family of convex feasibility
problems in real reflexive Banach spaces.

The article by L. Shi et al. introduced an iterative
algorithm to solve the multiple-sets split equality problem
(MSSEP) in the framework of infinite-dimensional Hilbert
spaces under some more mild conditions for the iterative
coeflicient. The multiple-sets split equality problem (MSSEP)
is the following problem:

N M
finding a point x € UCi, y € UQ]- s.t. Ax = By,
i=1 =1

2)

where {Ci}f\:]l, {Qi}f\fl are two families of closed convex sub-
sets of Hilbert spaces H,, H,, respectively,and A : H; — Hj,
B:H, — Hjaretwo bounded linear operators. It is obvious
that MSSEP is called split equality problem (SEP) if N = M =
1; MSSEP and SEP reduce to the well-known multiple-sets
split feasibility problem (MSSFP) and split feasibility problem
(SFP)ifB = I.

The article by H. He and S. Liu showed the strong
convergence theorems of the CQ algorithm for H-monotone
operators in Hilbert spaces by hybrid method in the mathe-
matical programming.
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The article by Y. Wang and H. Shi proved that a
modified mixed Ishikawa iteration strongly converges to
some common fixed point of two asymptotically quasi-
pseudocontractive type non-self-mappings.

The article by L. Wei and R. Tan obtained strong con-
vergence of iterative scheme with errors for finding some
common zero of finite accretive operators and nonlinear
elliptic systems and the relationship between zeros of m-
accretive operator and a class of nonlinear elliptic systems.

A kind of generalized complementarity problem (GCP) is
defined by

F(x)=20, G(x)=0, (F(x),G(x))=0, (3)

where F : R — R',G : R' — R" are two
differentiable functions. The article by S.-Q. Du studied this
class of generalized complementarity problem (GCP) and
gave a generalized Newton method for finding some solution
of such a problem. Furthermore, they showed the global
convergence and superlinear local convergence results as well
as some numerical results.

The article by H. Jiao et al. presented a novel optimiza-
tion method for effectively solving the following noncon-
vex quadratically constrained quadratic programs (NQCQP)
problem:

min G, (x) = Xl A% + (dO)Tx
. T
s.t. Gi(x)=xTA’x+(d’) x<b, i=12,....m

xeXO:{xeR":logxguo},

(4)

where A’ are all symmetric matrices, d’,d’ € R", and
b € R, i = 1,2,...,m, and showed the convergence of
the presented algorithm to the global optimum point of the
NQCQP problem.

The article by L.-P. Yang et al. established a global opti-
mization algorithm for solving globally the generalized non-
linear multiplicative programming (MP) with a nonconvex
constraint set, which may be used to solve a general reverse
convex programming problem and a series of linear programs
that do not grow in size from iterations to iterations.

The article by J. Shen et al. introduced a cutting plane and
level bundle method for minimizing nonsmooth nonconvex
functions by combining cutting plane method with the ideas
of proximity control and level constraint, which made a
distinction between affine pieces that exhibit a convex or a
concave behavior relative to the current iterate, and showed
that the sequence defined by such a method converges to
some kind of stationarity point.

The box-constrained optimization problem is given by

minf (x),

I<x<u,
e xsu (5)

where f : R" — R is continuously differentiable and I,u €
R", with < u. In the paper by Q. Wang and Y. Che, a practical
algorithm for solving large-scale box-constrained optimiza-
tion problems is developed, analyzed, and tested. Under some
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appropriate conditions, they showed the global convergence
of the algorithm and gave the numerical experiments and
comparisons by using some box-constrained problems.

The article by Y.-H. Ren analyzed the second-order
multiplier iteration based on a class of nonlinear Lagrangian
algorithm for solving nonlinear programming problems with
inequality constraints.

The article by Y. Qiu et al. studied a nonmonotone
adaptive Barzilai-Borwein gradient algorithm for /,-norm
minimization problems arising from compressed sensing and
established its global convergence result under some suitable
conditions.

The article by X.-P. Hou et al. presented a global optimiza-
tion algorithm for solving the signomial geometric program-
ming (SGP) problem. They first convert the initial nonconvex
programming problem (SGP) into an equivalent monotonic
optimization problem and proved the convergence of such
an algorithm to the global minimum of the SGP by means
of the subsequent solutions of a series of relaxation linear
programming problems.

The article by J. Yuan and C. Wang considered the Furuta-
type inequalities and their applications and obtained a unified
satellite theorem of grand Furuta inequality and some Furuta-
type inequalities under A > B > 0 via Loewner-Heinz
inequality.

The article by H. Li and T. Ma investigated the bounded-
ness and compactness of generalized composition operators
Cg from (B#(BM’O)) spaces to spaces Qg ,(p,q). The other
article by the same authors studied an iterative process which
converges strongly to a zero of a finite sum of monotone
mappings.

The article by E. Zuo and J. Shen provided some con-
ditions for 2 x 2 operator matrices whose diagonal entries
are M-hyponormal operators to be subscalar and showed the
Weyl-type theorem of such operator matrices

The article by X. Li and F Gao considered the tensor
products for class A(n) operators (an operator T € B(H) is
called a class A(n) operator if |T7 20 > | T12) and gave a
necessary and sufficient condition for T ® S to be a class A(n)
operator when T and § are both nonzero operators.

The article by H. Wang et al. considered the Cauchy
problem for a fifth-order equation and proved its locally well-
posed for the initial data in the Sobolev space H*(R) with
s > 1/4. Moreover, they also established the ill-posedness for
the initial data in H*(R) with s < 1/4.

The article by C. Li et al. used the principal component
analysis method to achieve dimensionality and correlation of
input variables and obtained the three major factors affecting
membrane fouling most obviously: MLSS, total resistance,
and operating pressure, and applied genetic algorithm to
optimize the initial weights and the threshold of BP neural
network and established the membrane fouling prediction
model based on GA-BP network.
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