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#### Abstract

This paper investigates the relative orbit control problem for a space communication satellite network. An observer-based state feedback control scheme is developed under the circumstance of faults and disturbance occurring in the sensors and actuators. The validity of sliding mode observer for the satellites' network is deduced and the analysis and proof of the relative orbit stabilization control are completed.


## 1. Introduction

The agile satellites have brought a great number of conveniences for modern spatial application; they have evolved from single satellite to constellation and formation [1]; furthermore, a spatial dynamic network is constructed. In order to expand the range of imaging services, orbit maneuver ability becomes an intrinsic ability of the satellite, and the satellites do not run on their preselected orbit. Therefore, the relative position and velocity need to be measured; all the members in the spatial agile imaging network need to be controlled real-timely [2].

The research of relative motion control is focusing on the two aspects, namely, relative orbit control and relative attitude control. Some methods are proposed for relative orbit control, such as optimal control for the orbit rendezvous [3] and predictive control for the rendezvous maneuver [4]. The relative control methods include the centralized and decentralized approach [5]. These methods pay more attention to the control law design in an ideal world where the status measurement sensors and control actuators work well. The modern control method is mentioned and analyzed [6-11] while, in the practical orbit control, the sensors and actuators will work in the fault or disturbance status.

This paper will complete the studies and analysis of sliding mode observer and state feedback control based on
designed observer. The relative motion dynamic model will be depicted in Section 2; the sliding mode observer will be discussed in Section 3; the state feedback controller will be designed and its stabilization analysis is completed in Section 4.

## 2. Dynamic Model of Network Members

The relative motion dynamics of satellite communication network is usually established in the local-vertical-local horizontal [LVLH] coordinate system [12]. The relative motion equation can be rewritten as in the following form:

$$
\begin{equation*}
\ddot{x}(t)-A_{1} \dot{x}-A_{2} x-C(x)=B u . \tag{1}
\end{equation*}
$$

Formula (1) can be expanded into the following form:

$$
\left[\begin{array}{c}
\ddot{x} \\
\ddot{y} \\
\ddot{z}
\end{array}\right]-\left[\begin{array}{ccc}
0 & 0 & 2 \omega_{t} \\
0 & 0 & 0 \\
-2 \omega_{t} & 0 & 0
\end{array}\right]\left[\begin{array}{l}
\dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right]-\left[\begin{array}{ccc}
\omega_{t}^{2} & 0 & \dot{\omega}_{t} \\
0 & 0 & 0 \\
-\dot{\omega}_{t} & 0 & \omega_{t}^{2}
\end{array}\right]\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right]
$$

$$
-\left[\begin{array}{c}
-\frac{\mu}{r_{t}^{3}} \delta x  \tag{2}\\
-\frac{\mu}{r_{t}^{3}} \delta y \\
-\frac{\mu}{r_{t}^{3}} \delta z+\frac{\mu}{r_{t}^{2}} \delta-\frac{\mu}{r_{t}^{2}}
\end{array}\right]=\left[\begin{array}{l}
a_{x} \\
a_{y} \\
a_{z}
\end{array}\right]
$$

The $x, y$, and $z$ are the relative coordinates to the target spacecraft, $\omega$ is the orbit angular of the target spacecraft, $r_{t}$ is the orbit radius of the spacecrafts, $a_{x}, a_{y}, a_{z}$ is the control acceleration, $\mu$ is the gravitational constant, and $\delta=\left[\left(x^{2} / r_{t}^{2}\right)+\left(y^{2} / r_{t}^{2}\right)+\left(z / r_{t}-1\right)^{2}\right]^{-3 / 2}$. Actually (2) is equivalent to

$$
\begin{gather*}
\ddot{x}(t)-2 \omega_{t} \dot{z}-\omega_{t}^{2} x-\dot{\omega}_{t} z+\frac{\mu}{r_{t}^{3}} \delta x=a_{x}, \\
\ddot{y}(t)+\frac{\mu}{r_{t}^{3}} \delta y=a_{y}  \tag{3}\\
\ddot{z}(t)+2 \omega_{t} \dot{x}+\dot{\omega}_{t} x-\omega_{t}^{2} z+\frac{\mu}{r_{t}^{3}} \delta z-\frac{\mu}{r_{t}^{2}} \delta+\frac{\mu}{r_{t}^{2}}=a_{z} .
\end{gather*}
$$

Hence $\ddot{x}(t), \ddot{y}(t)$, and $\ddot{z}(t)$ can be derived, and the expressions, respectively, are

$$
\begin{gather*}
\ddot{x}(t)=2 \omega_{t} \dot{z}+\omega_{t}^{2} x+\dot{\omega}_{t} z-\frac{\mu}{r_{t}^{3}} \delta x+a_{x}, \\
\ddot{y}(t)=-\frac{\mu}{r_{t}^{3}} \delta y+a_{y}  \tag{4}\\
\ddot{z}(t)=-2 \omega_{t} \dot{x}-\dot{\omega}_{t} x+\omega_{t}^{2} z-\frac{\mu}{r_{t}^{3}} \delta z+\frac{\mu}{r_{t}^{2}} \delta-\frac{\mu}{r_{t}^{2}}+a_{z} .
\end{gather*}
$$

Consider each expression of variables in the system (4):

$$
\begin{gather*}
x=\left[\begin{array}{l}
x \\
y \\
z
\end{array}\right], \quad u=\left[\begin{array}{l}
a_{x} \\
a_{y} \\
a_{z}
\end{array}\right], \quad A_{1}=\left[\begin{array}{ccc}
0 & 0 & 2 \omega_{t} \\
0 & 0 & 0 \\
-2 \omega_{t} & 0 & 0
\end{array}\right], \\
A_{2}=\left[\begin{array}{ccc}
\omega_{t}^{2} & 0 & \dot{\omega}_{t} \\
0 & 0 & 0 \\
-\dot{\omega}_{t} & 0 & \omega_{t}^{2}
\end{array}\right], \\
C(x)=\left[\begin{array}{c}
-\frac{\mu}{r_{t}^{3}} \delta x \\
-\frac{\mu}{r_{t}^{3}} \delta y \\
-\frac{\mu}{r_{t}^{3}} \delta z+\frac{\mu}{r_{t}^{2}} \delta+\frac{\mu}{r_{t}^{2}}
\end{array}\right], \quad B=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right] . \tag{5}
\end{gather*}
$$

We define augmented variable as follows:

$$
x_{a}(t)=\left[\begin{array}{c}
x  \tag{6}\\
y \\
z \\
\dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right] .
$$

The system (4) can be rewritten as in the following form:

$$
\begin{align*}
\dot{x}_{a}(t)= & {\left[\begin{array}{c}
\dot{x} \\
\dot{y} \\
\dot{z} \\
\ddot{x} \\
\ddot{y} \\
\ddot{z}
\end{array}\right]=\left[\begin{array}{cccccc}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\omega_{t}^{2}-\frac{\mu}{r_{t}^{3}} \delta & 0 & \dot{\omega}_{t} & 0 & 0 & 2 \omega_{t} \\
0 & 0 & -\frac{\mu}{r_{t}^{3}} \delta & 0 & 0 & 0 \\
-\dot{\omega}_{t} & 0 & \omega_{t}^{2}-\frac{\mu}{r_{t}^{3}} \delta & -2 \omega_{t} & 0 & 0
\end{array}\right]\left[\begin{array}{c}
x \\
y \\
z \\
\dot{x} \\
\dot{y} \\
\dot{z}
\end{array}\right] } \\
& +\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right]\left[\begin{array}{c}
a_{x} \\
a_{y} \\
a_{z}
\end{array}\right]+\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
\frac{\mu}{r_{t}^{2}} \delta-\frac{\mu}{r_{t}^{2}}
\end{array}\right] . \tag{7}
\end{align*}
$$

Aiming at system (7), we consider more complex and practical situation: there exist sensors and actuators fault, constant input disturbance (namely, the last item in formula (7)), and the output disturbance in the system. Then we define system matrix as follows:

$$
\begin{gathered}
A=\left[\begin{array}{cccccc}
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 & 0 & 1 \\
\omega_{t}^{2}-\frac{\mu}{r_{t}^{3}} \delta & 0 & \dot{\omega}_{t} & 0 & 0 & 2 \omega_{t} \\
0 & 0 & -\frac{\mu}{r_{t}^{3}} \delta & 0 & 0 & 0 \\
-\dot{\omega}_{t} & 0 & \omega_{t}^{2}-\frac{\mu}{r_{t}^{3}} \delta & -2 \omega_{t} & 0 & 0
\end{array}\right], \\
B=\left[\begin{array}{lll}
0 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & 0 \\
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \quad u(t)=\left[\begin{array}{c}
a_{x} \\
a_{y} \\
a_{z}
\end{array}\right] \\
B_{\omega 1}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
0 \\
\frac{\mu}{r_{t}^{2}} \delta-\frac{\mu}{r_{t}^{2}}
\end{array}\right]
\end{gathered}
$$

The system (7) can be rewritten as

$$
\begin{align*}
\dot{x}(t)= & A x(t)+B u(t)+B_{\omega 1} \omega(t)+B_{a} f_{a}(t), \\
y(t)= & C x(t)+D u(t)+D_{a} f_{a}(t)+C_{s} f_{s}(t),  \tag{9}\\
& +D_{d} d(t)+B_{\omega 2} \omega(t) .
\end{align*}
$$

Here, $B_{a} \in R^{n \times a}, D_{a} \in R^{p \times a}, C_{s} \in R^{p \times s}, D_{d} \in R^{p \times d}$, and $B_{\omega 2} \in R^{p \times 1}$ represent system matrix and $f_{a}(t) \in R^{a}$
and $f_{s}(t) \in R^{s}$, respectively, are actuators fault and sensors fault. $d(t) \in R^{d}$ is the sensors' disturbance. $\omega(t)$ is the constant disturbance. Here we pay attention to a more general situation: the disturbance $\omega(t)$ meanwhile exists in the state equation and output $y(t)$ of system (9).

Defining $\bar{n}=n+a+\omega+2 p$, we do the following assumptions to the system (9).
(A1) fault and the perturbation vector: $f_{a}(t), f_{s}(t), d(t)$, and $\omega(t)$ satisfy the following assumption:

$$
\begin{gather*}
\left\|f_{s}(t)\right\| \leq r_{s 1}, \quad\left\|\dot{f}_{s}(t)\right\| \leq r_{s 2} \\
\left\|f_{a}(t)\right\| \leq r_{a 1}, \quad\left\|\dot{f}_{a}(t)\right\| \leq r_{a 2}  \tag{10}\\
\|\omega(t)\| \leq r_{\omega 1}, \quad\|\dot{\omega}(t)\| \leq r_{\omega 2} \\
\|d(t)\| \leq r_{d 1}
\end{gather*}
$$

where $r_{s 1}>0, r_{s 2}>0, r_{a 1}>0, r_{a 2}>0, r_{\omega 1}>0$, $r_{\omega 2}>0$, and $r_{d}>0$ are known constant.
(A2) $(A, C)$ is able to be observed, and there exists constant $a>0$, which makes

$$
\operatorname{rank}\left[\begin{array}{cc}
a I_{n}+A & B_{a}  \tag{11}\\
C & D_{a}
\end{array}\right]=\bar{n}
$$

(A3) matrix: $D_{a}, C_{s}, D_{d}, B_{\omega 2}$ are column full rank matrix.

For the convenience of discussion, we define augmented vector and matrix as follows:

$$
\begin{aligned}
& \bar{A}=\left[\begin{array}{ccccc}
A & 0 & 0 & 0 & 0 \\
0 & -\alpha I_{a} & 0 & 0 & 0 \\
0 & 0 & -\alpha I_{\omega} & 0 & 0 \\
0 & 0 & 0 & -\alpha I_{p} & 0 \\
0 & 0 & 0 & 0 & -I_{p}
\end{array}\right], \\
& \bar{B}=\left[\begin{array}{c}
B_{n \times m} \\
0_{a \times m} \\
0_{\omega \times m} \\
0_{p \times m} \\
0_{d \times m}
\end{array}\right] \bar{x}(t)=\left[\begin{array}{c}
x(t) \\
f_{a}(t) \\
\omega(t) \\
C_{s} f_{s}(t) \\
D_{d} d(t)
\end{array}\right], \\
& \bar{B}_{a}=\left[\begin{array}{ccc}
\alpha^{-1} B_{a} & \alpha^{-1} B_{\omega} & 0_{n \times s} \\
I_{a} & 0_{a \times \omega} & 0 \\
0 & I_{\omega} & 0 \\
0 & 0 & C_{s} \\
0 & 0 & 0
\end{array}\right],
\end{aligned}
$$

$$
f(t)=\left[\begin{array}{c}
\left(\alpha f_{a}(t)+\dot{f}_{a}(t)\right)_{a \times 1} \\
(\alpha \omega(t)+\dot{\omega}(t))_{\omega \times 1} \\
\left(\alpha f_{s}(t)+\dot{f}_{s}(t)\right)_{s \times 1}
\end{array}\right], \quad \bar{N}=\left[\begin{array}{c}
0_{n} \\
0_{a} \\
0_{\omega} \\
0_{p} \\
I_{p}
\end{array}\right]
$$

$$
\bar{E}=\left[\begin{array}{ccccc}
I_{n} & \alpha^{-1} B_{a} & 0 & 0 & 0  \tag{12}\\
0 & I_{a} & 0 & 0 & 0 \\
0 & 0 & I_{\omega} & 0 & 0 \\
0 & 0 & 0 & I_{p} & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right], \quad \bar{C}=\left[\begin{array}{lllll}
C & D_{a} & B_{\omega 2} & I_{p} & I_{p}
\end{array}\right] .
$$

Establish an augmented generalized system based on system (9) as follows:

$$
\begin{gather*}
\bar{E} \dot{\bar{x}}(t)=\bar{A} x(t)+\bar{B} u(t)+\bar{B}_{a} f(t)+\bar{N} D_{d} d(t), \\
y(t)=\bar{C} \bar{x}(t)+D u(t) . \tag{13}
\end{gather*}
$$

Matrix $\bar{E}$ and matrix $\bar{C}$ have the following properties:

$$
\begin{align*}
\operatorname{rank}[\overline{\bar{E}} \bar{C}] & =\left[\begin{array}{ccccc}
I_{n} & \alpha^{-1} B_{a} & 0 & 0 & 0 \\
0 & I_{a} & 0 & 0 & 0 \\
0 & 0 & I_{\omega} & 0 & 0 \\
0 & 0 & 0 & I_{p} & 0 \\
0 & 0 & 0 & 0 & 0 \\
C & D_{a} & B_{\omega 2} & I_{p} & I_{p}
\end{array}\right]  \tag{14}\\
& =n+a+\omega+p+p=\bar{n}
\end{align*}
$$

Therefore, it can be inferred that, according to matrix knowledge, there must be an appropriate number of dimensions matrix $\bar{L}$ which makes $\bar{E}+\overline{L C}$ an invertible matrix. We may define a new matrix

$$
\bar{L}_{D}=\left[\begin{array}{c}
0_{n \times p}  \tag{15}\\
0_{a \times p} \\
0_{\omega \times p} \\
0_{p \times p} \\
\bar{L}_{D}^{(4)}
\end{array}\right],
$$

where $\bar{L}_{D}^{(4)} \in R^{p \times p}$ and $\bar{L}_{D}^{(4)}=\operatorname{diag}\left\{\begin{array}{llll}\beta_{1} & \beta_{2} & \cdots & \beta_{p}\end{array}\right\}, \beta_{i}>0$, $i>1,2, \ldots, p$. Meanwhile, we define a new matrix $\bar{S}=\bar{E}+$ $\bar{L}_{D} \bar{C}$. We can calculate directly

$$
\begin{aligned}
\bar{S} & =\left[\begin{array}{ccccc}
I_{n} & \alpha^{-1} B_{a} & 0 & 0 & 0 \\
0 & I_{a} & 0 & 0 & 0 \\
0 & 0 & I_{\omega} & 0 & 0 \\
0 & 0 & 0 & I_{p} & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]+\left[\begin{array}{c}
0_{n \times p} \\
0_{a \times p} \\
0_{\omega \times p} \\
0_{p \times p} \\
\bar{L}_{D}^{(4)}
\end{array}\right]\left[\begin{array}{lllll}
C & D_{a} & B_{\omega 2} & I_{p} & I_{p}
\end{array}\right] \\
& =\left[\begin{array}{ccccc}
I_{n} & \alpha^{-1} B_{a} & 0 & 0 & 0 \\
0 & I_{a} & 0 & 0 & 0 \\
0 & 0 & I_{\omega} & 0 & 0 \\
0 & 0 & 0 & I_{p} & 0 \\
0 & 0 & 0 & 0 & 0
\end{array}\right]
\end{aligned}
$$

$$
\begin{align*}
& +\left[\begin{array}{ccccc}
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 \\
\bar{L}_{D}^{(4)} C & \bar{L}_{D}^{(4)} D_{a} & \bar{L}_{D}^{(4)} B_{\omega 2} & \bar{L}_{D}^{(4)} & \bar{L}_{D}^{(4)}
\end{array}\right] \\
& =\left[\begin{array}{ccccc}
I_{n} & \alpha^{-1} B_{a} & 0 & 0 & 0 \\
0 & I_{a} & 0 & 0 & 0 \\
0 & 0 & I_{\omega} & 0 & 0 \\
0 & 0 & 0 & I_{P} & 0 \\
\bar{L}_{D}^{(4)} C & \bar{L}_{D}^{(4)} D_{a} & \bar{L}_{D}^{(4)} B_{\omega 2} & \bar{L}_{D}^{(4)} & \bar{L}_{D}^{(4)}
\end{array}\right] . \tag{16}
\end{align*}
$$

We can conclude that there must be $\bar{S}^{-1}$ according to (16). Suppose that $\bar{S}^{-1}$ has the following form:

$$
\bar{S}^{-1}=\left[\begin{array}{ccccc}
I_{n} & -\alpha^{-1} B_{a} & 0 & 0 & 0  \tag{17}\\
0 & I_{a} & 0 & 0 & 0 \\
0 & 0 & I_{\omega} & 0 & 0 \\
0 & 0 & 0 & I_{p} & 0 \\
X_{1} & X_{2} & X_{3} & X_{4} & X_{5}
\end{array}\right] .
$$

In formula (17), $X_{1}, X_{2}, X_{3}, X_{4}$, and $X_{5}$ are matrixes needed to be solved. Expand $\overline{S S}^{-1}=I_{\bar{n}}$ as follows:

$$
\begin{align*}
& {\left[\begin{array}{ccccc}
I_{n} & \alpha^{-1} B_{a} & 0 & 0 & 0 \\
0 & I_{a} & 0 & 0 & 0 \\
0 & 0 & I_{\omega} & 0 & 0 \\
0 & 0 & 0 & I_{p} & 0 \\
\bar{L}_{D}^{(4)} C & \bar{L}_{D}^{(4)} D_{a} & \bar{L}_{D}^{(4)} B_{\omega 2} & \bar{L}_{D}^{(4)} & \bar{L}_{D}^{(4)}
\end{array}\right]}  \tag{18}\\
& \quad \times\left[\begin{array}{ccccc}
I_{n} & -\alpha^{-1} B_{a} & 0 & 0 & 0 \\
0 & I_{a} & 0 & 0 & 0 \\
0 & 0 & I_{\omega} & 0 & 0 \\
0 & 0 & 0 & I_{p} & 0 \\
X_{1} & X_{2} & X_{3} & X_{4} & X_{5}
\end{array}\right]=I_{\bar{n}} .
\end{align*}
$$

Consider the elements in the last line of the expression $\overline{S S}^{-1}=$ $I_{\bar{n}}$. Consider

$$
\begin{gather*}
\bar{L}_{D}^{(4)} C+\bar{L}_{D}^{(4)} X_{1}=0, \\
-\alpha^{-1} \bar{L}_{D}^{(4)} C B_{a}+\bar{L}_{D}^{(4)} D_{a}+\bar{L}_{D}^{(4)} X_{2}=0, \\
\bar{L}_{D}^{(4)} B_{\omega 2}+\bar{L}_{D}^{(4)} X_{3}=0,  \tag{19}\\
\bar{L}_{D}^{(4)}+\bar{L}_{D}^{(4)} X_{4}=0, \\
\bar{L}_{D}^{(4)} X_{5}=I_{p}
\end{gather*}
$$

Formula (2) can be obtained by directly calculating

$$
\begin{gathered}
X_{1}=-C, \\
X_{2}=\alpha^{-1} C B_{a}-D_{a}, \\
X_{3}=-B_{\omega 2},
\end{gathered}
$$

$$
X_{4}=-I_{p}
$$

$$
\begin{equation*}
X_{5}=\left(\bar{L}_{D}^{(4)}\right)^{-1} \tag{20}
\end{equation*}
$$

## 3. Observer Design

To get the asymptotic estimates of the state of system (9) and, at the same time, solve the corresponding control problem, we introduce sliding-mode observer as follows:

$$
\begin{align*}
\bar{S} \dot{z}(t)= & \left(\bar{A}-\bar{L}_{p} \bar{C}\right) \bar{z}(t)-\bar{N}(y(t)-D u(t)) \\
& +\bar{B} u(t)+L_{s} u_{s}(t),  \tag{21}\\
\hat{\bar{x}}= & \bar{z}(t)+\bar{S}^{-1} \bar{L}_{D}(y(t)-D u(t)) .
\end{align*}
$$

Here,

$$
z(t)=\left[\begin{array}{c}
z_{x}(t)  \tag{22}\\
z_{a}(t) \\
z_{\omega}(t) \\
z_{s}(t) \\
z_{d}(t)
\end{array}\right], \quad \hat{\bar{x}}(t)=\left[\begin{array}{c}
\widehat{x}(t) \\
\widehat{f}_{a}(t) \\
\widehat{\omega}(t) \\
\widehat{f}_{s}(t) \\
\hat{d}(t)
\end{array}\right],
$$

where $z_{x}(t) \in R^{n}, z_{a}(t) \in R^{a}, z_{\omega}(t) \in R^{\omega}, z_{s}(t) \in R^{p}$, $z_{d}(t) \in R^{p}, \widehat{x}(t) \in R^{n}, \widehat{f}_{a}(t) \in R^{a}, \widehat{\omega}(t) \in R^{\omega}, \widehat{f}_{s}(t) \in R^{p}$, $\widehat{d}(t) \in R^{p} . \bar{L}_{D} \in R^{\bar{n} \times p}, \bar{L}_{s} \in R^{\bar{n} \times p}$, and $\bar{L}_{s} \in R^{\bar{n} \times p}$, respectively, are derivative gain, proportional gain, and sliding gain of the observer and $\bar{S}=\bar{E}+\bar{L}_{D} \bar{C}$ is defined previously. The $z_{s}(t)$ and $z_{d}(t)$ are not real estimation of $f_{s}(t)$ and $d(t)$ in the observer (21). Assume that the real estimations of $z_{s}(t)$ and $z_{d}(t)$, respectively, are $\breve{f}_{s}(t)$ and $\breve{d}(t)$; thus,

$$
\begin{equation*}
\widehat{f}_{s}(t)=C_{s} \breve{f}_{s}(t), \quad \widehat{d}(t)=D_{d} \breve{d}(t) \tag{23}
\end{equation*}
$$

According to the assumption (A3), $C_{s}$ and $D_{d}$ are column full rank, so $\left(\begin{array}{ll}C_{s} & C_{s}\end{array}\right)^{-1}$ and $\left(\begin{array}{ll}D_{d} & D_{d}\end{array}\right)^{-1}$ exist. It can be concluded from (23) that

$$
\begin{align*}
& \breve{f}_{s}(t)=\left(\begin{array}{ll}
C_{s}^{T} & C_{s}
\end{array}\right)^{-1} C_{s}^{T} \widehat{f}_{s}(t),  \tag{24}\\
& \breve{d}(t)=\left(\begin{array}{ll}
D_{d}^{T} & D_{d}
\end{array}\right)^{-1} D_{d}^{T} \widehat{d}(t)
\end{align*}
$$

Lemma 1. In the case of (A2), for the observer (21), there is a gain matrix $\bar{L}_{p}$, which makes $\bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right)$ Hurwitz.

Proof. First, considering matrix $\bar{S}^{-1} \bar{A}$, for the finite dimensions matrix, there must exist a constant $\mu>0$, making $\operatorname{Re}\left[\lambda_{i}\left(\bar{S}^{-1} \bar{A}\right)\right]>-\mu,(i=1,2, \ldots, \bar{n})$, which means $\operatorname{Re}\left[\lambda_{i}\left(-\left(\mu I+\bar{S}^{-1} \bar{A}\right)\right)\right]<0,(i=1,2, \ldots, \bar{n})$.

So, for arbitrary real number $\sigma \in R^{+}$, the following matrix rank relationship existed:

$$
\begin{align*}
& \operatorname{rank}\left[\begin{array}{c}
\sigma I_{\bar{n}}-\bar{S}^{-1} \bar{A} \\
\bar{C}
\end{array}\right]=\operatorname{rank}\left[\begin{array}{cc}
\bar{S}^{-1} & 0 \\
0 & I_{p}
\end{array}\right]\left[\begin{array}{c}
\sigma\left(\bar{E}_{E}+\bar{L}_{D} \bar{C}\right)-\bar{A} \\
\bar{C}
\end{array}\right],  \tag{25}\\
& \operatorname{rank}\left(\sigma\left(\bar{E}+\bar{L}_{D} \bar{C}\right)-\bar{A}\right) \\
& =\operatorname{rank}\left[\begin{array}{ccccc}
\sigma I_{n}-A & -\sigma \alpha^{-1} B_{a} & 0 & 0 & 0 \\
0 & \sigma I_{a}+\alpha I_{a} & 0 & 0 & 0 \\
0 & 0 & I_{\omega}+\alpha I_{\omega} & 0 & 0 \\
0 & 0 & 0 & I_{p}+\alpha I_{p} & 0 \\
\sigma \bar{L}_{D}^{(4)} C & \sigma \bar{L}_{D}^{(4)} D_{a} & \sigma \bar{L}_{D}^{(4)} B_{\omega 2} & \sigma \bar{L}_{D}^{(4)} & \sigma \bar{L}_{D}^{(4)}+I_{p}
\end{array}\right] . \tag{26}
\end{align*}
$$

In formula (26), notice that, for any $\sigma \in R^{+}, \operatorname{rank}\left(\sigma \bar{L}_{D}^{(4)}+I_{p}\right)=$ $p$ always existed. Therefore,

$$
\begin{align*}
& \operatorname{rank}\left(\sigma\left(\bar{E}+\bar{L}_{D} \bar{C}\right)-\bar{A}\right) \\
& \quad=\operatorname{rank}\left[\begin{array}{cccc}
\sigma I_{n}-A & -\sigma \alpha^{-1} B_{a} & 0 & 0 \\
0 & \sigma I_{a}+\alpha I_{a} & 0 & 0 \\
0 & 0 & I_{\omega}+\alpha I_{\omega} & 0 \\
0 & 0 & 0 & I_{p}+\alpha I_{p}
\end{array}\right]+p . \tag{27}
\end{align*}
$$

On the other hand, we notice that

$$
\begin{align*}
& \operatorname{rank}(\sigma \bar{E}-\bar{A}) \\
& \quad=\operatorname{rank}\left[\begin{array}{ccccc}
\sigma I-A & -\sigma \alpha^{-1} B_{a} & 0 & 0 & 0 \\
0 & -\sigma I_{a}+\alpha I_{a} & 0 & 0 & 0 \\
0 & 0 & \sigma I_{\omega}+\alpha I_{\omega} & 0 & 0 \\
0 & 0 & 0 & \sigma I_{p}+\alpha I_{p} & 0 \\
0 & 0 & 0 & 0 & I_{d}
\end{array}\right] \\
& \quad=\operatorname{rank}\left[\begin{array}{cccc}
\sigma I-A & -\sigma \alpha^{-1} B_{a} & 0 & 0 \\
0 & -\sigma I_{a}+\alpha I_{a} & 0 & 0 \\
0 & 0 & \sigma I_{\omega}+\alpha I_{\omega} & 0 \\
0 & 0 & 0 & \sigma I_{p}+\alpha I_{p}
\end{array}\right]+d . \tag{28}
\end{align*}
$$

So we can derive $\operatorname{rank}\left(\sigma\left(\bar{E}+\bar{L}_{D} \bar{C}\right)-\bar{A}\right)=\operatorname{rank}(\sigma \bar{E}-\bar{A})$. According to (26), we can derive the following formula:

$$
\begin{aligned}
& \operatorname{rank}\left[\begin{array}{c}
\sigma I_{\bar{n}}-\bar{S}^{-1} \bar{A} \\
\bar{C}
\end{array}\right] \\
& =\operatorname{rank}\left[\begin{array}{c}
\sigma\left(\bar{E}+\bar{L}_{D} \bar{C}\right)-\bar{A} \\
\bar{C}
\end{array}\right] \\
& =\operatorname{rank}\left[\begin{array}{c}
\sigma \bar{E}-\bar{A} \\
\bar{C}
\end{array}\right]
\end{aligned}
$$

$$
\begin{align*}
& =\operatorname{rank}\left[\begin{array}{ccccc}
\sigma I_{n}-A & -\sigma \alpha^{-1} B_{a} & 0 & 0 & 0 \\
0 & -\sigma I_{a}+\alpha I_{a} & 0 & 0 & 0 \\
0 & 0 & \sigma I_{\omega}+\alpha I_{\omega} & 0 & 0 \\
0 & 0 & 0 & \sigma I_{p}+\alpha I_{p} & 0 \\
0 & 0 & 0 & 0 & I_{p} \\
C & D_{a} & B_{\omega 2} & I_{p} & I_{p}
\end{array}\right] \\
& =\operatorname{rank}\left[\begin{array}{ccccc}
\sigma I_{n}-A & -\sigma \alpha^{-1} B_{a} & 0 & 0 \\
0 & -\sigma I_{a}+\alpha I_{a} & 0 & 0 \\
0 & 0 & \sigma I_{\omega}+\alpha I_{\omega} & 0 \\
0 & 0 & 0 & \sigma I_{p}+\alpha I_{p} \\
C & D_{a} & B_{\omega 2} & I_{p}
\end{array}\right]+p . \tag{29}
\end{align*}
$$

Then we discuss the values of $\sigma \neq-\alpha$ and $\sigma=-\alpha$, based on formula (29).

First, we consider the situation of $\sigma \neq-\alpha$ and, at this time, formula (29) can be equivalent to

$$
\operatorname{rank}\left[\begin{array}{cc}
\sigma I_{n}-A & -\sigma \alpha^{-1} B_{a}  \tag{30}\\
C & D_{a}
\end{array}\right]+\omega+2 p .
$$

We can draw the conclusion based on the assumption (A2)

$$
\operatorname{rank}\left[\begin{array}{c}
\sigma I_{\bar{n}}-\bar{S}^{-1} \bar{A}  \tag{31}\\
\bar{C}
\end{array}\right]=n+a+\omega+2 p=\bar{n} .
$$

On the other hand, consider the condition of $\sigma=-\alpha$ and, at this moment, formula (28) turns into

$$
\operatorname{rank}\left[\begin{array}{cccc}
-\alpha I_{n}-A & B_{a} & 0 & 0  \tag{32}\\
C & D_{a} & B_{\omega 2} & I_{p}
\end{array}\right]+p
$$

Notice that $B_{\omega 2}$ is column full rank and the above formula turns into

$$
\operatorname{rank}\left[\begin{array}{cc}
-\alpha I_{n}-A & B_{a}  \tag{33}\\
C & D_{a}
\end{array}\right]+\omega+2 p=n+a+\omega+2 p=\bar{n} .
$$

Integrating the above two cases derived, we have proved that, for any $\sigma \in R^{+}, \operatorname{rank}\left(\sigma\left(\bar{E}+\bar{L}_{D} \bar{C}\right)-\bar{A}\right)=\bar{n}$. Hence, $\left[\begin{array}{lll}\bar{S}^{-1} & \bar{A} & \bar{C}] \text { is a couple observed, and can elicit }\end{array}\right.$ that $\left[-\bar{S}^{-1} \quad \bar{A} \quad \bar{C}\right]$ can be observed. Therefore, there exists matrix $\bar{H}$, making $-\bar{S}^{-1} \bar{A}-\bar{H} \bar{C}$ Hurwitz (i.e., the eigenvalues of $-\bar{S}^{-1} \bar{A}-\bar{H} \bar{C}$ are all negative). Thus there must exist matrix $\bar{X}>0$ which makes

$$
\begin{equation*}
-\left(\mu I_{\bar{n}}+\bar{S}^{-1} \bar{A}\right) \bar{X}-\bar{X}\left(\mu I_{\bar{n}}+\bar{S}^{-1} \bar{A}\right)=-\bar{C}^{T} \bar{C} \tag{34}
\end{equation*}
$$

Let the proportion gain of observer (21) be equal to $\bar{L}_{p}=$ $\bar{S} \bar{X}^{-1} \bar{C}$; then, we can calculate

$$
\begin{align*}
{\left[\mu I_{\bar{n}}\right.} & \left.+\bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right)\right]^{T} \bar{X}+\bar{X}\left[\mu I_{\bar{n}}+\bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right)\right]  \tag{35}\\
& =-\bar{C}^{T} \bar{C} .
\end{align*}
$$

Therefore, $\operatorname{Re}\left[\lambda_{i}\left(\bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right)\right)\right]<-\mu,(i=1,2, \ldots, \bar{n})$. The proof completes.

## 4. Observer Error System

Then we derive the error system of the observer (21). Firstly, in the first formula of the system (13), we add $\bar{L}_{D} \bar{C} \dot{\bar{x}}(t)$ at the left and right side and we can get

$$
\begin{align*}
&\left(\bar{E}+\bar{L}_{D} \bar{C}\right) \dot{\bar{x}}(t) \\
&= \bar{A} x(t)  \tag{36}\\
&+\bar{B} u(t)+\bar{B}_{a} f(t)+\bar{L}_{D} \bar{C} \dot{\bar{x}}(t)+\bar{N} D_{d} d(t) \\
& \Longleftrightarrow \bar{S} \dot{\bar{x}}(t)=\bar{A} x(t)+\bar{B} u(t)+\bar{B}_{a} f(t) \\
& \quad+\bar{L}_{D} \bar{C} \overline{\bar{x}}(t)+\bar{N} D_{d} d(t) .
\end{align*}
$$

On the other hand, for the observer (21), we can get
$\bar{S} \dot{\bar{x}}(t)$

$$
\begin{align*}
= & \bar{S} z(t)+\bar{L}_{D}(y(t)-D u(t)) \\
= & \left(\bar{A}-\bar{L}_{p} \bar{C}\right) \bar{z}(t)-\bar{N}(y(t)-D u(t))+\bar{B} u(t)+\bar{L}_{s} u_{s}(t) \\
& +\bar{L}_{D}(\dot{y}(t)-D \dot{u}(t)) \\
= & \left(\bar{A}-\bar{L}_{p} \bar{C}\right) \hat{\bar{x}}(t)-\left(\bar{A}-\bar{L}_{p} \bar{C}\right) \bar{S}^{-1} \bar{L}_{D}(y(t)-D u(t)) \\
& -\bar{N}(y(t)-D u(t))+\bar{B} u(t)+\bar{L}_{s} u_{s}(t) \\
& +\bar{L}_{D}(\dot{y}(t)-D \dot{u}(t)) \\
= & \left(\bar{A}-\bar{L}_{p} \bar{C}\right) \hat{\bar{x}}(t)-\bar{A} \bar{S}^{-1} \bar{L}_{D}(y(t)-D u(t)) \\
& +\bar{L}_{p} \bar{C} \bar{S}^{-1} \bar{L}_{D}(y(t)-D u(t))-\bar{N}(y(t)-D u(t))+\bar{B} u(t) \\
& +\bar{L}_{s} u_{s}(t)+\bar{L}_{D}(\dot{y}(t)-D \dot{u}(t)) \\
= & {\left[\left(\bar{A}-\bar{L}_{p} \bar{C}\right) \hat{\bar{x}}(t)+\bar{L}_{p i}(y(t)-D u(t))+\bar{B} u(t)+\bar{L}_{s} u_{s}(t)\right] } \\
& +\bar{L}_{D}(\dot{y}(t)-D \dot{u}(t)) . \tag{37}
\end{align*}
$$

Notice that $y(t)-D u(t)=\bar{C} \bar{x}(t)$, so $\dot{y}(t)-D \dot{u}(t)=\bar{C} \dot{\bar{x}}(t)$. Therefore, from formula (36), we can obtain

$$
\begin{align*}
\bar{S} \dot{\bar{x}}= & \left(\bar{A}-\bar{L}_{p} \bar{C}\right) \hat{\bar{x}}(t)+\bar{L}_{p} \bar{C} \bar{x}(t)+\bar{B} u(t)  \tag{38}\\
& +\bar{L}_{s} u_{s}(t)+\bar{L}_{D} \bar{C} \dot{\bar{x}}(t) .
\end{align*}
$$

We define error variable as follows:

$$
\bar{e}(t)=\hat{\bar{x}}(t)-\bar{x}(t)=\left[\begin{array}{l}
e_{x}(t)  \tag{39}\\
e_{a}(t) \\
e_{\omega}(t) \\
e_{s}(t) \\
e_{d}(t)
\end{array}\right] \text {. }
$$

Meanwhile considering (36) and (38), we obtain

$$
\begin{equation*}
\bar{S} \dot{\bar{e}}(t)=\left(\bar{A}-\bar{L}_{p} \bar{C}\right) \bar{e}(t)+\bar{L}_{s} u_{s}(t)-\bar{B}_{a} f(t)-\bar{N} D_{d} d(t) . \tag{40}
\end{equation*}
$$

This is equal to

$$
\begin{align*}
\dot{\bar{e}}(t)= & \bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right) \bar{e}(t)+\bar{S}^{-1} \bar{L}_{s} u_{s}(t)-\bar{S}^{-1} \bar{B}_{a} f(t)  \tag{41}\\
& -\bar{S}^{-1} \bar{N} D_{d} d(t) .
\end{align*}
$$

In formula (41),

$$
\bar{S}^{-1} \bar{N}=\left[\begin{array}{ccccc}
I_{n} & -\alpha^{-1} B_{a} & 0 & 0 & 0  \tag{42}\\
0 & I_{a} & 0 & 0 & 0 \\
0 & 0 & I_{\omega} & 0 & 0 \\
0 & 0 & 0 & I_{p} & 0 \\
X_{1} & X_{2} & X_{3} & X_{4} & X_{5}
\end{array}\right]\left[\begin{array}{c}
0_{n} \\
0_{a} \\
0_{\omega} \\
0_{p} \\
I_{p}
\end{array}\right]=\left[\begin{array}{c}
0 \\
0 \\
0 \\
0 \\
\left(\bar{L}_{D}^{(4)}\right)^{-1}
\end{array}\right] .
$$

Here,

$$
\bar{L}_{D}^{(4)}=\left(\begin{array}{ccc}
\beta_{1} & \cdots & 0  \tag{43}\\
\vdots & \ddots & \vdots \\
0 & \cdots & \beta_{p}
\end{array}\right) .
$$

Hence, if the value of $\beta_{i}(i=1,2, \ldots, p)$ is large enough, in the system (41), $\bar{S}^{-1} \bar{N}$ will become infinitesimal. Until now, we remove the influence of disturbance $D_{d} d(t)$ for the system stability.

On the other hand, for the $\bar{S}^{-1} \bar{L}_{s} u_{s}(t)-\bar{S}^{-1} \bar{B}_{a} f(t)$ of the system (41), we design $u_{s}(t)$ as the following form ( $\rho>0$ is design parameter):

$$
\begin{gather*}
u_{s}(t)=-\left(\alpha r_{a 1}+r_{a 2}+\alpha r_{\omega 1}+r_{\omega 2}+\alpha r_{s 1}+r_{s 2}+p\right) \operatorname{sgn}(s(t)), \\
s(t)=\bar{B}_{a}^{T} \bar{S}^{-1} \bar{P} \bar{e}(t) \in R^{a+\omega+s}, \tag{44}
\end{gather*}
$$

of which, $\bar{P}$ is Lyapunov matrix required and $\bar{P}>0$ satisfies

$$
\begin{equation*}
\bar{B}_{a}^{T} \bar{S}^{-1} \bar{P}=\bar{M} \bar{C} \tag{45}
\end{equation*}
$$

Here, $\bar{M} \in R^{(a+\omega+s) \times p}$ is matrix parameters waiting for being solved. Based on the above analysis, error system (41) changes as

$$
\begin{equation*}
\dot{\bar{e}}(t)=\bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right) \bar{e}(t)+\bar{S}^{-1} \bar{L}_{s} u_{s}(t)-\bar{S}^{-1} \bar{B}_{a} f(t) \tag{46}
\end{equation*}
$$

The following section discusses the stability of error system (46) and then discusses stabilization problem of closed-loop system.

## 5. The Stability Analysis of the Error System

Theorem 2. For error system (46), let the sliding mode observer gain $\bar{L}_{s}=\bar{B}_{a}$, if there exists matrix $\bar{P}>0$ making the following matrix inequality established:

$$
\begin{equation*}
\bar{P} \bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right)+\left(\bar{A}-\bar{L}_{p} \bar{C}\right)^{T}\left(\bar{S}^{-1}\right)^{T} \bar{P}<0 \tag{47}
\end{equation*}
$$

Then the system (46) states trajectory asymptotically stable convergence to the origin.

Proof. For the system (46), defining Lyapunov function $v(t)=$ $\bar{e}^{T}(t) \bar{P} \bar{e}(t), \bar{P}>0$, along the system (46) state trajectory, we can calculate

$$
\begin{align*}
& \dot{v}(t) \\
& =2 \bar{e}^{T}(t) \bar{P} \dot{\bar{e}}(t) \\
& =2 \bar{e}^{T}(t) \bar{P}\left[\bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right) \bar{e}(t)+\bar{S}^{-1} \bar{L}_{s} u_{s}(t)-\bar{S}^{-1} \bar{B}_{a} f(t)\right] \\
& \leq 2 \bar{e}^{T}(t) \bar{P} \bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right) \bar{e}(t)+2 \bar{P} \bar{S}^{-1}\left(\bar{L}_{s} u_{s}(t)-\bar{B}_{a} f(t)\right) . \tag{48}
\end{align*}
$$

Consider parts of above formula,

$$
\begin{align*}
& 2 \bar{e}(t) \bar{P} \bar{S}^{-1}\left(\bar{L}_{s} u_{s}(t)-\bar{B}_{a} f(t)\right) \\
& \leq 2 \bar{e}^{T}(t) \bar{P} \bar{S}^{-1} \bar{L}_{s} u_{s}(t)-2 \bar{e}^{T}(t) \bar{P} \bar{S}^{-1} \bar{B}_{a} f(t) \\
&= 2 \bar{e}^{T}(t) \bar{P} \bar{S}^{-1} \bar{B}_{a}\left(u_{s}(t)-f(t)\right) \\
& \leq-2 \bar{e}^{T}(t) \bar{P} \bar{S}^{-1} \bar{B}_{a}\left(\alpha r_{a 1}+r_{a 2}+\alpha r_{\omega 1}+r_{\omega 2}+\alpha r_{s 1}+r_{s 2}+p\right) \\
& \times \operatorname{sgn}(s(t))+2\left\|\bar{e}^{T}(t) \bar{P} \bar{S}^{-1} \bar{B}_{a} f(t)\right\| \\
& \leq-2 s^{T}(t)\left(\alpha r_{a 1}+r_{a 2}+\alpha r_{\omega 1}+r_{\omega 2}+\alpha r_{s 1}+r_{s 2}+p\right) \\
& \times \operatorname{sgn}(s(t))+2\left\|s^{T}(t)\right\|\|f(t)\| \\
&=-2|s(t)|\left(\alpha r_{a 1}+r_{a 2}+\alpha r_{\omega 1}+r_{\omega 2}+\alpha r_{s 1}+r_{s 2}+p\right) \\
& \times \operatorname{sgn}(s(t))+2\left\|s^{T}(t)\right\|\|f(t)\| . \tag{49}
\end{align*}
$$

The following formation can be derived based on assumption (A1):

$$
\begin{equation*}
\|f(t)\| \leq \alpha r_{a 1}+r_{a 2}+\alpha r_{\omega 1}+r_{\omega 2}+\alpha r_{s 1}+r_{s 2}+p \tag{50}
\end{equation*}
$$

Therefore

$$
\begin{equation*}
2 \bar{e}^{T}(t) \bar{P} \bar{S}^{-1}\left(\bar{L}_{s} u_{s}(t)-\bar{B}_{a} f(t)\right) \leq 0 \tag{51}
\end{equation*}
$$

So we can derive

$$
\begin{align*}
\dot{v}(t) \leq 2 \bar{e}^{T}(t) & \bar{P} \bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right) \bar{e}(t) \\
\leq \bar{e}^{T}(t)[ & {\left[\bar{P} \bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right)\right.}  \tag{52}\\
& \left.+\left(\bar{A}-\bar{L}_{p} \bar{C}\right)^{T}\left(\bar{S}^{-1}\right)^{T} \bar{P}\right] \bar{e}(t)
\end{align*}
$$

$$
\leq 0
$$

If $\bar{e}(t) \neq 0$. the inequality always holds. So the error system (46) is asymptotically stable. The proof completes.

## 6. The Stabilization of Closed-Loop System

Now we consider the stabilization problem of the closed-loop system based on the observer. Considering the system (9),
we design a state feedback controller based on observer as follows:

$$
\begin{equation*}
u(t)=k x(t)-B^{-1} B_{a} \widehat{f}_{a}(t)-B^{-1} B_{\omega 1} \widehat{\omega}(t) \tag{53}
\end{equation*}
$$

Substitute formula (53) into the system (9) and we can obtain

$$
\begin{align*}
\dot{x}(t)= & A x(t)+B\left(k x(t)-B^{-1} B_{a} \widehat{f}_{a}(t)-B^{-1} B_{\omega 1} \widehat{\omega}(t)\right) \\
& +B_{\omega 1} \omega(t)+B_{a} f_{a}(t) \\
= & A x(t)+B k x(t)-B_{a} \widehat{f}_{a}(t)-B_{\omega 1} \widehat{\omega}(t)+B_{\omega 1} \omega(t) \\
& +B_{a} f_{a}(t) \\
= & A x(t)+B k x(t)-B_{a} e_{a}(t)-B_{\omega 1} e_{\omega}(t) . \tag{54}
\end{align*}
$$

Here, $e_{a}(t)=\widehat{f}_{a}(t)-f_{a}(t), e_{\omega}(t)=\widehat{\omega}(t)-\omega(t)$.
Formula (54) can be rewritten as

$$
\begin{equation*}
\dot{x}(t)=(A+B k) x(t)-\bar{F} \bar{e}(t) \tag{55}
\end{equation*}
$$

Here, $\bar{F}=\left[\begin{array}{lllll}0_{n \times n} & B_{a} & B_{\omega 1} & 0_{n \times p} & 0_{n \times p}\end{array}\right]$.
For the close-loop system (55) and the error system (46), they can construct the following system:

$$
\begin{gather*}
\dot{x}(t)=(A+B k) x(t)-\bar{F} \bar{e}(t), \\
\dot{\bar{e}}(t)=\bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right) \bar{e}(t)+\bar{S}^{-1} \bar{L}_{s} u_{s}(t)-\bar{S}^{-1} \bar{B}_{a} f(t) . \tag{56}
\end{gather*}
$$

We present the following theorem.
Theorem 3. If there is symmetric positive definite matrix $Z \in$ $R^{\bar{n}}$ and the matrix $K \in R^{m \times \bar{n}}$, which makes the following constraint matrix established:

$$
\begin{equation*}
(A+B K)^{T} Z+Z(A+B K)<0 \tag{57}
\end{equation*}
$$

then the system (56) is asymptotically stable.
Proof. For the system (56), we define Lyapunov function

$$
\begin{equation*}
v_{x}(t)=x^{T}(t) Z x(t) \tag{58}
\end{equation*}
$$

Here, $Z>0$ is a positive definite symmetric matrix waiting for being solved. Along the system (56) trajectory, we can directly calculate

$$
\begin{align*}
\dot{v}_{x}(t)= & 2 x^{T}(t) Z \dot{x}(t) \\
= & 2 x^{T}(t) Z[(A+B k) x(t)-\bar{F} \bar{e}(t)] \\
= & x^{T}(t) Z\left[(A+B k)^{T} Z+Z(A+B k)\right]  \tag{59}\\
& -2 x^{T}(t) Z \bar{F} \bar{e}(t) .
\end{align*}
$$

Let $\Phi=(A+B K)^{T} Z+Z(A+B K)$ and then

$$
\begin{align*}
\dot{v}_{x}(t) & \leq x^{T}(t) \Phi x(t)-2 x^{T}(t) Z \bar{F} \bar{e}(t) \\
& \leq \lambda_{\min }(\Phi)\|x(t)\|^{2}+2\|x(t)\|\|Z \bar{F} \bar{e}(t)\| \tag{60}
\end{align*}
$$

Here, $\lambda_{\text {min }}(\Phi)$ represents the minimum eigenvalue of the matrix $\Phi$. We define a new Lyapunov function

$$
\begin{equation*}
v_{0}(t)=v_{x}(t)+\theta v(t) \tag{61}
\end{equation*}
$$

Here, $\theta>0$ is a parameter waiting for design, $v(t)$ is defined in Theorem 2.

According to the proof in Theorem 2, we can obtain

$$
\begin{equation*}
\dot{v}(t) \leq \varepsilon_{1}\|\bar{e}(t)\|^{2} . \tag{62}
\end{equation*}
$$

Here,

$$
\begin{equation*}
\varepsilon_{1}=\lambda_{\min }\left(\bar{P} \bar{S}^{-1}\left(\bar{A}-\bar{L}_{p} \bar{C}\right)+\left(\bar{A}-\bar{L}_{p} \bar{C}\right)^{T}\left(\bar{S}^{-1}\right)^{T} \bar{P}\right)<0 . \tag{63}
\end{equation*}
$$

In addition, the new parameters are defined as follows:

$$
\begin{equation*}
\varepsilon_{2}=\lambda_{\text {min }}(\Phi)<0, \quad \varepsilon_{3}=2\|Z \bar{F}\| . \tag{64}
\end{equation*}
$$

Selecting parameters $\theta>0$ and let it satisfy

$$
\begin{equation*}
\theta>\frac{\varepsilon_{3}^{2}}{\varepsilon_{1} \varepsilon_{2}} \tag{65}
\end{equation*}
$$

Calculate formula (61) further and we can obtain

$$
\begin{align*}
\dot{v}_{0}(t) \leq & \varepsilon_{2}\|x(t)\|^{2}+\varepsilon_{3}\|x(t)\|\|\bar{e}(t)\|+\theta \varepsilon_{1}\|\bar{e}(t)\|^{2} \\
\leq & \varepsilon_{2}\|x(t)\|^{2}+\varepsilon_{3}\|x(t)\|\|\bar{e}(t)\|+\frac{\varepsilon_{3}^{2}}{\varepsilon_{1} \varepsilon_{2}} \varepsilon_{1}\|\bar{e}(t)\|^{2} \\
\leq & \varepsilon_{2}\|x(t)\|^{2}+\varepsilon_{3}\|x(t)\|\|\bar{e}(t)\|+\frac{\varepsilon_{3}^{2}}{\varepsilon_{2}}\|\bar{e}(t)\|^{2} \\
\leq & 0.5 \varepsilon_{2}\|x(t)\|^{2}+\varepsilon_{3}\|x(t)\|\|\bar{e}(t)\|+0.5 \frac{\varepsilon_{3}^{2}}{\varepsilon_{2}}\|\bar{e}(t)\|^{2} \\
& +0.5 \frac{\varepsilon_{3}^{2}}{\varepsilon_{2}}\|\bar{e}(t)\|^{2}+0.5 \varepsilon_{2}\|x(t)\|^{2}  \tag{66}\\
\leq & \left(\sqrt{\frac{\varepsilon_{2}}{2}}\|x(t)\|+\sqrt{\left.\frac{\varepsilon_{3}^{2}}{2 \varepsilon_{2}}\|\bar{e}(t)\|\right)^{2}+0.5 \frac{\varepsilon_{3}^{2}}{\varepsilon_{2}}\|\bar{e}(t)\|^{2}}\right. \\
& +0.5 \varepsilon_{2}\|x(t)\|^{2} \\
\leq & 0.5 \frac{\varepsilon_{3}^{2}}{\varepsilon_{2}}\|\bar{e}(t)\|^{2}+0.5 \varepsilon_{2}\|x(t)\|^{2} .
\end{align*}
$$

Notice that $\varepsilon_{3}>0, \varepsilon_{2}<0$, so we have

$$
\begin{equation*}
\dot{v}_{0}(t) \leq 0.5 \frac{\varepsilon_{3}^{2}}{\varepsilon_{2}}\|\bar{e}(t)\|^{2}+0.5 \varepsilon_{2}\|x(t)\|^{2}<0 \tag{67}
\end{equation*}
$$

So we have proved that the system (56) is asymptotically stable.

## 7. Conclusions and Future Works

The sliding mode observer and the state feedback controller is proposed and the controller's stabilization under stochastic disturbance is proved. The research provides a theoretical analysis of the controller design method based on sliding mode observer. In the future, we will give the simulation verification combined with the specific space mission.
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