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The extended homotopy analysis method (EHAM) is presented to establish the analytical approximate solutions for two-degree-
of-freedom (2-DOF) coupled van der Pol-Duffing oscillator. Meanwhile, the comparisons between the results of the EHAM and
standard Runge-Kutta numerical method are also presented. The results demonstrate that the analytical approximate solutions of
the EHAM agree well with the numerical integration solutions. For EHAM as an analytical approximation method, we are not sure
whether it can apply to all of the nonlinear systems; we can only verify its effectiveness through specific cases. As a result of the
existence of nonlinear terms, we must study different types of systems, no matter from the complication of calculation and physical
significance.

1. Introduction

Mathematical methods for the natural and engineering
sciences problems have drawn considerable attention in
recent years. In normal circumstances, most of the nonlinear
dynamical models can be governed by a set of differential
equations and auxiliary conditions from modeling processes
[1]. Numerous analytical methods have been developed to
deal with the nonlinear differential equations, such as the
modified perturbation methods [2–5], improved harmonic
balance methods [6, 7], energy balance method [8, 9], and
the frequency-amplitude formulation [10, 11]. Enlightening
from the basic concepts of the homotopy in topology [12, 13],
Liao developed the homotopy analysis method (HAM) [14–
16] which does not require small parameters as one of the
efficient analytical techniques in solving a variety of nonlinear
vibration problems.

Recently, great attention is paid to the discussion of
coupled oscillators of nonlinear dynamical systems because
most of practical engineering problems can be governed
by such coupled systems [17–19]. The extended homotopy
analysis method (EHAM) is one method based on the HAM
envisioned first by Liao [16]. More recently, Qian et al.
[20] extended the HAM to deal with strongly nonlinear

coupled van der Pol oscillators. For EHAM as an analytical
approximation method, we are not sure whether it can
apply to all of the nonlinear systems; we can only verify
its effectiveness through specific cases. As a result of the
existence of nonlinear terms, wemust study different types of
systems, no matter from the complication of calculation and
physical significance. By solving such example, it is illustrated
that the present techniques are not an adhoc approach; it
can be generalized to investigate more complicated nonlinear
multi-degree-of-freedom (MDOF) dynamical systems.

In the present work, the exact analytical series solutions
of the two-degree-of-freedom (2-DOF) coupled van der Pol-
Duffing system are obtained by using the EHAM, and we also
establish the comparisons between the results of the EHAM
and standard Runge-Kutta numerical method. It is shown
that the periodic solutions of the EHAM are in excellent
agreement with the numerical integration ones, even if time
𝑡 progresses to a certain large domain. In what follows,
Section 2 presents the EHAM of the MDOF dynamical
system. Moreover, the EHAM is presented to establish the
analytical approximate solutions for 2-DOF coupled van
der Pol-Duffing oscillator in the next section. In Section 4,
numerical comparisons are carried out to authenticate the

Hindawi Publishing Corporation
Abstract and Applied Analysis
Volume 2014, Article ID 729184, 7 pages
http://dx.doi.org/10.1155/2014/729184

http://dx.doi.org/10.1155/2014/729184


2 Abstract and Applied Analysis

correctness and accuracy of the present method. Finally, the
paper ends with concluding remarks in Section 5.

2. The Extended Homotopy Analysis Method

TheMDOF dynamical system is considered by the following
equation:

𝑀 ̈𝑞 + 𝐺 ̇𝑞 + 𝐾𝑞 = 𝐹 ( ̇𝑞, 𝑞, 𝑡) , (1)

where 𝑞 is an 𝑛-dimensional unknown vector, a dot denotes
the derivative with respect to time 𝑡, 𝑀, 𝐺, and 𝐾 are,
respectively, 𝑛× 𝑛mass, damping, and stiffness matrixes, and
𝐹 is the vector function of ̇𝑞, 𝑞, and 𝑡. Let 𝐹( ̇𝑞, 𝑞, 𝑡) ≡ 0; then
(1) is an autonomous dynamical system.

From (1), we define a nonlinear operator as

𝑁[𝑢 (𝑟, 𝑡)] = 𝑀
𝜕
2
𝑢 (𝑟, 𝑡)

𝜕𝑡
2

+ 𝐺
𝜕𝑢 (𝑟, 𝑡)

𝜕𝑡

+ 𝐾𝑢 (𝑟, 𝑡) − 𝐹(
𝜕𝑢

𝜕𝑡
, 𝑢, 𝑡) ,

(2)

where 𝑢(𝑟, 𝑡) is an unknown vector value function and 𝑟 and
𝑡 are spatial and temporal variables, respectively.

In (2), the unknown vector functions of 𝑢(𝑟, 𝑡),
𝜕𝑢(𝑟, 𝑡)/𝜕𝑡, and 𝜕2𝑢(𝑟, 𝑡)/𝜕𝑡2 are, respectively,

𝑢 (𝑟, 𝑡) = (𝑥
1
(𝑡) , . . . , 𝑥

𝑛
(𝑡))
𝑇

,

𝜕𝑢 (𝑟, 𝑡)

𝜕𝑡
= (
𝑑𝑥
1

𝑑𝑡
, . . . ,

𝑑𝑥
𝑛

𝑑𝑡
)

𝑇

,

𝜕
2
𝑢 (𝑟, 𝑡)

𝜕𝑡
2

= (
𝑑
2
𝑥
1

𝑑𝑡
2
, . . . ,

𝑑
2
𝑥
𝑛

𝑑𝑡
2
)

𝑇

.

(3)

According to the fundamental concepts and working
procedures of the HAM [1, 2], the zeroth-order deformation
equation can be constructed as follows:

(1 − 𝑝) {𝐿 [Φ (𝑟, 𝑡; 𝑝) − 𝑢
0
(𝑟, 𝑡)]}

= 𝑝ℎ
1
𝐻
1
(𝑡)𝑁 [Φ (𝑟, 𝑡; 𝑝)] + ℎ

2
𝐻
2
(𝑡) Π [Φ (𝑟, 𝑡; 𝑝)] ,

(4)

where 𝑝 ∈ [0, 1] is an embedding parameter, 𝑢
0
(𝑟, 𝑡) is the

solution of initial guess, 𝐿 is an auxiliary linear operator, and
ℎ
𝑖
and 𝐻

𝑖
(𝑡) are the auxiliary parameters and the functions,

respectively.
The operator Π[Φ(𝑟, 𝑡; 𝑝)] has the following property:

Π [Φ (𝑟, 𝑡; 0)] = Π [Φ (𝑟, 𝑡; 1)] = 0. (5)

When 𝑝 = 0 and 𝑝 = 1, the zeroth-order deformation
equation (4) is Φ(𝑟, 𝑡; 0) = 𝑢

0
(𝑟, 𝑡) and Φ(𝑟, 𝑡; 1) = 𝑢(𝑟, 𝑡),

respectively. Hence, as 𝑝 increases from 0 to 1, the solution

Φ(𝑟, 𝑡; 𝑝) varies from the initial guess solution 𝑢
0
(𝑟, 𝑡) to the

exact solution 𝑢(𝑟, 𝑡). In this paper,

Π = (1 − 𝑝)

× [(
𝐴 (𝑝) cos 𝜏 + 𝐵 (𝑝) sin 𝜏

𝐶 (𝑝) cos 𝜏 )

+(
(Ω
2
(𝑝) − 𝜔

2

0
) (cos 𝜏 + sin 𝜏)

(Ω
2
(𝑝) − 𝜔

2

0
) sin 𝜏

)] ,

(6)

where

𝐴 (𝑝) =

∞

∑

𝑖=1

𝑎
𝑖
𝑝
𝑖
, 𝐵 (𝑝) =

∞

∑

𝑖=1

𝑏
𝑖
𝑝
𝑖
,

𝐶 (𝑝) =

∞

∑

𝑖=1

𝑐
𝑖
𝑝
𝑖
,

(7)

with the initial conditions

Φ
1
(0, 𝑝) = 𝑎

0
+ 𝐴 (𝑝) ,

𝜕Φ
1
(𝜏, 𝑝)

𝜕𝜏

𝜏=0

= 𝑏
0
+ 𝐵 (𝑝) ,

Φ
2
(0, 𝑝) = 𝑐

0
+ 𝐶 (𝑝) ,

𝜕Φ
2
(𝜏, 𝑝)

𝜕𝜏

𝜏=0

= 𝑑
0
.

(8)

Setting

𝑢
𝑚
(𝑟, 𝑡) =

1

𝑚!

𝜕
𝑚
Φ(𝑟, 𝑡; 𝑝)

𝜕𝑝
𝑚

𝑝=0

, (9)

and expandingΦ(𝑟, 𝑡; 𝑝) into the Taylor series expansionwith
respect to 𝑝 in accordance with the theorem of vector-valued
function, we obtain

Φ(𝑟, 𝑡; 𝑝) = 𝑢
0
(𝑟, 𝑡) +

+∞

∑

𝑚=1

𝑢
𝑚
(𝑟, 𝑡) 𝑝

𝑚
. (10)

If the auxiliary linear operator, initial guess solution,
auxiliary parameters ℎ

𝑖
, and auxiliary functions 𝐻

𝑖
(𝑡) are

properly chosen, the series equation (10) converges at 𝑝 = 1,
and we arrive at

𝑢 (𝑟, 𝑡) = 𝑢
0
(𝑟, 𝑡) +

+∞

∑

𝑚=1

𝑢
𝑚
(𝑟, 𝑡) . (11)

For brevity, the vector of u
𝑚
is defined as

u
𝑚
= {𝑢
0
(𝑟, 𝑡) , 𝑢

1
(𝑟, 𝑡) , . . . , 𝑢

𝑚
(𝑟, 𝑡)} . (12)

Differentiating the zeroth-order deformation equation
(4) 𝑚 times with respect to 𝑝 then dividing the equation by
𝑚! and setting 𝑝 = 0 yield

𝐿 [𝑢
𝑚
(𝑟, 𝑡) − 𝜒

𝑚
𝑢
𝑚−1
(𝑟, 𝑡)]

= ℎ
1
𝐻
1
(𝑡) 𝑅
𝑚
(u
𝑚−1
, 𝑟, 𝑡) + ℎ

2
𝐻
2
(𝑡) Δ
𝑚
(𝑟, 𝑡) ,

(13)
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where

𝜒
𝑚
= {
0, 𝑚 ≤ 1

1, 𝑚 > 1,

𝑅
𝑚
(u
𝑚−1
, 𝑟, 𝑡) =

1

(𝑚 − 1)!

𝜕
𝑚−1
𝑁(Φ (𝑟, 𝑡; 𝑝))

𝜕𝑝
𝑚−1

𝑝=0

,

Δ
𝑚
(𝑟, 𝑡) =

1

𝑚!

𝜕
𝑚
Π(Φ (𝑟, 𝑡; 𝑝))

𝜕𝑝
𝑚

𝑝=0

.

(14)

The𝑚th-order deformation equation (13) is a linear equa-
tion, which can be readily solved by the symbolic software
such as Mathematica.

3. Application of the EHAM

In this section, we apply the EHAM for analysis of the two
coupled van der Pol-Duffing oscillators:

�̈�
1
+ 𝜀𝜂
1
(𝑥
2

1
− 1) �̇�

1
+ 𝑥
1
+ 𝜀𝛼
1
𝑥
3

1
+ 𝜀𝛿
1
𝑥
1
𝑥
2

2
= 0, (15a)

�̈�
2
+ 𝜀𝜂
2
(𝑥
2

2
− 1) �̇�

2
+ 𝑥
2
+ 𝜀𝛼
2
𝑥
3

2
+ 𝜀𝛿
2
𝑥
2
𝑥
2

1
= 0, (15b)

where the superscript denotes the differentiation with respect
to time 𝑡, 𝑥

1
(𝑡) and 𝑥

2
(𝑡) are the unknown real functions, and

𝜀, 𝛼
1
, 𝛼
2
, 𝜂
1
, 𝜂
2
, 𝛿
1
, and 𝛿

2
are parameters.

We introduce a new variable 𝜏 and substitute 𝜏 = 𝜔 𝑡,
𝑥
1
(𝑡) = 𝑢

1
(𝜏), and 𝑥

2
(𝑡) = 𝑢

2
(𝜏) into (15a) and (15b).

Therefore, we have

𝜔
2
𝑢


1
+ 𝜔𝜀𝜂

1
(𝑢
2

1
− 1) 𝑢



1
+ 𝑢
1
+ 𝜀𝛼
1
𝑢
3

1
+ 𝜀𝛿
1
𝑢
1
𝑢
2

2
= 0, (16a)

𝜔
2
𝑢


2
+ 𝜔𝜀𝜂

2
(𝑢
2

2
− 1) 𝑢



2
+ 𝑢
2
+ 𝜀𝛼
2
𝑢
3

2
+ 𝜀𝛿
2
𝑢
2
𝑢
2

1
= 0,

(16b)

subject to the initial conditions

𝑢
1
(0) = 𝑎, 𝑢



1
(0) = 𝑏, 𝑢

2
(0) = 𝑐, 𝑢



2
(0) = 0, (17)

where a prime denotes the derivative with respect to variable
𝜏. Provided that the periodic solutions in (16a) and (16b) can
be expressed by a set of base functions

{cos (𝑘𝜏) , sin (𝑘𝜏) | 𝑘 = 0, 1, 2, . . .} , (18)

one obtains

𝑢
1
(𝜏) =

+∞

∑

𝑘=0

(𝑎
1,𝑘

cos 𝑘𝜏 + 𝑏
1,𝑘

sin 𝑘𝜏) , (19a)

𝑢
2
(𝜏) =

+∞

∑

𝑘=0

(𝑎
2,𝑘

cos 𝑘𝜏 + 𝑏
2,𝑘

sin 𝑘𝜏) . (19b)

For the initial approximation, 𝑢
1,0
(𝜏) and 𝑢

2,0
(𝜏) are

assumed as

𝑢
1,0
(𝜏) = 𝑎

0
cos 𝜏 + 𝑏

0
sin 𝜏, 𝑢

2,0
(𝜏) = 𝑐

0
cos 𝜏, (20)

and the linear operator is defined as

𝐿(
Φ
1
(𝜏, 𝑝)

Φ
2
(𝜏, 𝑝)

) = 𝜔
2

0
(

𝜕
2
Φ
1
(𝜏, 𝑝)

𝜕𝜏
2

+ Φ
1
(𝜏, 𝑝)

𝜕
2
Φ
2
(𝜏, 𝑝)

𝜕𝜏
2

+ Φ
2
(𝜏, 𝑝)

) . (21)

We can define a nonlinear operator as the following by
EHAM:

𝑁(
Φ
1
(𝜏, 𝑝)

Φ
2
(𝜏, 𝑝)

) =

(
(
(

(

Ω
2
(𝑝)
𝜕
2
Φ
1
(𝜏, 𝑝)

𝜕𝜏
2

+ 𝜀𝜂
1
Ω(𝑝) [Φ

1

2
(𝜏, 𝑝) − 1]

𝜕Φ
1
(𝜏, 𝑝)

𝜕𝜏

+Φ
1
(𝜏, 𝑝) + 𝜀𝛼

1
Φ
1

3
(𝜏, 𝑝) + 𝜀𝛿

1
Φ
1
(𝜏, 𝑝)Φ

2

2
(𝜏, 𝑝)

Ω
2
(𝑝)
𝜕
2
Φ
2
(𝜏, 𝑝)

𝜕𝜏
2

+ 𝜀𝜂
2
Ω(𝑝) [Φ

2

2
(𝜏, 𝑝) − 1]

𝜕Φ
2
(𝜏, 𝑝)

𝜕𝜏

+Φ
2
(𝜏, 𝑝) + 𝜀𝛼

2
Φ
2

3
(𝜏, 𝑝) + 𝜀𝛿

2
Φ
1

2
(𝜏, 𝑝)Φ

2
(𝜏, 𝑝)

)
)
)

)

, (22)

and the nonlinear operator Π is

Π(
Φ
1
(𝜏, 𝑝)

Φ
2
(𝜏, 𝑝)

) = (1 − 𝑝)

× [(
𝐴 (𝑝) cos 𝜏 + 𝐵 (𝑝) sin 𝜏

𝐶 (𝑝) cos 𝜏 )

+(
(Ω
2
(𝑝) − 𝜔

2

0
) (cos 𝜏 + sin 𝜏)

(Ω
2
(𝑝) − 𝜔

2

0
) sin 𝜏

)] .

(23)

In terms of the principle of solution expression, we select
the auxiliary functions as 𝐻

1
(𝑡) = 1 and 𝐻

2
(𝑡) = 1; thus the

zeroth-order deformation equation is given by

(1 − 𝑝) 𝐿(

Φ
1
(𝜏, 𝑝) − 𝑢

1,0
(𝜏)

Φ
2
(𝜏, 𝑝) − 𝑢

2,0
(𝜏)

)

= 𝑝ℎ
1
𝑁(

Φ
1
(𝜏, 𝑝)

Φ
2
(𝜏, 𝑝)

) + (1 − 𝑝)
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× ℎ
2
[(
𝐴 (𝑝) cos 𝜏 + 𝐵 (𝑝) sin 𝜏

𝐶 (𝑝) cos 𝜏 )

+(
(Ω
2
(𝑝) − 𝜔

2

0
) (cos 𝜏 + sin 𝜏)

(Ω
2
(𝑝) − 𝜔

2

0
) sin 𝜏

)] ,

(24)

where

𝐴 (𝑝) =

∞

∑

𝑖=1

𝑎
𝑖
𝑝
𝑖
, 𝐵 (𝑝) =

∞

∑

𝑖=1

𝑏
𝑖
𝑝
𝑖
, 𝐶 (𝑝) =

∞

∑

𝑖=1

𝑐
𝑖
𝑝
𝑖
, (25)

with the initial conditions

Φ
1
(0, 𝑝) = 𝑎

0
+ 𝐴 (𝑝) ,

𝜕Φ
1
(𝜏, 𝑝)

𝜕𝜏

𝜏=0

= 𝑏
0
+ 𝐵 (𝑝) ,

(26a)

Φ
2
(0, 𝑝) = 𝑐

0
+ 𝐶 (𝑝) ,

𝜕Φ
2
(𝜏, 𝑝)

𝜕𝜏

𝜏=0

= 0. (26b)

For 𝑝 = 0, the solutions of (24)–((26a), (26b)) are

Φ
1
(𝜏, 0) = 𝑢

1,0
(𝜏) , Φ

2
(𝜏, 0) = 𝑢

2,0
(𝜏) , Ω (0) = 𝜔

0
.

(27)

While 𝑝 = 1, the zeroth-order deformation equations
(24)–((26a), (26b)) are equivalent to the original equations
(16a), (16b), and (17). Thus, we get

Φ
1
(𝜏, 1) = 𝑢

1
(𝜏) , Φ

2
(𝜏, 1) = 𝑢

2
(𝜏) , Ω (1) = 𝜔. (28)

Obviously, as the embedding parameter 𝑝 varies from 0
to 1,Φ

𝑖
(𝜏, 𝑝) changes from the initial guess 𝑢

𝑖,0
(𝜏) to the exact

solutions 𝑢
𝑖
(𝜏) (𝑖 = 1, 2). In addition,Ω(𝑝) changes from the

initial guess frequency𝜔
0
to the nonlinear physical frequency

𝜔.
With the help of the Taylor series expansion and (13), we

obtain

Φ
1
(𝜏, 𝑝) = 𝑢

1,0
(𝜏) +

+∞

∑

𝑚=1

𝑢
1,𝑚
(𝜏) 𝑝
𝑚
, (29a)

Φ
2
(𝜏, 𝑝) = 𝑢

2,0
(𝜏) +

+∞

∑

𝑚=1

𝑢
2,𝑚
(𝜏) 𝑝
𝑚
, (29b)

Ω(𝑝) = 𝜔
0
+

+∞

∑

𝑚=1

𝜔
𝑚
𝑝
𝑚
, (29c)

where

𝑢
1,𝑚
(𝜏) =

1

𝑚!

𝜕
𝑚
Φ
1
(𝜏, 𝑝)

𝜕𝑝
𝑚

𝑝=0

,

𝑢
2,𝑚
(𝜏) =

1

𝑚!

𝜕
𝑚
Φ
2
(𝜏, 𝑝)

𝜕𝑝
𝑚

𝑝=0

, 𝜔
𝑚
=
1

𝑚!

𝜕
𝑚
Ω(𝑝)

𝜕𝑝
𝑚

𝑝=0

.

(30)

If the auxiliary parameters ℎ
1
and ℎ
2
are properly chosen,

the power series solutions in (29a), (29b), and (29c) are
converged at 𝑝 = 1. Then from (28), we get

𝑢
1
(𝜏) = 𝑢

1,0
(𝜏) +

+∞

∑

𝑚=1

𝑢
1,𝑚
(𝜏) ,

𝑢
2
(𝜏) = 𝑢

2,0
(𝜏) +

+∞

∑

𝑚=1

𝑢
2,𝑚
(𝜏) ,

𝜔 = 𝜔
0
+

+∞

∑

𝑚=1

𝜔
𝑚
.

(31)

For simplicity, the following vectors are defined as

→

𝑢
1,𝑛
= {𝑢
1,0
(𝜏) , 𝑢

1,1
(𝜏) , . . . , 𝑢

1,𝑛
(𝜏)} , (32a)

→

𝑢
2,𝑛
= {𝑢
2,0
(𝜏) , 𝑢

2,1
(𝜏) , . . . , 𝑢

2,𝑛
(𝜏)} , (32b)

→

𝜔
𝑛
= {𝜔
0
, 𝜔
1
, . . . , 𝜔

𝑛
} . (32c)

By differentiating the zeroth-order deformation equation
(24)𝑚 times with respect to 𝑝, then dividing the equation by
𝑚!, and setting 𝑝 = 0, the𝑚th-order deformation equation is
formulated as follows:

𝐿(
𝑢
1,𝑚
(𝜏) − 𝜒

𝑚
𝑢
1,𝑚−1

(𝜏)

𝑢
2,𝑚
(𝜏) − 𝜒

𝑚
𝑢
2,𝑚−1

(𝜏)
) = ℎ

1
(

𝑅
1,𝑚
(
→

𝑢
1,𝑚−1

,
→

𝜔
𝑚−1
)

𝑅
2,𝑚
(
→

𝑢
2,𝑚−1

,
→

𝜔
𝑚−1
)

)

+ ℎ
2
(

𝑆
1,𝑚
(𝜏,
→

𝜔
𝑚
)

𝑆
2,𝑚
(𝜏,
→

𝜔
𝑚
)

) ,

(33)

with the initial conditions

𝑢
1,𝑚
(0) = 𝑎

𝑚
, 𝑢



1,𝑚
(0) = 𝑏

𝑚
,

𝑢
2,𝑚
(0) = 𝑐

𝑚
, 𝑢



2,𝑚
(0) = 0

(𝑚 ≥ 1) ,

(34)

in which

(

𝑅
1,𝑚
(
→

𝑢
1, 𝑚−1

,
→

𝜔
𝑚−1
)

𝑅
2,𝑚
(
→

𝑢
2, 𝑚−1

,
→

𝜔
𝑚−1
)

)

=
1

(𝑚 − 1)!

𝜕
𝑚−1

𝜕𝑝
𝑚−1
𝑁(
Φ
1
(𝜏, 𝑝)

Φ
2
(𝜏, 𝑝)

)

𝑝=0

,
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Figure 1: Comparison of the phase portrait curves of the forth-order approximation with the numerical integration method.

(

𝑆
1,𝑚
(𝜏,
→

𝜔
𝑚
)

𝑆
2,𝑚
(𝜏,
→

𝜔
𝑚
)

)

=(

(

𝑚

∑

𝑖=0

𝜔
𝑖
𝜔
𝑚−𝑖
− 𝜒
𝑚

𝑚−1

∑

𝑖=0

𝜔
𝑖
𝜔
𝑚−1−𝑖

) (cos 𝜏 + sin 𝜏)

(

𝑚

∑

𝑖=0

𝜔
𝑖
𝜔
𝑚−𝑖
− 𝜒
𝑚

𝑚−1

∑

𝑖=0

𝜔
𝑖
𝜔
𝑚−1−𝑖

) sin 𝜏
)

+ (𝑄
𝑚
(

→

𝛿 𝑚) − 𝜒𝑚 (

→

𝛿 𝑚−1)) ,

𝑄
𝑚
(

→

𝛿 𝑚) = (
𝑎
𝑚
cos 𝜏 + 𝑏

𝑚
sin 𝜏

𝑐
𝑚
cos 𝜏 ) .

(35)

Because of the principle of solution expression and the
linear operator 𝐿, the right side of (33) should not contain
the terms of sin 𝜏 and cos 𝜏 or the secular terms 𝜏 sin 𝜏 and
𝜏 cos 𝜏. The coefficients are set to be zero to yield

1

𝜋
∫

2𝜋

0

[ℎ
1
𝑅
1,𝑚
(
→

𝑢
1, 𝑚−1

,
→

𝜔
𝑚−1
)

+ℎ
2
𝑆
1,𝑚
(𝜏,
→

𝜔
𝑚
)] cos 𝜏𝑑𝜏 = 0,

(36a)

1

𝜋
∫

2𝜋

0

[ℎ
1
𝑅
1, 𝑚
(
→

𝑢
1, 𝑚−1

,
→

𝜔
𝑚−1
)

+ℎ
2
𝑆
1,𝑚
(𝜏,
→

𝜔
𝑚
)] sin 𝜏𝑑𝜏 = 0,

(36b)

1

𝜋
∫

2𝜋

0

[ℎ
1
𝑅
2, 𝑚
(
→

𝑢
2, 𝑚−1

,
→

𝜔
𝑚−1
)

+ℎ
2
𝑆
2,𝑚
(𝜏,
→

𝜔
𝑚
)] cos 𝜏𝑑𝜏 = 0,

(36c)

1

𝜋
∫

2𝜋

0

[ℎ
1
𝑅
2, 𝑚
(
→

𝑢
2, 𝑚−1

,
→

𝜔
𝑚−1
)

+ℎ
2
𝑆
2,𝑚
(𝜏,
→

𝜔
𝑚
)] sin 𝜏𝑑𝜏 = 0.

(36d)

The solutions of 𝜔
𝑘
, 𝑎
𝑘
, 𝑏
𝑘
, and 𝑐

𝑘
(𝑘 = 0, 1, 2, . . .)

from (33) and (36a), (36b), (36c), and (36d) can be computed
successively. To achieve more accurate results, we modify the
solution of 𝜔 as follows:

𝜔 = 𝜔 + 𝜐, (37)

where 𝜐 is a small parameter.

4. Numerical Simulation and Discussion

In this section, numerical experiment is conducted to verify
the accuracy of the present approach.

Taking 𝜀 = 1/100, 𝜂
1
= 1, 𝜂

2
= 2, 𝛼

1
= 1/2, 𝛼

2
= 1/3,

𝛿
1
= 2/10, 𝛿

2
= 3/10, and the initial approximations of 𝑎, 𝑏,

𝑐, and 𝜔 are 𝑎
0
= 2, 𝑏

0
= 0, 𝑐

0
= 2, and 𝜔

0
= 1087/1000,

respectively.
For simplicity and accuracy, we set ℎ

1
= −0.1, ℎ

2
= 300,

and 𝜐 = −0.1; then the comparison of the phase curves of
the fifth-order approximation with the numerical integration
solution is shown in Figure 1.
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Figure 2: Comparison between the phase curves of the fifth-order approximation and the numerical integration out-of-phase solution.

The initial conditions of the numerical integration
method are 𝑥

1
(0) = 1.999538, 𝑥

1
(0) = 0.000037, 𝑥

2
(0) =

1.999458, and 𝑥
2
(0) = 0.

Moreover, the fifth-order analytical solutions (𝑥
1
(𝑡),

𝑥
2
(𝑡), and 𝜔) are given as

𝑥
1
(𝑡) = 1.99884944 cos𝜔𝑡 + 0.00321365 sin𝜔𝑡

+ 0.00068916 cos 3𝜔𝑡 − 0.00106812 sin 3𝜔𝑡,

𝑥
2
(𝑡) = 1.99883406 cos𝜔𝑡 + 0.00641377 sin𝜔𝑡

+ 0.00062615 cos 3𝜔𝑡 − 0.00213651 sin 3𝜔𝑡,

𝜔 = 1.08696631,

(38)

in which

𝜔 = 𝜔 + 𝜐 = 0.98696631. (39)

The above results demonstrate that the system has an in-
phase solution. While giving the initial approximations of
𝑎
0
= 2, 𝑏

0
= 0, 𝑐

0
= −2, and 𝜔

0
= 1087/1000, we can get

an out-of-phase solution to the system.
In this case, the comparison between the phase curves of

the fifth-order approximation and the numerical integration
solution is portrayed in Figure 2.

The initial conditions of the numerical integration
method are 𝑥

1
(0) = 1.999392, 𝑥

1
(0) = 0.000110, 𝑥

2
(0) =

−1.999458, and 𝑥
2
(0) = 0, and the fifth-order analytical

solutions are written as

𝑥
1
(𝑡) = 1.99870293 cos𝜔𝑡 + 0.00309709 sin𝜔𝑡

+ 0.00068900 cos 3𝜔𝑡 − 0.00106809 sin 3𝜔𝑡,

𝑥
2
(𝑡) = −1.99883388 cos𝜔𝑡 − 0.00641395 sin𝜔𝑡

− 0.00062613 cos 3𝜔t − 0.00213658 sin 3𝜔𝑡,

𝜔 = 1.08703369,

(40)

in which

𝜔 = 𝜔 + 𝜐 = 0.98703369. (41)

5. Conclusions

In the present paper, the EHAM approach is applied to get
asymptotic analytical series solutions of 2-DOF van der Pol-
Duffing oscillators with a nonlinear coupling. The basic idea
described in this paper is expected to be more employed
in solving other dynamical systems in engineering and
physical sciences. Comparisons with the numerical results
are presented to demonstrate the validity of this method. In
summary, compared with some other methods, the EHAM
has the following advantages.

(1) The EHAM provides an ingenious avenue for con-
trolling the convergences of approximation series.
Numerical comparisons demonstrate that the EHAM
is an effective and robust analytical method of 2-DOF
van der Pol-Duffing oscillators.
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(2) Because of its flexibility, the present techniques can
also be further generalized to analyze more compli-
cated nonlinear MDOF dynamical systems that can
only be analyzed by numerical methods.
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