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The structural properties of LM-g splines are investigated by optimization and optimal control theory.The continuity and structure
of LM-g splines are derived by using a class of necessary conditions with state constraints of optimal control and the relationship
between LM-g interpolating splines and the corresponding L-g interpolating splines. This work provides a new method for further
exploration of LM-g interpolating splines and its applications in the optimal control.

1. Introduction

Spline smoothing is widely used in many application areas
as a basic tool of applied mathematics and a class of pow-
erful and flexible modeling techniques. The operator spline
function theory provides new descriptions and numerical
methods for some optimal control problems [1–3]. Splines
defined in terms of one linear differential operator are called
L-g splines. The structural and continuity properties of these
splines were discussed in detail in [4, 5]. They play an
important role in the approximation of functions and optimal
control. Splines defined in terms of two differential operators
were first considered by de Figueiredo [6] and were called
LM-g splines. He defined LM-g splines by separating Green’s
function and showed their applications in the estimation
of stochastic processes, minimum-energy controls, digital
signal processing, and system modeling. However, it was
difficult to discuss the structural and continuity properties of
LM-g splines by the method of separating Green’s function.
Soon afterwards, Weinert et al. [7] redefined LM-g splines
with certain integrodifferential operators in terms of the
system inverses. In [7], these splines were indicated as sample
functions of a certain type of autoregressive-moving average
(ARMA) stochastic processes, so theywere also calledARMA
splines. This stochastic correspondence was used to develop
the recursive algorithms for ARMA splines, interpolating
splines, and smoothing splines [5, 8]. Zhang and Fang [9]

established a new recursive algorithm for LM-g splines by
using system inverses and reproducing kernels, and based on
this, a recursive algorithm for the minimum-energy control
of a class of linear systems was also obtained.

Although LM-g splines have been applied extensively in
many fields and some recursive algorithms for which these
splines have been developed, a systematic research on the
structural and continuity properties of these splines has not
been done. It is a quite difficult task to discuss the structural
and continuity properties of abstract operator splines. Opfer
and Oberle [10] and Fredenhagen et al. [11] presented a
derivation of cubic splines with obstacles by the optimal
control criteria. Afterwards, this method was used to deduce
the structural and continuity properties of generalized inter-
polating splines with obstacles [12]. Takahashi and Martin
[13] considered and made the generalized splines by solving
an optimal control problem for linear systems. Egerstedt and
Martin [2] showed how splines arose naturally in the theory
of linear control systems from the latest methods and appli-
cations and by using the tools of optimization over vector
spaces, demonstrated how splines were a consequence of the
optimization problem, and revealed many natural relations
among control theory, numerical analysis, and statistics.
Alhanaty and Bercovier [14] introduced optimal control
methods over reparametrization for curve and surface design.
Zhang and Liu [15, 16] considered the structural and conti-
nuity characteristics of the interpolating splines defined by
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differential operator by means of the optimal control criteria.
As a generalization of the proposed methods, the structural
and continuity properties of LM-g splines, or LM-g splines
with obstacles, are deduced by optimal control theory in the
present paper. The investigations in this paper further reveal
the profound relations between splines and optimal control
theory.

2. System Inverse and LM-g Spline

Let 𝐿 and𝑀 be the linear differential operators defined by

𝐿 = 𝐷
𝑛

+ 𝑎
𝑛−1
𝐷
𝑛−1

+ 𝑎
𝑛−2
𝐷
𝑛−2

+ ⋅ ⋅ ⋅ + 𝑎
1
𝐷 + 𝑎

0
, (1)

𝑀 = 𝑐
𝑚
𝐷
𝑚

+ 𝑐
𝑚−1

𝐷
𝑚−1

+ ⋅ ⋅ ⋅ + 𝑐
1
𝐷 + 𝑐
0
, (2)

where 𝑎
𝑖
(𝑖 = 0, 1, . . . , 𝑛 − 1), 𝑐

𝑗
(𝑗 = 0, 1, . . . , 𝑚) are all

constants, 𝑐
𝑚

̸= 0,𝑚 < 𝑛.
As shown in [9], 𝐿𝑓(𝑡) = 𝑀𝑢(𝑡) can be written as

�̇� (𝑡) = 𝐴𝑥 (𝑡) + �̃�𝑢 (𝑡) ,

𝑓 (𝑡) = 𝑐𝑥 (𝑡) ,

(3)

where

𝐴 = (
0 𝐼

𝑛−1

−𝑎
0
−𝑎
1

⋅ ⋅ ⋅ −𝑎
𝑛−1

) ,

𝑥 (𝑡) = (𝑥
1
(𝑡) , 𝑥
1
(𝑡) , . . . , 𝑥

𝑛
(𝑡))
𝑇

,

(4)

𝑐 = ( 1, 0, . . . , 0) , �̃� = (0, . . . , 0, 𝑏
𝛼
, 𝑏
𝛼+1
, . . . , 𝑏

𝑛
)
𝑇

,

𝛼 = 𝑛 − 𝑚,

(5)

𝑏
𝛼
= 𝑐
𝑚
, 𝑏

𝛼+𝑗
= 𝑐
𝑚−𝑗

−

𝑗−1

∑

𝑘=0

𝑎
𝑛−𝑗+𝑘

𝑏
𝛼+𝑘

,

𝑗 = 1, 2, . . . , 𝑚.

(6)

Let𝑊𝑘
2
[0, 1] be the linear space defined by

𝑊
𝑘

2
[0, 1] = {𝑓 (𝑡) , 𝑡 ∈ [0, 1] : 𝑓

(𝑘−1) absolutely continuous

and𝑓(𝑘) ∈ 𝐿2 [0, 1]} .
(7)

Suppose that𝑃 is the linear operatormapping the output𝑓(𝑡)
to the input 𝑢(𝑡) of system (3); that is,

𝑃𝑓 (𝑡) = 𝑢 (𝑡) or 𝐿𝑓 (𝑡) = 𝑀𝑢 (𝑡) , 𝑡 ∈ [0, 1] . (8)

From [17] and the inversion of system (3), we know
that 𝑃 is a bounded linear integral-differential operator that
maps 𝑊𝛼

2
[0, 1] onto the space 𝐿2[0, 1] of square-integrable

functions on the interval [0, 1]. Suppose that {𝑙
𝑗
}
𝑁

𝑗=1
(𝑁 ≥

𝑛) are linear functionals that are continuous and linearly
independent of 𝑊𝛼

2
[0, 1]. Let {𝑟

𝑗
}
𝑁

𝑗=1
be real numbers and

𝑈
𝛼
(𝑟) = {𝑓 ∈ 𝑊

𝛼

2
[0, 1] : 𝑙

𝑗
𝑓 = 𝑟

𝑗
, 1 ≤ 𝑗 ≤ 𝑁}. From [6, 7],

we know if {𝑙
𝑗
}
𝛼

𝑗=1
are linearly independent of ker 𝑃 = {𝑓 ∈

𝑊
𝛼

2
[0, 1] : 𝑃𝑓 = 0}, the solution of theminimization problem

∫

1

0

[𝑃𝜎 (𝑡)]
2

𝑑𝑡 = min
𝑓∈𝑈
𝛼
(𝑟)

∫

1

0

[𝑃𝑓 (𝑡)]
2

𝑑𝑡, 𝜎 ∈ 𝑈
𝛼
(𝑟) (9)

always exists and is unique.The solution 𝜎(𝑡) is usually called
LM-g interpolating spline.

For the convenience of discussing the structural and
continuity properties of LM-g spline 𝜎(𝑡) and its applications,
we will restrict attention to a rather broad class of constraint
functionals {𝑙

𝑗
}
𝑁

𝑗=1
, called extended Hermite-Birkhoff (EHB)

functionals, which have the form

𝑙
𝑗
𝑓 =

𝛾
𝑗

∑

𝑘=1

𝛼
𝑗𝑘
𝑓
(𝑘−1)

(𝑡
𝑗
) ,

𝑗 = 1, 2, . . . , 𝑁, 1 ≤ 𝛾
𝑗
≤ 𝛼,

(10)

where 𝛼
𝑗𝑘
are constants, 0 = 𝑡

1
< 𝑡
2
< ⋅ ⋅ ⋅ < 𝑡

𝑁
= 1.

From (1), we define
𝐿
∗

0
= 𝐼 (identity operator), 𝐿

∗

𝑗
= −𝐷𝐿

∗

𝑗−1
+ 𝑎
𝑛−𝑗
,

𝑗 = 1, 2, . . . , 𝑛.

(11)

The operators {𝐿∗
𝑗
}
𝑛

𝑗=1
are called the partial adjoint operator

of 𝐿. 𝐿∗ = 𝐿∗
𝑛
is called the adjoint operator of 𝐿.

3. Structural Properties of LM-g Spline

According to the optimal control theory of linear systems,
the minimization problem (9) is to find a control function
𝑢(𝑡) which is piecewise smooth with certain conditions to
minimize the objective function

𝐽 (𝑢) =
1

2
∫

1

0

𝑢
2

(𝑡) 𝑑𝑡 (12)

with the constraints

�̇� (𝑡) = 𝐴𝑥 (𝑡) + �̃�𝑢 (𝑡) , (13)

𝐹
𝑗
[𝑥 (𝑡
𝑗
)] =

𝛾
𝑗

∑

𝑘=1

𝛼
𝑗𝑘
𝑥
𝑘
(𝑡
𝑗
) − 𝑟
𝑗
= 0,

1 ≤ 𝛾
𝑗
≤ 𝛼, 1 ≤ 𝑗 ≤ 𝑁.

(14)

From the necessary conditions of the optimal control
with state constraints [11, 12], we know that there exist
piecewise continuously differentiable Lagrange multipliers
𝜆(𝑡) = (𝜆

1
(𝑡), 𝜆
2
(𝑡), . . . , 𝜆

𝑛
(𝑡)) and constants 𝜃

1
, 𝜃
2
, . . . , 𝜃

𝑁
,

such that, for the Hamiltonian function

�̃� =
1

2
𝑢
2

(𝑡) + 𝜆 (𝑡) (𝐴𝑥 (𝑡) + �̃�𝑢 (𝑡)) (15)

and the state constraints (14), the following properties hold.

Adjoint differential equation:

�̇� (𝑡) = −
𝜕�̃�

𝜕𝑥
= −(

𝜕�̃�

𝜕𝑥
1

,
𝜕�̃�

𝜕𝑥
2

, . . . ,
𝜕�̃�

𝜕𝑥
𝑛

) ,

𝑡 ̸= 𝑡
𝑗
, 𝑗 = 1, 2, . . . , 𝑁.

(16)
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Transversality conditions:

𝜆 (0) = −
𝜕

𝜕𝑥 (0)
[𝜃
1
𝐹
1
(𝑥 (0))] ,

𝜆 (1) =
𝜕

𝜕𝑥 (1)
[𝜃
𝑁
𝐹
𝑁
(𝑥 (1))] ,

𝜆 (𝑡
+

𝑗
) = 𝜆 (𝑡

−

𝑗
) −

𝜕

𝜕𝑥 (𝑡
𝑗
)

[𝜃
𝑗
𝐹
𝑗
(𝑥 (𝑡
𝑗
))] ,

𝑗 = 2, 3, . . . , 𝑁 − 1.

(17)

Minimum principle: let (�̃�∗(𝑡), 𝑥∗(𝑡)) be the solution pair of
the system (12)–(14) and let 𝜆∗(𝑡) be the solution of (16)
satisfying conditions (17); then

�̃�
∗

(𝑡) = min
𝑢∈R

�̃� (𝑡, 𝑥
∗

(𝑡) , 𝑢, 𝜆
∗

(𝑡)) . (18)

From (3)–(9) and (12)–(14), we have

𝜎 (𝑡) = 𝑥
∗

1
(𝑡) , 𝐿𝜎 (𝑡) = 𝑀�̃�

∗

(𝑡) or 𝑃𝜎 (𝑡) = �̃�∗(𝑡) .
(19)

Theorem 1. Let 𝜎(𝑡) be the LM-g interpolating spline defined
by (9), 𝐿𝜎(𝑡) = 𝑀�̃�

∗

(𝑡), and let

V (𝑡) = −𝜆∗
𝑛
(𝑡) ; (20)

then

(i) 𝐿∗𝑃𝜎(𝑡) = 0, for 𝑡 ̸= 𝑡
𝑗
(𝑗 = 1, 2, . . . , 𝑁);

(ii) �̃�∗(𝑖)(𝑎) = 0 (0 ≤ 𝑖 ≤ 𝛼 − 𝛾
1
− 1), �̃�∗(𝑖)(𝑏) = 0 (0 ≤

𝑖 ≤ 𝛼 − 𝛾
𝑁
− 1), �̃�∗(𝑖)(𝑡+

𝑗
) − �̃�
∗(𝑖)

(𝑡
−

𝑗
) = 0, 0 ≤ 𝑖 ≤

𝛼 − 𝛾
𝑗
− 1, 2 ≤ 𝑗 ≤ 𝑁 − 1;

(iii) 𝜎(𝑖)(𝑎) = 0 (0 ≤ 𝑖 ≤ 2𝛼 − 𝛾
1
− 1), 𝜎(𝑖)(𝑏) = 0 (0 ≤ 𝑖 ≤

2𝛼−𝛾
𝑁
−1), 𝜎(𝑖)(𝑡+

𝑗
)−𝜎
(𝑖)

(𝑡
−

𝑗
) = 0, 0 ≤ 𝑖 ≤ 2𝛼−𝛾

𝑗
−1,

2 ≤ 𝑗 ≤ 𝑁 − 1;
(iv) 𝐿∗

𝑛−𝑖
[V(𝑡+
𝑗
) − V(𝑡−

𝑗
)] = 𝜃

𝑗
𝛼
𝑗𝑖
, 1 ≤ 𝑖 ≤ 𝛾

𝑗
, 2 ≤ 𝑗 ≤ 𝑁− 1.

Proof. From (3)–(6) and (15), we can get

�̃� =
1

2
𝑢
2

− 𝑎
0
𝜆
𝑛
𝑥
1
+

𝑛

∑

𝑘=2

(𝜆
𝑘−1

− 𝑎
𝑘−1
𝜆
𝑛
) 𝑥
𝑘

+ (

𝑛

∑

𝑘=𝛼

𝑏
𝑘
𝜆
𝑘
)𝑢.

(21)

Moreover, the adjoint differential equation leads to

�̇�
1
(𝑡) = 𝑎

0
𝜆
𝑛
(𝑡) , �̇�

𝑗
(𝑡) = 𝑎

𝑗−1
𝜆
𝑛
(𝑡) − 𝜆

𝑗−1
(𝑡) ,

𝑗 = 2, 3, . . . , 𝑛.

(22)

Thus, −�̇�
𝑛
(𝑡) + 𝑎

𝑛−1
𝜆
𝑛
(𝑡) = 𝜆

𝑛−1
(𝑡) for 𝑗 = 𝑛. From (11),

𝐿
∗

1
𝜆
𝑛
(𝑡) = 𝜆

𝑛−1
(𝑡). Then, we have

𝐿
∗

2
𝜆
𝑛
= −𝐷𝐿

∗

1
𝜆
𝑛
+ 𝑎
𝑛−2
𝜆
𝑛
= −�̇�
𝑛−1

(𝑡) + 𝑎
𝑛−2
𝜆
𝑛
. (23)

From (22), we have

−�̇�
𝑛−1

(𝑡) + 𝑎
𝑛−2
𝜆
𝑛
(𝑡) = 𝜆

𝑛−2
(𝑡) . (24)

Substituting (24) into (23), one gets 𝐿∗
2
𝜆
𝑛
(𝑡) = 𝜆

𝑛−2
(𝑡).

Similarly, we can obtain

𝐿
∗

1
𝜆
𝑛
= 𝜆
𝑛−1
, 𝐿

∗

2
𝜆
𝑛
= 𝜆
𝑛−2
, . . . , 𝐿

∗

𝑛−1
𝜆
𝑛
= 𝜆
1
,

𝐿
∗

𝜆
𝑛
= 0.

(25)

According to the minimum principle and the necessary
conditions of extremum, we know that �̃�∗(𝑡) is a solution of
𝜕�̃�/𝜕𝑢 = 0; thus,

�̃�
∗

(𝑡) = −𝑏
𝛼
𝜆
∗

𝛼
(𝑡) − 𝑏

𝛼+1
𝜆
∗

𝛼+1
(𝑡) − ⋅ ⋅ ⋅ − 𝑏

𝑛
𝜆
∗

𝑛
(𝑡) . (26)

Substituting (25) into (26) and noting 𝛼 = 𝑛 − 𝑚, we have

�̃�
∗

(𝑡) = (𝑏
𝑛−𝑚

𝐿
∗

𝑚
+ 𝑏
𝑛−𝑚+1

𝐿
∗

𝑚−1

+ ⋅ ⋅ ⋅ + 𝑏
𝑛−1
𝐿
∗

1
+ 𝑏
𝑛
) (−𝜆
∗

𝑛
(𝑡))

(27)

Since 𝑎
𝑗
(𝑗 = 0, 1, . . . , 𝑛−1) are constants, it follows from (11)

that, for 𝑗 = 1, 2, . . . , 𝑛,

𝐿
∗

𝑗
= (−1)

𝑗

𝐷
𝑗

+ (−1)
𝑗−1

𝑎
𝑛−1
𝐷
𝑗−1

+ (−1)
𝑗−2

𝑎
𝑛−2
𝐷
𝑗−2

+ ⋅ ⋅ ⋅ − 𝑎
𝑛−𝑗+1

𝐷 + 𝑎
𝑛−𝑗
.

(28)

Substituting these expressions into (27) and recalling (3), it
can be deduced that

�̃�
∗

(𝑡) = ((−1)
𝑚

𝑐
𝑚
𝐷
𝑚

+ (−1)
𝑚−1

𝑐
𝑚−1

𝐷
𝑚−1

+ ⋅ ⋅ ⋅ − 𝑐
1
𝐷 + 𝑐
0
) (−𝜆
𝑛
(𝑡))

= −𝑀
∗

𝜆
𝑛
(𝑡) = 𝑀

∗V (𝑡) ,

(29)

where 𝑀∗ is the adjoint of 𝑀. Then, 𝑃𝜎(𝑡) = 𝑀
∗V(𝑡).

From (20) and (25), we have 𝐿∗V(𝑡) = 0. Since 𝑀∗ and 𝐿∗
are constant coefficient linear differential operators, they are
exchangeable. Hence, (i) holds.

By the transversality conditions (17), we have

𝜆 (0) = −𝜃
1
(𝛼
11
, 𝛼
12
, . . . , 𝛼

1𝛾
1

, 0, . . . , 0) ,

𝜆 (1) = 𝜃
𝑁
(𝛼
𝑁1
, 𝛼
𝑁2
, . . . , 𝛼

𝑁𝛾
𝑁

, 0, . . . , 0) ,

𝜆 (𝑡
+

𝑗
) = 𝜆 (𝑡

−

𝑗
) − 𝜃
𝑗
(𝛼
𝑗1
, 𝛼
𝑗2
, . . . , 𝛼

𝑗𝛾
𝑗

, 0, . . . , 0) ,

𝑗 = 2, 3, . . . , 𝑁 − 1.

(30)

Combining (25), we can get

𝐿
∗

0
V (0) = 0, 𝐿

∗

1
V (0) = 0, . . . , 𝐿∗

𝑛−𝛾
1
−1
V (0) = 0,

𝐿
∗

0
V (1) = 0, 𝐿

∗

1
V (1) = 0, . . . , 𝐿∗

𝑛−𝛾
𝑁
−1
V (1) = 0,

𝐿
∗

𝑖
[V (𝑡+
𝑗
) − V (𝑡−

𝑗
)] = 0, 𝑖 = 0, 1, . . . , 𝑛 − 𝛾

𝑗
− 1,

𝑗 = 2, 3, . . . , 𝑁 − 1.

(31)
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It is easy to know from (11) that

V(𝑖) (0) = 0 (𝑖 = 0, 1, . . . , 𝑛 − 𝛾
1
− 1) ,

V(𝑖) (1) = 0 (𝑖 = 0, 1, . . . , 𝑛 − 𝛾
𝑁
− 1) ,

V(𝑖) (𝑡+
𝑗
) − V(𝑖) (𝑡−

𝑗
) = 0, 𝑖 = 0, 1, . . . , 𝑛 − 𝛾

𝑗
− 1,

𝑗 = 2, 3, . . . , 𝑁 − 1.

(32)

Now, (ii) can follow from (29).
From (20) and (25), 𝐿∗

𝑛−𝑖
V(𝑡) = −𝜆

∗

𝑖
(𝑡) (1 ≤ 𝑖 ≤ 𝑛 − 1).

Then, (30) shows that (iv) is true. (iii) can follow from (ii)
and (19).

Hence, we complete the proof of Theorem 1.

4. Relationship between LM-g Spline
and L-g Spline

Let {𝑙
𝑗
}
𝑁

𝑗=1
(𝑁 ≥ 𝑛) be linearly independent functionals on

the space𝑊𝑛
2
[0, 1] and𝑈

𝑛
(𝑟) = {𝑓 ∈ 𝑊

𝑛

2
[0, 1] : 𝑙

𝑗
𝑓 = 𝑟
𝑗
, 1 ≤

𝑗 ≤ 𝑁}. If 𝑠(𝑡) is a solution of the minimization problem

∫

1

0

[𝐿𝑠 (𝑡)]
2

𝑑𝑡 = min
𝑓∈𝑈
𝑛
(𝑟)

∫

1

0

[𝐿𝑓 (𝑡)]
2

𝑑𝑡, 𝑠 ∈ 𝑈
𝑛
(𝑟) , (33)

it is called L-g interpolating spline [4].
If {𝑙
𝑗
}
𝑁

𝑗=1
(𝑁 ≥ 𝑛) are EHB functionals defined by (10),

then solving the minimization problem (33) is to find a
control function 𝑢(𝑡) which satisfies certain conditions of
piecewise smoothness to minimize the functional

𝐽 (𝑢) =
1

2
∫

1

0

𝑢
2

(𝑡) 𝑑𝑡 (34)

with the constraints

�̇� (𝑡) = 𝐴𝑥 (𝑡) + 𝑏𝑢 (𝑡) ,

𝐹
𝑗
[𝑥 (𝑡
𝑗
)] =

𝛾
𝑗

∑

𝑘=1

𝛼
𝑗𝑘
𝑥
𝑘
(𝑡
𝑗
) − 𝑟
𝑗
= 0,

1 ≤ 𝛾
𝑗
≤ 𝛼, 1 ≤ 𝑗 ≤ 𝑁,

(35)

where 𝐴 and 𝑥(𝑡) are as in (4) and 𝑏 = (0, . . . , 0, 1)𝑇.
We can treat the L-g splines by the same method as in the

above section. In this case, the Hamiltonian function is

𝐻 =
1

2
𝑢
2

(𝑡) + 𝜆 (𝑡) (𝐴𝑥 (𝑡) + 𝑏𝑢 (𝑡))

=
1

2
𝑢
2

+ 𝜆
𝑛
𝑢 − 𝑎
0
𝜆
𝑛
𝑥
1
−

𝑛

∑

𝑗=2

(𝑎
𝑗−1
𝜆
𝑛
− 𝜆
𝑗−1
) 𝑥
𝑗
.

(36)

Comparing with (21), we know 𝜕𝐻/𝜕𝑥 = 𝜕�̃�/𝜕𝑥, so the
optimization problem (34)-(35) and the optimization prob-
lem (12)–(14) have the same adjoint differential equation and
transversality conditions. Therefore, (25) and (32) still hold.
Let 𝑢∗(𝑡), 𝑥∗(𝑡) be the solutions of optimization problem

(34)-(35). By the minimum principle, letting 𝜕𝐻/𝜕𝑢 = 0, we
can get

𝑢
∗

(𝑡) = −𝜆
∗

𝑛
(𝑡) = 𝐿𝑠 (𝑡) , 𝑠 (𝑡) = 𝑥

∗

1
(𝑡) , (37)

where 𝑠(𝑡) is the corresponding L-g spline. From (20), we have
𝑢
∗

(𝑡) = V(𝑡) = 𝐿𝑠(𝑡).
From (19), (20), (25), (29), (37), and Theorem 1, we can

obtain the results as follows.

Theorem 2. Let 𝑠(𝑡) be the L-g spline with the EHB functional
interpolation constraints (10). Then 𝑠(𝑡) has the following
properties:

(i) 𝐿∗𝐿𝑠(𝑡) = 0, for 𝑡 ̸= 𝑡
𝑗
(𝑗 = 1, 2, . . . , 𝑁);

(ii) 𝑠(𝑖)(𝑡+
𝑗
) − 𝑠
(𝑖)

(𝑡
−

𝑗
) = 0, 𝑖 = 0, 1, . . . , 2𝑛 − 𝛾

𝑗
− 1, 𝑗 =

2, 3, . . . , 𝑁 − 1;

(iii) for 𝑢∗(𝑡) = 𝐿𝑠(𝑡),

𝑢
∗(𝑖)

(𝑎) = 0 (𝑖 = 0, 1, . . . , 𝑛 − 𝛾
1
− 1) ,

𝑢
∗(𝑖)

(𝑏) = 0 (𝑖 = 0, 1, . . . , 𝑛 − 𝛾
𝑁
− 1) ,

𝐿
∗

𝑛−𝑖
[𝑢
∗

(𝑡
+

𝑗
) − 𝑢
∗

(𝑡
−

𝑗
)] = 𝜃

𝑗
𝛼
𝑗𝑖

𝑖 = 1, 2, . . . , 𝛾
𝑗
, 𝑗 = 2, 3, . . . , 𝑁 − 1.

(38)

By Theorem 2, not only are the well-known continuity
properties of differential operator interpolating splines given
but also a new continuity property (38) is discovered.

Theorem 3. Let 𝑠(𝑡) and 𝜎(𝑡) be the L-g spline and the LM-
g spline, respectively, both of them satisfying the interpolating
constraints (14) or (35). Moreover, let 𝑢∗(𝑡) = 𝐿𝑠(𝑡),𝑀�̃�

∗

(𝑡) =

𝐿𝜎(𝑡). Then there exists 𝜑(𝑡) ∈ ker 𝐿, such that

�̃�
∗

(𝑡) = 𝑀
∗

𝑢
∗

(𝑡) , 𝜎 (𝑡) = 𝑀𝑀
∗

𝑠 (𝑡) + 𝜑 (𝑡) . (39)

Proof. (27)–(29) and (37) imply �̃�∗(𝑡) = 𝑀
∗

𝑢
∗

(𝑡). Thus,
recalling 𝐿𝜎(𝑡) = 𝑀�̃�

∗

(𝑡), we can get 𝐿𝜎(𝑡) = 𝑀𝑀
∗

𝑢
∗

(𝑡) =

𝑀𝑀
∗

𝐿𝑠(𝑡). Since 𝐿 and𝑀 are all constant coefficient linear
differential operators, they are exchangeable; then 𝐿𝜎(𝑡) =

𝐿𝑀𝑀
∗

𝑠(𝑡) and hence 𝜎(𝑡) − 𝑀𝑀
∗

𝑠(𝑡) ∈ ker 𝐿.
Now we complete the proof of Theorem 3.

From the discussion above, we know if we can find the
solution 𝑢

∗

(𝑡) of the optimal control problem of system
(34)-(35) which is determined by one linear differential
operator 𝐿 and subjected to the same constraint conditions
as system (12)–(14), the solution �̃�∗(𝑡) of the optimal control
problem of system (12)–(14) which is determined by two
linear differential operators 𝐿, 𝑀 can be obtained; that is,
�̃�
∗

(𝑡) = 𝑀
∗

𝑢
∗

(𝑡).
In order to obtain the LM-g spline𝜎(𝑡) by the correspond-

ing L-g spline from (39), it is necessary to consider the explicit
expression of𝑀𝑀

∗. From (8) and (33), we can obtain𝑀𝑀
∗

as follows.
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When𝑚 = 2𝑞,

𝑀𝑀
∗

=

𝑞

∑

𝑘=0

[

𝑘−1

∑

𝑖=0

2(−1)
𝑖

𝑐
𝑖
𝑐
2𝑘−𝑖

+ (−1)
𝑘

𝑐
2

𝑘
]𝐷
2𝑘

+

𝑚

∑

𝑘=𝑞+1

[

𝑚−𝑘−1

∑

𝑖=0

2(−1)
𝑖

𝑐
2𝑘−𝑚+𝑖

𝑐
𝑚−𝑖

+ (−1)
𝑘

𝑐
2

𝑘
]𝐷
2𝑘

.

(40)

When𝑚 = 2𝑞 − 1,

𝑀𝑀
∗

=

𝑞−1

∑

𝑘=0

[

𝑘−1

∑

𝑖=0

2(−1)
𝑖

𝑐
𝑖
𝑐
2𝑘−𝑖

+ (−1)
𝑘

𝑐
2

𝑘
]𝐷
2𝑘

+

𝑚

∑

𝑘=𝑞

[

𝑚−𝑘−1

∑

𝑖=0

2(−1)
𝑖

𝑐
2𝑘−𝑚+𝑖

𝑐
𝑚−𝑖

+ (−1)
𝑘

𝑐
2

𝑘
]𝐷
2𝑘

.

(41)

5. Conclusion and Prospect

According to [5–7], we define the LM-g spline as an integral-
differential operator spline; this integral-differential operator
is determined by the inversion of system.The correspondence
between LM-g spline interpolating and state-restricted opti-
mal control problems has been used to deduce the structural
and continuity properties of LM-g splines. This correspon-
dence is also used to establish the meaningful relationship
between LM-g splines and L-g splines.

For our results in this paper, we believe that there are
some topics worthy of further consideration. First, under
some appropriate conditions, the results can be generalized to
variable-coefficient operators𝐿 and𝑀. Second, the structural
and continuity properties of LM-g splines with state con-
straints can be deduced by optimal control. Finally, the appli-
cations of our results in optimal control and digital signal
processing need further investigation.
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