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The purpose of this paper is to generalize the concept of almost convergence for double sequence through the notion of de la
Vallée-Poussin mean for double sequences. We also define and characterize the generalized regularly almost conservative and
almost coercive four-dimensional matrices. Further, we characterize the infinite matrices which transform the sequence belonging
to the space of absolutely convergent double series into the space of generalized almost convergence.

1. Introduction and Preliminaries

Let 𝑙
∞
be the Banach space of real bounded sequences 𝑥 = 𝑥

𝑛

with the usual norm ‖𝑥‖ = sup |𝑥
𝑛
|. There exist continuous

linear functionals on 𝑙
∞

called Banach limits [1]. It is well
known that any Banach limit of 𝑥 lies between lim inf 𝑥 and
lim sup𝑥. The idea of almost convergence of Lorentz [2] is
narrowly connected with the limits of S. Banach; that is, a
sequence 𝑥

𝑛
∈ 𝑙
∞
is almost convergent to 𝑙 if all of its Banach

limits are equal. As an application of almost convergence,
Mohiuddine [3] obtained some approximation theorems for
sequence of positive linear operator through this notion. For
double sequence, the notion of almost convergence was first
introduced by Móricz and Rhoades [4]. The authors of [5]
introduced the notion of Banach limit for double sequence
and characterized the spaces of almost and strong almost
convergence for double sequences through some sublinear
functionals. For more details on these concepts, one can refer
to [6–12].

We say that a double sequence 𝑥 = (𝑥
𝑗,𝑘

: 𝑗, 𝑘 = 0, 1,
2, . . .) of real or complex numbers is bounded if

‖𝑥‖ = sup
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨
𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨
< ∞, (1)

denoted byL
∞
, the space of all bounded sequence (𝑥

𝑗,𝑘
).

A double sequence 𝑥 = (𝑥
𝑗,𝑘
) of reals is called convergent

to some number 𝐿 in Pringsheim’s sense (briefly, 𝑃-convergent

to 𝐿) [13] if for every 𝜖 > 0 there exists 𝑁 ∈ N such that
|𝑥
𝑗,𝑘
− 𝐿| < 𝜖 whenever 𝑗, 𝑘 ≥ 𝑁, where N := {1, 2, 3, . . .}.
If a double sequence 𝑥 = (𝑥

𝑗,𝑘
) in L

∞
and 𝑥 is also 𝑃-

convergent to 𝐿, then we say that it is boundedly 𝑃-convergent
to 𝐿 (briefly, 𝐵𝑃-convergent to 𝐿).

A double sequence 𝑥 = (𝑥
𝑗𝑘
) is said to converge regu-

larly to 𝐿 (briefly, 𝑅-convergent to 𝐿) if 𝑥 is converges in
Pringsheim’s sense, and the limits 𝑥𝑗 := lim

𝑘
𝑥
𝑗𝑘
(𝑗 ∈ N) and

𝑥
𝑘

:= lim
𝑗
𝑥
𝑗𝑘
(𝑘 ∈ N) exist. Note that in this case the limits

lim
𝑗
lim
𝑘
𝑥
𝑗𝑘
and lim

𝑘
lim
𝑗
𝑥
𝑗𝑘
exist and are equal to the𝑃-limit

of 𝑥.
Throughout this paper, by C

𝑃
, C
𝐵𝑃
, and C

𝑅
, we denote

the space of all 𝑃-convergent, 𝐵𝑃-convergent, and 𝑅-
convergent double sequences, respectively. Also, the linear
space of all continuous linear functionals on C

𝑅
is denoted

byC󸀠
𝑅
.

Let 𝐵 = (𝑏
𝑝,𝑞,𝑗,𝑘

: 𝑗, 𝑘 = 0, 1, 2, . . .) be a four-dimensional
infinite matrix of real numbers for all 𝑝, 𝑞 = 0, 1, 2, . . . and
𝑆
1
a space of double sequences. Let 𝑆

2
be a double sequences

space, converging with respect to a convergence rule ] ∈

{𝑃, 𝐵𝑃, 𝑅}. Define

𝑆
𝐵,]
1

=
{

{

{

𝑥 = (𝑥
𝑗,𝑘
) : 𝐵𝑥 = (𝐵

𝑝,𝑞
(𝑥))

= ] −∑
𝑗,𝑘

𝑏
𝑝,𝑞,𝑗,𝑘

𝑥
𝑗,𝑘

exists and 𝐵𝑥 ∈ 𝑆
1

}

}

}

.

(2)
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Then, we say that a four-dimensionalmatrix𝐵maps the space
𝑆
2
into the space 𝑆

1
if 𝑆
2
⊂ 𝑆
𝐵,]
1

and is denoted by (𝑆
2
, 𝑆
1
).

Móricz and Rhoades [4] extended the notion of almost
convergence from single to double sequence and character-
ized some matrix classes involving this concept. A double
sequence 𝑥 = (𝑥

𝑗,𝑘
) of real numbers is said to be almost

convergent to a number 𝐿 if

lim
𝑝,𝑞→∞

sup
𝑚,𝑛>0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

𝑝𝑞

𝑚+𝑝−1

∑

𝑗=𝑚

𝑛+𝑞−1

∑

𝑘=𝑛

𝑥
𝑗,𝑘
− 𝐿

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= 0. (3)

For more details on double sequences and 4-dimensional
matrices, one can refer to [14–20].

Using the notion of almost convergence for single
sequence, King [21] introduced a slightly more general class
of matrices than the conservative and regular matrices, that
is, almost conservative and almost regular matrices, and
presented its characterization. In [22], Schaefer presented
some interesting characterization for almost convergence.
The Steinhaus-type theorem for the concepts of almost
regular and almost coercivematrices was proved by Başar and
Solak [23]. In this paper, we generalize the concept of almost
convergence for double sequences with the help of double
generalized de la Vallée-Poussinmean and called it (Λ)almost
convergence. Using this concept, we define the notions of
regularly (Λ)almost conservative and (Λ)almost coercive
four-dimensional matrices and obtain their necessity and
sufficient conditions. Further, we introduce the space L

1

of all absolutely convergent double series and characterize
the matrix class (L

1
,F
Λ
), where F

Λ
denotes the space of

(Λ)almost convergence for double sequences.

2. Main Results

Definition 1. Let 𝜆 = (𝜆
𝑚
: 𝑚 = 0, 1, 2, . . .) and 𝜇 = (𝜇

𝑛
: 𝑛 =

0, 1, 2, . . .) be two nondecreasing sequences of positive reals
with each tending to ∞ such that 𝜆

𝑚+1
≤ 𝜆
𝑚
+ 1, 𝜆

1
= 0,

𝜇
𝑛+1

≤ 𝜇
𝑛
+ 1, 𝜇

1
= 0, and

I
𝑚,𝑛

(𝑥) =
1

𝜆
𝑚
𝜇
𝑛

∑

𝑗∈𝐽
𝑚

∑

𝑘∈𝐼
𝑛

𝑥
𝑗,𝑘 (4)

is called the double generalized de la Vallée-Poussin mean,
where 𝐽

𝑚
= [𝑚−𝜆

𝑚
+1,𝑚] and 𝐼

𝑛
= [𝑛−𝜇

𝑛
+1, 𝑛]. We denote

the set of all 𝜆 and 𝜇 type sequences by using the symbol Λ.

Definition 2. A double sequence 𝑥 = (𝑥
𝑗,𝑘
) of reals is said

to be (Λ)almost convergent (briefly, F
Λ
-convergent) to some

number 𝐿 if 𝑥 ∈ F
𝜆,𝜇

, where

F
Λ
= {𝑥 = (𝑥

𝑗𝑘
) : 𝑃- lim
𝑚,𝑛→∞

Ω
𝑚,𝑛,𝑠,𝑡

(𝑥)

= 𝐿 exists, uniformly in 𝑠, 𝑡; 𝐿 = F
Λ
- lim𝑥} ,

Ω
𝑚,𝑛,𝑠,𝑡

(𝑥) =
1

𝜆
𝑚
𝜇
𝑛

∑

𝑗∈𝐽
𝑚

∑

𝑘∈𝐼
𝑛

𝑥
𝑗+𝑠,𝑘+𝑡

,

(5)

denoted by F
Λ
, the space of all (Λ)almost convergent

sequences (𝑥
𝑗,𝑘
). Note thatC

𝐵𝑃
⊂ F
Λ
⊂ L
∞
.

Remark 3. If we take 𝜆
𝑚
= 𝑚 and 𝜇

𝑛
= 𝑛, then the notion of

(Λ)almost convergence reduced to almost convergence due
to Móricz and Rhoades [4].

Definition 4. A four-dimensional matrix 𝐵 = (𝑏
𝑝,𝑞,𝑗,𝑘

) is
said to be regularly (Λ)almost conservative if it maps every
𝑅-convergent double sequence into F

Λ
-convergent double

sequence; that is, 𝐵 ∈ (C
𝑅
,F
Λ
). In addition, ifF

Λ
- lim𝐴𝑥 =

𝑅- lim𝑥, then 𝐵 is regularly (Λ)almost regular.

Definition 5. A matrix 𝐵 = (𝑏
𝑝,𝑞,𝑗,𝑘

) is said to be (Λ)almost
coercive if it maps every 𝐵𝑃-convergent double sequence
(𝑥
𝑗,𝑘
) intoF

Λ
-convergent double sequence, briefly, a matrix

𝐵 in (C
𝐵𝑃
,F
Λ
).

Theorem 6. A matrix 𝐵 = (𝑏
𝑝,𝑞,𝑗,𝑘

) is regularly (Λ)almost
conservative if and only if

(CR
1
) ‖𝐵‖ = sup

𝑝,𝑞
∑
𝑗,𝑘
|𝑏
𝑝,𝑞,𝑗,𝑘

| < ∞,

(CR
2
) lim
𝑚,𝑛→∞

𝛼(𝑚, 𝑛, 𝑠, 𝑡, 𝑗, 𝑘) = 𝑢
𝑗𝑘
, for each 𝑗, 𝑘 (uni-

formly in 𝑠, 𝑡),
(CR
3
) lim
𝑚,𝑛→∞

∑
𝑘
|𝛼(𝑚, 𝑛, 𝑠, 𝑡, 𝑗, 𝑘)| = 𝑢

𝑗0
, for each 𝑗

(uniformly in 𝑠, 𝑡),
(CR
4
) lim
𝑚,𝑛→∞

∑
𝑗
|𝛼(𝑚, 𝑛, 𝑠, 𝑡, 𝑗, 𝑘)| = 𝑢

0𝑘
, for each 𝑘

(uniformly in 𝑠, 𝑡),
(CR
5
) lim
𝑚,𝑛→∞

∑
𝑗,𝑘
𝛼(𝑚, 𝑛, 𝑠, 𝑡, 𝑗, 𝑘) = 𝑢, (uniformly in 𝑠,

𝑡),

where

𝛽 (𝑚, 𝑛, 𝑠, 𝑡, 𝑗, 𝑘) =
1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

. (6)

In this case, theF
Λ
-limit of 𝐵𝑥 is

ℓ𝑢 +

∞

∑

𝑗=0

(ℓ
𝑗
− ℓ) 𝑢

𝑗0
+

∞

∑

𝑘=0

(ℎ
𝑘
− ℓ) 𝑢

0𝑘

+

∞

∑

𝑗=0

∞

∑

𝑘=0

(𝑥
𝑗,𝑘
− ℓ
𝑗
− ℎ
𝑘
− ℓ) 𝑢

𝑗𝑘
,

(7)

where ℓ = 𝑅- lim𝑥.

Proof. Necessity. Suppose that 𝐵 is regularly (Λ)almost con-
servative matrix. Fix 𝑠, 𝑡 ∈ Z, the set of integers. Let

Ω
𝑚,𝑛,𝑠,𝑡

(𝑥) =
1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑚

𝜌
𝑝+𝑠,𝑞+𝑡

(𝑥) , (8)

where

𝜌
𝑝,𝑞

(𝑥) =

∞

∑

𝑗=0

∞

∑

𝑘=0

𝑏
𝑝,𝑞,𝑗,𝑘

𝑥
𝑗,𝑘
. (9)

It is clear that

𝜌
𝑝,𝑞

∈ C
󸀠

𝑅
, 𝑝, 𝑞 = 0, 1, 2, . . . . (10)
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Hence Ω
𝑚,𝑛,𝑠,𝑡

∈ C󸀠
𝑅
for 𝑚, 𝑛 ∈ N. Since 𝐵 is regularly

(Λ)almost conservative, we have

𝑃- lim
𝑚,𝑛→∞

Ω
𝑚,𝑛,𝑠,𝑡

(𝑥) = Ω (𝑥) (say) , (11)

uniformly in 𝑠, 𝑡. It follows that (Ω
𝑚,𝑛,𝑠,𝑡

(𝑥)) is bounded for
𝑥 ∈ C

𝑅
and fixed 𝑠, 𝑡. Hence, ‖Ω

𝑚,𝑛,𝑠,𝑡
(𝑥)‖ is bounded by the

uniform boundedness principle.
For each 𝑖, V ∈ Z+, define the sequence 𝑦 = 𝑦(𝑚, 𝑛, 𝑠, 𝑡)

by

𝑦
𝑗,𝑘

=

{{{

{{{

{

sgn( ∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

) , if 0 ≤ 𝑗 ≤ 𝑖, 0 ≤ 𝑘 ≤ V,

0, if V < 𝑘, 𝑖 < 𝑗.

(12)

Then, a double sequence 𝑦 ∈ C
𝑅
, ‖𝑦‖ = 1, and

󵄨󵄨󵄨󵄨Ω𝑚,𝑛,𝑠,𝑡 (𝑦)
󵄨󵄨󵄨󵄨 =

1

𝜆
𝑚
𝜇
𝑛

𝑖

∑

𝑗=0

V

∑

𝑘=0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

. (13)

Hence
󵄨󵄨󵄨󵄨Ω𝑚,𝑛,𝑠,𝑡 (𝑦)

󵄨󵄨󵄨󵄨 ≤
󵄩󵄩󵄩󵄩Ω𝑚,𝑛,𝑠,𝑡

󵄩󵄩󵄩󵄩
󵄩󵄩󵄩󵄩𝑦
󵄩󵄩󵄩󵄩 =

󵄩󵄩󵄩󵄩Ω𝑚,𝑛,𝑠,𝑡
󵄩󵄩󵄩󵄩 . (14)

Therefore

1

𝜆
𝑚
𝜇
𝑛

∞

∑

𝑗=0

∞

∑

𝑘=0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
󵄩󵄩󵄩󵄩Ω𝑚,𝑛,𝑠,𝑡

󵄩󵄩󵄩󵄩 , (15)

so that condition (CR
1
) follows.

The sequences 𝐹(𝑏,𝑐) = (𝑓
(𝑏,𝑐)

𝑗,𝑘
), 𝐹(𝑏) = (𝑓

(𝑏)

𝑗,𝑘
), 𝐺(𝑐) = (𝑔

(𝑐)

𝑗,𝑘
),

and 𝐺 = (𝑔
𝑗,𝑘
) are defined by

𝑓
(𝑞,𝑟)

𝑗,𝑘
= {

1, if (𝑗, 𝑘) = (𝑏, 𝑐) ,

0, otherwise,

𝑓
(𝑏)

𝑗,𝑘
= {

1, if 𝑗 = 𝑏,

0, otherwise,

𝑔
(𝑐)

𝑗,𝑘
= {

1, if 𝑘 = 𝑐,

0, otherwise,

𝑔
𝑗,𝑘

= 1, ∀𝑗, 𝑘.

(16)

Since 𝐹(𝑗,𝑘), 𝐹(𝑗), 𝐺(𝑘), 𝐺 ∈ C
𝑅
, the 𝑃-limit of Ω

𝑚,𝑛,𝑠,𝑡
(𝐹
(𝑗,𝑘)

),
Ω
𝑚,𝑛,𝑠,𝑡

(𝐹
(𝑗)

), Ω
𝑚,𝑛,𝑠,𝑡

(𝐺
(𝑘)

), and Ω
𝑚,𝑛,𝑠,𝑡

(𝐺) must exist, uni-
formly in 𝑠, 𝑡. Hence, the conditions (CR

2
)–(CR

5
) must hold,

respectively.

Sufficiency. Suppose that the conditions (CR
1
)–(CR

5
) hold

and a double sequence 𝑥 = (𝑥
𝑗𝑘
) ∈ C
𝑅
. Fix 𝑠, 𝑡 ∈ Z. Then

Ω
𝑚,𝑛,𝑠,𝑡

(𝑥) =
1

𝜆
𝑚
𝜇
𝑛

∞

∑

𝑗=0

∞

∑

𝑘=0

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

𝑥
𝑗,𝑘
,

󵄨󵄨󵄨󵄨Ω𝑚,𝑛,𝑠,𝑡 (𝑥)
󵄨󵄨󵄨󵄨 ≤

1

𝜆
𝑚
𝜇
𝑛

∞

∑

𝑗=0

∞

∑

𝑘=0

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

󵄩󵄩󵄩󵄩󵄩
𝑥
𝑗,𝑘

󵄩󵄩󵄩󵄩󵄩
.

(17)

Therefore, by (CR
1
), we have |Ω

𝑚,𝑛,𝑠,𝑡
(𝑥)| ≤ 𝐶

𝑠,𝑡
‖𝑥‖, where

𝐶
𝑠,𝑡

is a constant independent of 𝑚, 𝑛. Hence Ω
𝑚,𝑛,𝑠,𝑡

∈ C󸀠
𝑅

and the sequence (‖Ω
𝑚,𝑛,𝑠,𝑡

‖) is bounded for each 𝑠, 𝑡 ∈ Z+.
It follow from the conditions (CR

2
), (CR

3
), (CR

4
), and (CR

5
)

that the 𝑃-limit of Ω
𝑚,𝑛,𝑠,𝑡

(𝐹
(𝑗,𝑘)

), Ω
𝑚,𝑛,𝑠,𝑡

(𝐹
(𝑗)

), Ω
𝑚,𝑛,𝑠,𝑡

(𝐺
(𝑘)

),
andΩ

𝑚,𝑛,𝑠,𝑡
(𝐺) exist for all 𝑗, 𝑘, 𝑠, and 𝑡. Since𝐺, 𝐹(𝑗),𝐺(𝑘) and

𝐹
(𝑗,𝑘) is a fundamental set inC

𝑅
(see [24]), it follows that

lim
𝑚,𝑛→∞

Ω
𝑚,𝑛,𝑠,𝑡

(𝑥) = Ω
𝑠,𝑡
(𝑥) (18)

exists and Ω
𝑠,𝑡
∈ C󸀠
𝑅
. Therefore,Ω

𝑠,𝑡
has the form

Ω
𝑠,𝑡
(𝑥) = ℓΩ

𝑠,𝑡
(𝐺) +

∞

∑

𝑗=0

(ℓ
𝑗
− ℓ)Ω

𝑠,𝑡
(𝐹
(𝑗)

)

+

∞

∑

𝑘=0

(ℎ
𝑘
− ℓ)Ω

𝑠,𝑡
(𝐺
(𝑘)

)

+

∞

∑

𝑗=0

∞

∑

𝑘=0

(𝑥
𝑗,𝑘
− ℓ
𝑗
− ℎ
𝑘
+ ℓ)Ω

𝑠,𝑡
(𝐹
(𝑗,𝑘)

) .

(19)

But Ω
𝑠,𝑡
(𝐹
(𝑗,𝑘)

) = 𝑢
𝑗𝑘
, Ω
𝑠,𝑡
(𝐹
(𝑗)

) = 𝑢
𝑗0
, Ω
𝑠,𝑡
(𝐺
(𝑘)

) = 𝑢
0𝑘
,

andΩ
𝑠,𝑡
(𝐺) = 𝑢 by the conditions (CR

2
)–(CR

5
), respectively.

Hence

lim
𝑚,𝑛→∞

Ω
𝑚,𝑛,𝑠,𝑡

(𝑥) = Ω (𝑥) (20)

exists for each 𝑥 ∈ C
𝑅
and 𝑠, 𝑡 = 0, 1, 2, . . . with

Ω (𝑥) = ℓ𝑢 +

∞

∑

𝑗=0

(ℓ
𝑗
− ℓ) 𝑢

𝑗0
+

∞

∑

𝑘=0

(ℎ
𝑘
− ℓ) 𝑢

0𝑘

+

∞

∑

𝑗=0

∞

∑

𝑘=0

(𝑥
𝑗,𝑘
− ℓ
𝑗
− ℎ
𝑘
− ℓ) 𝑢

𝑗𝑘
.

(21)

SinceΩ
𝑚,𝑛,𝑠,𝑡

(𝑥) ∈ C󸀠
𝑅
for each𝑚, 𝑛, 𝑠, and 𝑡, it has the form

Ω
𝑚,𝑛,𝑠,𝑡

(𝑥) = ℓΩ
𝑚,𝑛,𝑠,𝑡

(𝐺) +

∞

∑

𝑗=0

(ℓ
𝑗
− ℓ)Ω

𝑚,𝑛,𝑠,𝑡
(𝐹
(𝑗)

)

+

∞

∑

𝑘=0

(ℎ
𝑘
− ℓ)Ω

𝑚,𝑛,𝑠,𝑡
(𝐺
(𝑘)

)

+

∞

∑

𝑗=0

∞

∑

𝑘=0

(𝑥
𝑗,𝑘
− ℓ
𝑗
− ℎ
𝑘
− ℓ)Ω

𝑚,𝑛,𝑠,𝑡
(𝐹
(𝑗,𝑘)

) .

(22)

It is easy to see from (21) and (22) that the convergence of
(Ω
𝑚,𝑛,𝑠,𝑡

(𝑥)) to Ω(𝑥) is uniform in 𝑠, 𝑡, since Ω
𝑚,𝑛,𝑠,𝑡

(𝐺) →

𝑢, Ω
𝑚,𝑛,𝑠,𝑡

(𝐹
(𝑗)

) → 𝑢
𝑗0
, Ω
𝑚,𝑛,𝑠,𝑡

(𝐺
(𝑘)

) → 𝑢
0𝑘
, and

Ω
𝑚,𝑛,𝑠,𝑡

(𝐹
(𝑗,𝑘)

) → 𝑢
𝑗𝑘
(𝑚, 𝑛 → ∞) uniformly in 𝑠, 𝑡.

Therefore, 𝐵 is regularly (Λ)almost conservative.

Let us recall the following lemma, which is proved by
Mursaleen and Mohiuddine [25].
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Lemma 7. Let 𝐴(𝑠, 𝑡) = (𝑎
𝑚,𝑛,𝑗,𝑘

(𝑠, 𝑡)), 𝑠, 𝑡 = 0, 1, 2, . . ., be a
sequence of infinite matrices such that

(i) ‖𝐴(𝑠, 𝑡)‖ < 𝐻 < +∞ for all 𝑠, 𝑡; and

(ii) for each 𝑗, 𝑘 lim
𝑚,𝑛

𝑎
𝑚,𝑛,𝑗,𝑘

(𝑠, 𝑡) = 0 uniformly in 𝑠, 𝑡.

Then

lim
𝑚,𝑛

∑

𝑗

∑

𝑘

𝑎
𝑚,𝑛,𝑗,𝑘

(𝑠, 𝑡) 𝑥
𝑗,𝑘

= 0 uniformly in 𝑠, 𝑡 for each 𝑥 ∈ L
∞

(23)

if and only if

lim
𝑚,𝑛

∑

𝑗

∑

𝑘

󵄨󵄨󵄨󵄨󵄨
𝑎
𝑚,𝑛,𝑗,𝑘

(𝑠, 𝑡)
󵄨󵄨󵄨󵄨󵄨
= 0 uniformly in 𝑠, 𝑡. (24)

Theorem8. Amatrix𝐵 = (𝑏
𝑝,𝑞,𝑗,𝑘

) is (Λ)almost coercive if and
only if

(AC
1
) ‖𝐵‖ = sup

𝑝,𝑞
∑
𝑗,𝑘
|𝑏
𝑝,𝑞,𝑗,𝑘

| < ∞,

(AC
2
) lim
𝑚,𝑛→∞

𝛼(𝑚, 𝑛, 𝑠, 𝑡, 𝑗, 𝑘) = 𝑢
𝑗𝑘
, for each 𝑗, 𝑘 (uni-

formly in 𝑠, 𝑡),

(AC
3
) lim
𝑚,𝑛→∞

∑
∞

𝑗=1
∑
∞

𝑘=1
(1/𝜆
𝑚
𝜇
𝑛
)| ∑
𝑝∈𝐽
𝑚

∑
𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

−𝑢
𝑗𝑘
| = 0, uniformly in 𝑠, 𝑡.

In this case, the F
Λ
-limit of 𝐵𝑥 is ∑∞

𝑗=1
∑
∞

𝑘=1
𝑢
𝑗𝑘
𝑥
𝑗,𝑘

for every
(𝑥
𝑗,𝑘
) ∈ L

∞
.

Proof. Sufficiency. Assume that conditions (AC
1
)–(AC

3
)

hold. For any positive integers 𝐽, 𝐾

𝐽

∑

𝑗=1

𝐾

∑

𝑘=1

󵄨󵄨󵄨󵄨󵄨
𝑢
𝑗𝑘

󵄨󵄨󵄨󵄨󵄨
=

𝐽

∑

𝑗=1

𝐾

∑

𝑘=1

lim
𝑚,𝑛→∞

1

𝜆
𝑚
𝜇
𝑛

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= lim
𝑚,𝑛→∞

1

𝜆
𝑚
𝜇
𝑛

𝐽

∑

𝑗=1

𝐾

∑

𝑘=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤ lim sup
𝑚,𝑛

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

∞

∑

𝑗=1

∞

∑

𝑘=1

󵄨󵄨󵄨󵄨󵄨
𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨

≤ ‖𝐵‖ .

(25)

This shows that ∑
∞

𝑗=1
∑
∞

𝑘=1
|𝑢
𝑗𝑘
| converges and that

∑
∞

𝑗=1
∑
∞

𝑘=1
𝑢
𝑗𝑘
𝑥
𝑗,𝑘

is defined for every double sequence
𝑥 = (𝑥

𝑗,𝑘
) ∈ L

∞
.

Let (𝑥
𝑗,𝑘
) be any arbitrary bounded double sequence. For

every positive integers𝑚, 𝑛
󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞

∑

𝑗=1

∞

∑

𝑘=1

(
1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

− 𝑢
𝑗𝑘
)𝑥
𝑗,𝑘

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

=

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

∞

∑

𝑗=1

∞

∑

𝑘=1

[

[

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

[𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

− 𝑢
𝑗𝑘
]]

]

𝑥
𝑗,𝑘

󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩󵄩

≤ sup
𝑠,𝑡

[

[

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∑

𝑗=1

∞

∑

𝑘=1

[

[

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

[𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

− 𝑢
𝑗𝑘
]]

]

𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

]

]

≤ ‖𝑥‖ sup
𝑠,𝑡

[

[

1

𝜆
𝑚
𝜇
𝑛

∞

∑

𝑗=1

∞

∑

𝑘=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

[𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

− 𝑢
𝑗𝑘
]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

]

]

.

(26)

Letting 𝑝, 𝑞 → ∞ and using condition (AC
3
), we get

1

𝜆
𝑚
𝜇
𝑛

∞

∑

𝑗=1

∞

∑

𝑘=1

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

𝑥
𝑗,𝑘

󳨀→

∞

∑

𝑗=1

∞

∑

𝑘=1

𝑢
𝑗𝑘
𝑥
𝑗,𝑘
. (27)

Hence, 𝐵𝑥 ∈ F
Λ
withF

Λ
- lim𝐵𝑥 = ∑

∞

𝑗=1
∑
∞

𝑘=1
𝑢
𝑗𝑘
𝑥
𝑗,𝑘
.

Necessity. Let 𝐵 be (Λ)almost coercive matrix. This implies
that a four-dimensional matrix 𝐵 is (Λ)almost conservative;
then we have conditions (AC

1
) and (AC

2
) from Theorem 6.

Now we have to show that (AC
3
) holds.

Suppose that, for some 𝑠, 𝑡, we have

lim sup
𝑚,𝑛

1

𝜆
𝑚
𝜇
𝑛

∞

∑

𝑗=1

∞

∑

𝑘=1

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

[𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

− 𝑢
𝑗𝑘
]

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

= 𝑁 > 0.

(28)

Since ‖𝐵‖ is finite, therefore𝑁 is also finite. We observe that
since ∑∞

𝑗=1
∑
∞

𝑘=1
|𝑢
𝑗𝑘
| < +∞ and 𝐵 is (Λ)almost coercive,

the matrix 𝐴 = (𝑎
𝑝,𝑞,𝑗,𝑘

), where 𝑎
𝑝,𝑞,𝑗,𝑘

= 𝑏
𝑝,𝑞,𝑗,𝑘

− 𝑢
𝑗𝑘

is
also (Λ)almost coercive matrix. By an argument similar to
that ofTheorem 2.1 in [26] for single sequences, one can find
𝑥 ∈ L

∞
for which 𝐴𝑥 ∉ F

Λ
. This contradiction implies the

necessity of (AC
3
).

Now, we use Lemma 7 to show that this convergence is
uniform in 𝑠, 𝑡. Let

ℎ
𝑚,𝑛,𝑗,𝑘

(𝑠, 𝑡) =
1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

[𝑏
𝑝,𝑞,𝑗,𝑘

− 𝑢
𝑗𝑘
] (29)

and let𝐻(𝑠, 𝑡) be thematrix (ℎ
𝑚,𝑛,𝑗,𝑘

(𝑠, 𝑡)). It is easy to see that
‖𝐻(𝑠, 𝑡)‖ ≤ 2‖𝐵‖ for every 𝑠, 𝑡; and from condition (AC

2
)

lim
𝑚,𝑛

ℎ
𝑚,𝑛,𝑗,𝑘

(𝑠, 𝑡) = 0 for each 𝑗, 𝑘, uniformly in 𝑠, 𝑡. (30)

For any 𝑥 ∈ L
∞
,

lim
𝑚,𝑛

∞

∑

𝑗=1

∞

∑

𝑘=1

ℎ
𝑚,𝑛,𝑗,𝑘

(𝑠, 𝑡) 𝑥
𝑗,𝑘

= F
Λ
- lim𝐵𝑥 −

∞

∑

𝑗=1

∞

∑

𝑘=1

𝑢
𝑗𝑘
𝑥
𝑗,𝑘

(31)
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and the limit exists uniformly in 𝑠, 𝑡, since 𝐵𝑥 ∈ F
Λ
.

Moreover, this limit is zero since
󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∑

𝑗=1

∞

∑

𝑘=1

ℎ
𝑚,𝑛,𝑗,𝑘

(𝑠, 𝑡) 𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤
‖𝑥‖∑

∞

𝑗=1
∑
∞

𝑘=1

󵄨󵄨󵄨󵄨󵄨
∑
𝑝∈𝐽
𝑚

∑
𝑞∈𝐼
𝑛

[𝑏
𝑝,𝑞,𝑗,𝑘

− 𝑢
𝑗𝑘
]
󵄨󵄨󵄨󵄨󵄨

𝜆
𝑚
𝜇
𝑛

.

(32)

Hence

lim
𝑚,𝑛

∞

∑

𝑗=1

∞

∑

𝑘=1

󵄨󵄨󵄨󵄨󵄨
ℎ
𝑚,𝑚,𝑗,𝑘

(𝑠, 𝑡)
󵄨󵄨󵄨󵄨󵄨
= 0 uniformly in 𝑠, 𝑡. (33)

This shows that matrix 𝐵 = (𝑏
𝑝,𝑞,𝑗,𝑘

) satisfies condition (AC
3
).

In the following theorem, we characterize the four-
dimensional matrices of type (L

1
,F
Λ
), where

L
1
=
{

{

{

𝑥 = (𝑥
𝑗,𝑘
) :

∞

∑

𝑗=0

∞

∑

𝑘=0

󵄨󵄨󵄨󵄨󵄨
𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨
< ∞

}

}

}

, (34)

the space of all absolutely convergent double series.

Theorem 9. A matrix 𝐵 ∈ (L
1
,F
Λ
) if and only if it satisfies

the following conditions:

(i) sup
𝑚,𝑛,𝑠,𝑡,𝑗,𝑘

|(1/𝜆
𝑚
𝜇
𝑛
) ∑
𝑝∈𝐽
𝑚

∑
𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

| < ∞,

and the condition (CR
2
) of Theorem 6 holds.

Proof. Sufficiency. Suppose that conditions (i) and (CR
2
)

hold. For any double sequence 𝑥 = (𝑥
𝑗,𝑘
) ∈ L

1
, we see that

lim
𝑚,𝑛,→∞

1

𝜆
𝑚
𝜇
𝑛

∞

∑

𝑗=1

∞

∑

𝑘=1

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

𝑥
𝑗,𝑘

=

∞

∑

𝑗=1

∞

∑

𝑘=1

𝑢
𝑗𝑘
𝑥
𝑗,𝑘
,

(35)

uniformly in 𝑠, 𝑡 and it also converges absolutely. Further-
more,

1

𝜆
𝑚
𝜇
𝑛

∞

∑

𝑗=1

∞

∑

𝑘=1

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

𝑥
𝑗,𝑘 (36)

converges absolutely for each𝑚, 𝑛, 𝑠, and 𝑡. Given 𝜖 > 0, there
exist 𝑗

∘
= 𝑗
∘
(𝜖) and 𝑘

∘
= 𝑘
∘
(𝜖) such that

∑

𝑗>𝑗
∘

∑

𝑘>𝑘
∘

󵄨󵄨󵄨󵄨󵄨
𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨
< 𝜖. (37)

By the condition (CR
2
), we can find𝑚

∘
, 𝑛
∘
∈ N such that

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∑

𝑗≤𝑗
∘

∑

𝑘≤𝑘
∘

[

[

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

− 𝑢
𝑗𝑘

]

]

𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

< ∞, (38)

for all 𝑚 > 𝑚
∘
and 𝑛 > 𝑛

∘
, uniformly in 𝑠, 𝑡. Now, by using

the conditions (37), (38), and (CR
2
), we get

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∞

∑

𝑗=1

∞

∑

𝑘=1

[

[

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

− 𝑢
𝑗𝑘

]

]

𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

≤

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

∑

𝑗≤𝑗
∘

∑

𝑘≤𝑘
∘

[

[

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

− 𝑢
𝑗𝑘

]

]

𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

+ ∑

𝑗>𝑗
∘

∑

𝑘>𝑘
∘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

− 𝑢
𝑗𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

󵄨󵄨󵄨󵄨󵄨
𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨
,

(39)

for all𝑚 > 𝑚
∘
, 𝑛 > 𝑛

∘
and uniformly in 𝑠, 𝑡. Hence (37) holds.

Necessity. Suppose that 𝐵 ∈ (L
1
,F
Λ
). The condition (CR

2
)

follows from the fact that 𝐸 ∈ L
1
, where 𝐸 = (𝑒

(𝑗,𝑘)

) with
𝑒
(𝑗,𝑘)

= 1 for all 𝑗, 𝑘. To verify the condition (i), we define a
continuous linear functional 𝐿

𝑚,𝑛,𝑠,𝑡
(𝑥) onL

1
by

𝐿
𝑚,𝑛,𝑠,𝑡

(𝑥) =
1

𝜆
𝑚
𝜇
𝑛

∞

∑

𝑗=1

∞

∑

𝑘=1

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

𝑥
𝑗,𝑘
. (40)

Now

󵄨󵄨󵄨󵄨𝐿𝑚,𝑛,𝑠,𝑡 (𝑥)
󵄨󵄨󵄨󵄨 ≤ sup
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

‖𝑥‖
1

(41)

and hence

󵄩󵄩󵄩󵄩𝐿𝑚,𝑛,𝑠,𝑡
󵄩󵄩󵄩󵄩 ≤ sup
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

. (42)

For any fixed 𝑗, 𝑘 ∈ N, we define a double sequence 𝑥 = (𝑥
𝑖,ℓ
)

by

𝑥
𝑖,ℓ

=

{{{

{{{

{

sgn( 1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

) , for (𝑖, ℓ) = (𝑗, 𝑘) ,

0, for (𝑖, ℓ) ̸= (𝑗, 𝑘) .

(43)

Then ‖𝑥‖
1
= 1, and

󵄨󵄨󵄨󵄨𝐿𝑚,𝑛,𝑠,𝑡 (𝑥)
󵄨󵄨󵄨󵄨 =

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

=

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

‖𝑥‖
1
,

(44)

so that

󵄩󵄩󵄩󵄩𝐿𝑚,𝑛,𝑠,𝑡
󵄩󵄩󵄩󵄩 ≥ sup
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

. (45)
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It follows from (42) and (45) that

󵄩󵄩󵄩󵄩𝐿𝑚,𝑛,𝑠,𝑡
󵄩󵄩󵄩󵄩 = sup
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

. (46)

Since 𝐵 ∈ (L
1
,F
Λ
), we have

sup
𝑚,𝑛,𝑠,𝑡

󵄨󵄨󵄨󵄨𝐿𝑚,𝑛,𝑠,𝑡 (𝑥)
󵄨󵄨󵄨󵄨

= sup
𝑚,𝑛,𝑠,𝑡

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

𝜆
𝑚
𝜇
𝑛

∞

∑

𝑗=1

∞

∑

𝑘=1

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

𝑥
𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

< ∞.

(47)

Hence, by the uniform boundedness principle, we obtain

sup
𝑚,𝑛,𝑠,𝑡

󵄩󵄩󵄩󵄩𝐿𝑚,𝑛,𝑠,𝑡 (𝑥)
󵄩󵄩󵄩󵄩 = sup
𝑚,𝑛,𝑠,𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

1

𝜆
𝑚
𝜇
𝑛

∑

𝑝∈𝐽
𝑚

∑

𝑞∈𝐼
𝑛

𝑏
𝑝+𝑠,𝑞+𝑡,𝑗,𝑘

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨

< ∞.

(48)
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