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Apredator-preymodelwith both cross diffusion and time delay is considered.We give the conditions for emergingTuring instability
in detail. Furthermore, we illustrate the spatial patterns via numerical simulations, which show that the model dynamics exhibits a
delay and diffusion controlled formation growth not only of spots and stripe-like patterns, but also of the two coexist.The obtained
results show that this system has rich dynamics; these patterns show that it is useful for the diffusive predation model with a delay
effect to reveal the spatial dynamics in the real model.

1. Introduction

In recent years, the Lotka-Volterra model has been one of the
important predator-prey models. However, this model has
the unavoidable limitations to describemany realistic pheno-
mena in biology. In order to well describe the real ecological
interactions between the predator-prey species, the following
predator-prey model has been proposed and studied [1]:

𝑑𝑈

𝑑𝑡̃
= 𝑅𝑈(1 −

𝑈

𝐾
) −

𝐴𝑈𝑉

𝑈 + 𝐶
,

𝑑𝑉

𝑑𝑡̃
= 𝑉 [𝜃 (1 −

𝐵𝑉

𝑈
)] ,

(1)

where 𝑈 and 𝑉 stand for prey and predator density, respec-
tively.Thefirst equation states that in absence of predation the
prey grow logistically with carrying capacity 𝐾 and intrinsic
growth rate 𝑅. The saturating predator functional response
𝐴𝑈𝑉/(𝑈 + 𝐶) used in (1) is of Michaelis-Menten type in
enzyme-substrate kinetics.The parameter𝐴 is the maximum
specific rate of product formation and 𝐶 (the half-saturation
constant) is the substrate density at which the rate of product
formation is half-maximal. The second equation shows that

predators grow logistically with intrinsic growth rate 𝜃. The
parameter 𝐵 is the number of prey required to support one
predator at equilibrium when 𝑉 equals 𝑈/𝐵 [2–4].

Following Hsu and Huang [4], with the next scaling

𝑢 =
𝑈

𝐾
, V =

𝐴𝑉

𝑅𝐾
, 𝑡̃ = 𝑅𝑡,

𝑑 =
𝐶

𝐾
, 𝑠 =

𝜃

𝑅
, 𝛾 =

𝐵𝑅

𝐴
,

(2)

we arrive at the following equations containing dimensionless
quantities:

𝑑𝑢

𝑑𝑡
= 𝑢 (1 − 𝑢) −

𝑢V
𝑢 + 𝑑

,

𝑑V
𝑑𝑡

= V [𝑠 (1 −
𝛾V
𝑢
)] .

(3)

Spatial patterns are ubiquitous in nature; these patterns
modify the temporal dynamics and stability properties of the
population densities in a range of spatial scales. Their effects
must be incorporated in temporal ecological models that do
not represent space explicitly. When combined with spatial
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factor and diffusion terms, the original spatially extended
model is written as the following system:

𝑑𝑢

𝑑𝑡
= 𝑢 (1 − 𝑢) −

𝑢V
𝑢 + 𝑑

+ 𝐷
𝑢
∇
2

𝑢 = 𝑓 (𝑢, V) + 𝐷
𝑢
∇
2

𝑢

= 𝑢 (1 − 𝑢) − ℎ (𝑢, V) + 𝐷
𝑢
∇
2

𝑢,

𝑑V
𝑑𝑡

= V [𝑠 (1 −
𝛾V
𝑢
)] + 𝐷V∇

2V = 𝑔 (𝑢, V) + 𝐷V∇
2V

= V [𝑠 (1 − 𝑞 (𝑢, V))] + 𝐷V∇
2V,

(4)

where ∇2 = 𝜕
2

/𝜕𝑥
2 or ∇2 = 𝜕

2

/𝜕𝑥
2

+ 𝜕
2

/𝜕𝑦
2 is the usual

Laplacian operator in the one- or two-dimensional space.The
diffusion coefficients are denoted by by 𝐷

𝑢
and 𝐷V, respec-

tively.
On the other hand, time delay plays an important role in

many biological dynamical systems, being particularly rele-
vant in ecology, where time delays have been recognized to
contribute critically to the outcome for prey densities under
predation being stable or unstable [5]. Time delay due to
gestation is included in some predator-prey models, because
generally a duration of 𝜏 time units elapses between the time
when an individual prey is killed and the moment when a
corresponding increase in the predator population is realized
[6].The effect of this kind of delay on the dynamical behavior
of populations has been studied by a number of papers [5–8].

However, to the best of our knowledge, there is little work
on the dynamical behavior of both time delay and diffusion
in the predator-prey model. As a result, in the present paper,
we aim to study the predator-prey model with both cross
diffusion and time delay. More specifically, the present paper
is mainly to investigate the spatial patterns. And the model is
given by

𝜕𝑢

𝜕𝑡
= 𝑢 (1 − 𝑢) −

𝑢V (𝑡 − 𝜏)
𝑢 + 𝑑

+ 𝐷
𝑢
∇
2

𝑢,

𝜕V
𝜕𝑡

= V [𝑠 (1 −
𝛾V (𝑡 − 𝜏)

𝑢
)] + 𝐷V∇

2V,
(5)

where 𝜏 > 0 is a constant delay due to gestation.
Model (5) needs to be analyzed with the initial popula-

tions

𝑢 (0) > 0, V (0) > 0. (6)

We also assume that no external input is imposed from out-
side. Hence, the boundary conditions are taken as

𝜕𝑢

𝜕𝑛

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥,𝑦)
=
𝜕𝑢

𝜕𝑛

󵄨󵄨󵄨󵄨󵄨󵄨󵄨󵄨(𝑥,𝑦)
= 0, (7)

where (𝑥, 𝑦) ∈ 𝜕Ω andΩ is the spatial domain.
This paper is organized as follows. In Section 2, by using

the method of linear stability analysis, we deduce the condit-
ions under which instability might occur. In Section 3, we
perform a series of numerical simulations to show the evo-
lution process of prey 𝑢. Finally, in Section 4, we give some
concluding remarks.

2. Analysis for the Model

In this section, we will discuss the stability of model (5). It is
easy to see that model (5) has the same equilibria as model
(3). However, we find that model (3) exhibits two equilibria:

(i) 𝐸
0
= (1, 0), which is corresponding to extinction of

the predator;

(ii) interior equilibrium point 𝐸∗(𝑢∗, V∗), which is corre-
sponding to coexistence of prey and predator and

𝑢
∗

=
𝛾 − 1 − 𝛾𝑑 + √(𝛾 − 1 − 𝛾𝑑)

2

+ 4𝑑𝛾2

2𝛾
,

V∗ =
𝑢
∗

𝛾
.

(8)

There has been some works on the stability analysis of
model (3) [4]. However, the main purpose of the present
paper is to investigate the effect of both cross diffusion and
time delay on the spatial pattern. Following [9, 10], assume
that 𝜏 is small enough; we replace V(𝑥, 𝑦, 𝑡 − 𝜏) as follows:

V (𝑥, 𝑦, 𝑡 − 𝜏) = V (𝑥, 𝑦, 𝑡) − 𝜏
𝜕V (𝑥, 𝑦, 𝑡)

𝜕𝑡
. (9)

Substituting (9) into model (5), we obtain

𝜕𝑢

𝜕𝑡
= 𝑢 (1 − 𝑢) − ℎ(𝑢 (𝑥, 𝑦, 𝑡) , V (𝑥, 𝑦, 𝑡) − 𝜏

𝜕V (𝑥, 𝑦, 𝑡)
𝜕𝑡

)

+ 𝐷
𝑢
∇
2

𝑢,

𝜕V
𝜕𝑡

= V[𝑠(1 − 𝑞(𝑢 (𝑥, 𝑦, 𝑡) , V (𝑥, 𝑦, 𝑡) − 𝜏
𝜕V (𝑥, 𝑦, 𝑡)

𝜕𝑡
))]

+ 𝐷V∇
2V.

(10)

Expanding (10) in Taylor series and neglecting the higher
order nonlinearities, then (10) becomes

𝜕𝑢

𝜕𝑡
= 𝑢 (1 − 𝑢) − ℎ (𝑢, V) + 𝜏ℎV (𝑢, V)

𝜕V (𝑥, 𝑦, 𝑡)
𝜕𝑡

+ 𝐷
𝑢
∇
2

𝑢,

𝜕V
𝜕𝑡

= V[𝑠(1 − 𝑞 (𝑢, V) + 𝜏𝑞V (𝑢, V)
𝜕V (𝑥, 𝑦, 𝑡)

𝜕𝑡
)]

+ 𝐷V∇
2V,

(11)

where ℎV(𝑢, V) = 𝜕ℎ(𝑢, V)/𝜕V, 𝑞V(𝑢, V) = 𝜕𝑞(𝑢, V)/𝜕V.
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From (11), we finally obtain

𝜕𝑢

𝜕𝑡
= 𝑓 (𝑢, V) + 𝜏ℎV (𝑢, V)

1

1 − V𝜏𝑠𝑞V (𝑢, V)
(𝑔 (𝑢, V) + 𝐷V∇

2V)

+ 𝐷
𝑢
∇
2

𝑢,

𝜕V
𝜕𝑡

=
1

1 − V𝜏𝑠𝑞V (𝑢, V)
(𝑔 (𝑢, V) + 𝐷V∇

2V) .

(12)

To see how the system responds when the steady state 𝐸∗
is perturbed, we consider small spatiotemporal perturbations
𝛿𝑢(𝑥, 𝑦, 𝑡) and𝛿V(𝑥, 𝑦, 𝑡) around the steady state𝐸∗(𝑢∗, V∗) as
follows:

𝑢 (𝑥, 𝑦, 𝑡) = 𝑢
∗

+ 𝛿𝑢 (𝑥, 𝑦, 𝑡) ,

V (𝑥, 𝑦, 𝑡) = V∗ + 𝛿V (𝑥, 𝑦, 𝑡) .
(13)

Linearizing model (13) around 𝐸∗(𝑢∗, V∗), we obtain

𝜕𝛿𝑢

𝜕𝑡
= (𝛿𝑢) 𝑓

𝑢
+ (𝛿V) 𝑓V + 𝜏ℎV

1

1 − V∗𝜏𝑠𝑞V (𝑢, V)

× [(𝛿𝑢) 𝑔
𝑢
+ (𝛿V) 𝑔V + 𝐷V∇

2

(𝛿V)] + 𝐷
𝑢
∇
2

(𝛿𝑢) ,

𝜕𝛿V
𝜕𝑡

=
1

1 − V∗𝜏𝑠𝑞V (𝑢, V)

× [(𝛿𝑢) 𝑔
𝑢
+ (𝛿V) 𝑔V + 𝐷V∇

2

(𝛿V)] .
(14)

From (14), we obtain

𝜕 (𝛿𝑢)

𝜕𝑡
= (𝑓
𝑢
+

𝜏ℎV𝑔𝑢

1 − V∗𝜏𝑠𝑞V
) (𝛿𝑢) + (𝑓V +

𝜏ℎV𝑔V

1 − V∗𝜏𝑠𝑞V
) (𝛿V)

+
𝜏ℎV

1 − V∗𝜏𝑠𝑞V
𝐷V∇
2

(𝛿V) + 𝐷
𝑢
∇
2

(𝛿𝑢)

≜ (𝑓
𝑢
+ 𝜒𝜏ℎV𝑔𝑢) (𝛿𝑢) + (𝑓V + 𝜒𝜏ℎV𝑔V) (𝛿V)

+ 𝜒𝜏ℎV𝐷V∇
2

(𝛿V) + 𝐷
𝑢
∇
2

(𝛿𝑢) ,

𝜕 (𝛿V)
𝜕𝑡

=
1

1 − V∗𝜏𝑠𝑞V (𝑢, V)

× [𝑔
𝑢
(𝛿𝑢) + 𝑔V (𝛿V) + 𝐷V∇

2

(𝛿V)]

≜ 𝜒𝑔
𝑢
(𝛿𝑢) + 𝜒𝑔V (𝛿V) + 𝜒𝐷V∇

2

(𝛿V) ,
(15)

where ℎV = (𝜕ℎ/𝜕V)|
(𝑢
∗
,V∗), 𝑞V = (𝜕𝑞/𝜕V)|

(𝑢
∗
,V∗), and (1/(1−

V∗𝜏𝑠𝑞V))|(𝑢∗ ,V∗) = 1/(1 − 𝑠𝜏) ≜ 𝜒. Equation (12) can be used to
analyze the dynamic behavior of model (5) when 𝜏 is small,
so we only consider the case of 𝜏 < 1/𝑠 (i.e., 𝜒 > 0), in this
paper.

Assume that the solution of (15) takes the form

𝛿𝑢 (𝑥, 𝑦, 𝑡) = 𝛿𝑢
∗

𝑒
𝜆𝑡 cos (𝑘

𝑥
𝑥) cos (𝑘

𝑦
𝑦) ,

𝛿V (𝑥, 𝑦, 𝑡) = 𝛿V∗𝑒𝜆𝑡 cos (𝑘
𝑥
𝑥) cos (𝑘

𝑦
𝑦) ,

(16)
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Figure 1: An illustration of the dispersion relation from (21). We set
the parameter values such that (a) 𝛾 = 1, 𝑑 = 0.08, 𝑠 = 1.55, 𝜏 = 0.1,
𝐷
𝑢
= 0.1, and 𝐷V = 3.68; (b) 𝛾 = 1, 𝑑 = 0.08, 𝑠 = 1.31, 𝜏 = 0.2,

𝐷
𝑢
= 0.1, and 𝐷V = 3.68; (c) 𝛾 = 1, 𝑑 = 0.05, 𝑠 = 0.5, 𝜏 = 0.3,

𝐷
𝑢
= 0.25, and𝐷V = 3.

where 𝜆 is the growth rate of the perturbation in time 𝑡, 𝛿𝑢∗
and 𝛿V∗ represent the amplitudes, and 𝑘

𝑥
and 𝑘
𝑦
are thewave-

numbers of the solutions. And upon inserting them in (15),
we obtain the characteristic equation at 𝐸∗ of model (5):

det (𝜆𝐼 − 𝐽
𝑘
) = 𝜆
2

− tr (𝐽
𝑘
) 𝜆 + det (𝐽

𝑘
) = 0, (17)

where

𝐽
𝑘
= (

𝑓
𝑢
+ 𝜒𝜏ℎV𝑔𝑢 − 𝐷𝑢𝑘

2

𝑓V + 𝜒𝜏ℎV𝑔V − 𝜒𝜏ℎV𝐷V𝑘
2

𝜒𝑔
𝑢

𝜒𝑔V − 𝜒𝐷V𝑘
2

) ,

(18)

tr (𝐽
𝑘
) = 𝑓
𝑢
+ (𝑔V + 𝜏ℎV𝑔𝑢) 𝜒 − (𝐷𝑢 + 𝜒𝐷V) 𝑘

2

, (19)

det (𝐽
𝑘
) = 𝜒𝐷

𝑢
𝐷V𝑘
4

− 𝜒 (𝑓
𝑢
𝐷V + 𝑔V𝐷𝑢) 𝑘

2

+ 𝜒 (𝑓
𝑢
𝑔V − 𝑓V𝑔𝑢) .

(20)

The roots of (17) can be obtained by the following form:

𝜆
1,2
(𝑘) =

tr (𝐽
𝑘
) ± √tr (𝐽

𝑘
)
2

− 4 det (𝐽
𝑘
)

2
.

(21)

Turing instability means that it is stable for nonspatial
model (3) but is unstable with respect to the solutions of
the spatial model (5). The stability of nonspatial model (3) is
guaranteed if

tr (𝐴) = 𝑓
𝑢
+ 𝑔V < 0,

det (𝐴) = 𝑓
𝑢
𝑔V − 𝑓V𝑔𝑢 > 0,

(22)
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Figure 2: Snapshots of the time evolution of the prey at different instants with 𝛾 = 1, 𝑑 = 0.08, 𝑠 = 1.55, 𝜏 = 0.1, 𝐷
𝑢
= 0.1, and 𝐷V = 3.68,

which are in the Turing space. (a) 0 iteration; (b) 10000 iterations; (c) 50000 iterations; and (d) 300000 iterations.

where

A = (

𝜕𝑓

𝜕𝑢

𝜕𝑓

𝜕V
𝜕𝑔

𝜕𝑢

𝜕𝑔

𝜕V

)

(𝑢
∗
,V∗)

≜ (
𝑓
𝑢
𝑓V

𝑔
𝑢
𝑔V
)

= (

1 − 2𝑢
∗

−
V∗𝑑

(𝑢∗ + 𝑑)
2
−

𝑢
∗

𝑢∗ + 𝑑

𝑠

𝛾
−𝑠

)

(23)

and the Turing instability sets in when at least one of tr(𝐽
𝑘
) <

0 and det(𝐽
𝑘
) > 0 is violated.Thus, we consider the emergence

of the instability in the following two cases:

(i) det(𝐽
𝑘
) > 0 is violated;

(ii) tr(𝐽
𝑘
) < 0 is violated.

First, we consider det(𝐽
𝑘
) > 0 is violated.

From
det (𝐽
𝑘
) = 𝜒 (𝐷

𝑢
𝐷V𝑘
4

− (𝑓
𝑢
𝐷V + 𝑔V𝐷𝑢) 𝑘

2

+ 𝑓
𝑢
𝑔V − 𝑓V𝑔𝑢)

< 0,

(24)
simple algebraic computation leads to

𝐷V𝑓𝑢 + 𝐷𝑢𝑔V > 0,

(𝐷V𝑓𝑢 + 𝐷𝑢𝑔V)
2

> 4𝐷
𝑢
𝐷V (𝑓𝑢𝑔V − 𝑓V𝑔𝑢) .

(25)

Since tr(𝐽
𝑘
) < 0 has to be negative for some values of 𝑘,

from (19), we notice that the following conditions must be
satisfied:

𝑓
𝑢
+ (𝑔V + 𝜏ℎV𝑔𝑢) 𝜒 < 0, (26)

which is equivalent to

0 ≤ 𝜏 < −
𝑓
𝑢
+ 𝑔V

ℎV𝑔𝑢 − 𝑓𝑢𝑠
≜ 𝜏
𝑐
. (27)
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Figure 3: Snapshots of the time evolution of the prey at different instants with 𝛾 = 1, 𝑑 = 0.08, 𝑠 = 1.31, 𝜏 = 0.2, 𝐷
𝑢
= 0.1, and 𝐷V = 3.68,

which are in the Turing space. (a) 0 iteration; (b) 10000 iterations; (c) 50000 iterations; and (d) 300000 iterations.

The above uses the fact that

ℎV𝑔𝑢 − 𝑓𝑢𝑠 = (−𝑓V) 𝑔𝑢 − 𝑓𝑢 (−𝑔V) = 𝑓𝑢𝑔V − 𝑓V𝑔𝑢 > 0. (28)

Hence, in this case, 𝜏must satisfy

𝜏 < min(𝜏
𝑐
,
1

𝑠
) . (29)

If the following conditions (22), (25), and (29) hold, the
positive equilibrium (𝑢

∗

, V∗) of model (5) is unstable.
To well see the effect of cross diffusion and time delay,

we plot the dispersion relation keeping the parameter values
fixed in Figure 1. It can be seen from Figure 1 that Turing
modes Re(𝜆) > 0 can be available.

Next, we consider the second case, where tr(𝐽
𝑘
) < 0 is

violated. On the basis of the same discussions as the above, it
is well known that tr(𝐽

𝑘
) < 0 is violated when the following

inequality is satisfied:

𝑓
𝑢
+ (𝑔V + 𝜏ℎV𝑔𝑢) 𝜒 > 0; (30)

that is,

𝜏 > −
𝑓
𝑢
+ 𝑔V

ℎV𝑔𝑢 − 𝑓𝑢𝑠
≜ 𝜏
𝑐
, (31)

𝜏
𝑐
< 𝜏 <

1

𝑠
. (32)

It is to be noted that if
𝐷V𝑓𝑢 + 𝐷𝑢𝑔V < 0, (33)

det(𝐽
𝑘
) > 0 is valid for all 𝑘.

If the following conditions (22), (32), and (33) hold, the
positive equilibrium (𝑢

∗

, V∗) of model (5) is unstable.
Furthermore, the second case is similar to that in the first

case. In the following section, we only discuss the first case,
namely, det(𝐽

𝑘
) < 0.

3. Pattern Structures

In practice, the continuous problem defined by the reaction-
diffusion system in two-dimensional space is solved in a
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Figure 4: Snapshots of the time evolution of the prey at different instants with 𝛾 = 1, 𝑑 = 0.05, 𝑠 = 0.5, 𝜏 = 0.3,𝐷
𝑢
= 0.25, and𝐷V = 3, which

are in the Turing space. (a) 0 iteration; (b) 10000 iterations; (c) 50000 iterations; and (d) 300000 iterations.

discrete domain with 𝑀 × 𝑁 lattice sites (i.e., abscissa axis
and ordinate axis, resp.,𝑀 and𝑁). The spacing between the
lattice points is defined by the lattice constant Δℎ. For Δℎ →

0 the differences approach the derivatives.The time evolution
is also discrete; that is, the time goes in step of Δ𝑡. In the
present paper, we set Δℎ = 1, Δ𝑡 = 0.01, and𝑀 = 𝑁 = 200.
Note that when Δℎ, Δ𝑡 are further decreased, the dynamics
does not change any more.

We run the simulations until they reach a stationary state
or until they show a behavior that does not seem to change
its characteristics anymore. In the simulations different types
of dynamics are observed and we have found that the
distributions of 𝑢 and V are always of the same type. As a
result, we can restrict our analysis of pattern formation to one
distribution (in this paper, we show the distribution of 𝑢, for
instance).

In Figure 2, we set 𝛾 = 1, 𝑑 = 0.08, 𝑠 = 1.55, 𝜏 = 0.1,
𝐷
𝑢
= 0.1, and 𝐷V = 3.68 and the steady state solution

is (𝑢∗, V∗) = (0.2456571372, 0.2456571372). After irregular
transient pattern, we can see that the regular spotted patterns

with the same radius prevail over the whole domain finally,
and the dynamics of the system do not undergo any further
changes.

In Figure 3, we set 𝛾 = 1, 𝑑 = 0.08, 𝑠 = 1.31, 𝜏 = 0.2,
𝐷
𝑢
= 0.1, and 𝐷V = 3.68 and the steady state solution is

(𝑢
∗

, V∗) = (0.2456571372, 0.2456571372). After the irregular
pattern forms, stripe like and spotted patterns emerge mixed
in the distribution of the infected population density, and the
dynamics of the system do not undergo any further changes.

In Figure 4, we set 𝛾 = 1, 𝑑 = 0.05, 𝑠 = 0.5, 𝜏 = 0.3, 𝐷
𝑢
=

0.25, and 𝐷V = 3 and the steady state solution is (𝑢∗, V∗) =
(0.2, 0.2). We can see that the regular stripe patterns prevail
over the whole domain at last, and the dynamics of the system
do not undergo any further changes.

4. Discussions

In this paper, we analyze the spatiotemporal dynamics of
a spatial predator-prey model with both time delay and
cross diffusion. A series of numerical simulations reveal that
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the typical dynamics of population density variation is the
formation of isolated groups, that is, spotted or stripe-like or
coexistence of both.We have already presented three kinds of
figures showing different patterns when different delays are
used. That is to say, the interaction of delay and diffusion can
create stationary patterns.

Althoughmore work is needed, in principle, it seems that
delay and diffusion are able to generate many different kinds
of spatiotemporal patterns. For such reasons, we can predict
that delay and diffusion can be considered as an important
mechanism for the appearance of complex spatiotemporal
dynamics in ecology models.
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