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This paper is concerned with the asymptotic stability analysis for a class of neutral systems with time-delay and saturating actuators,
which is further to reduce the conservatism of neutral system. Based on themodel transformation and the delay-dividing approach,
a new type of augmented Lyapunov functional is constructed, which has fully exploited the information on the lower bound of the
delay.Then the delay-dependent conditions for asymptotic stability are derived by applying some integral inequalities and Lyapunov
theory. Finally, numerical examples are provided to show that the proposed results significantly improve the allowed upper bounds
of the delay size over some existing ones in the literature.

1. Introduction

As is well known, time-delay is often encountered in var-
ious mechanical and engineering systems, such as aircraft
stabilization, manual control, microwave oscillator, models
of lasers, rolling mill systems, and neural network. Since it
is shown that the existence of delays may result in instability,
oscillations, or poor performances, the problem of stability
analysis of time-delay systems has received considerable
attention over the decades. Various approaches have been
proposed in the literature to obtain stability criteria for
delay systems, such as the Lyapunov technique, characteristic
equation method, and state solution approaches. In the real
world, there are many practical systems containing time-
delay of neutral type, that is, the derivative of the past
state; we called them neutral systems. Such systems can be
found in population ecology [1], processes including steam or
water pipes, heat exchanges [2], and other areas [3]. Existing
stability criteria of delay systems can be classified into two cat-
egories, that is, delay-independent ones and delay-dependent
ones. It is generally recognized that delay-independent ones
are more conservative than the delay-dependent ones. So, in
the literature of these years, the attention was mainly focused
in giving delay-dependent stability conditions for neutral
systems; see, for example, [4–17] and references therein

for more details. However, there is some room for further
investigation to reduce the conservatism of neutral systems
by novel method.

Besides delays, the saturated controller is apt to cause
instability as well. In various practical systems, actuator
saturation and time-delays are often observed together in
control systems and they are frequently a source of insta-
bility. Therefore, much attention has been paid to derive
some delay-dependent stability conditions for the time-delay
systems with actuator saturation. Based on the Lyapunov-
Krasovskii functional, the sufficient conditions have been dis-
cussed in [18–23] and the references therein. The controller
is constructed in terms of the solution to a set of linear
matrix inequalities by employing descriptor model trans-
formation of the systems in [21]. The Lyapunov-Krasovskii
functional is employed to investigate the problem of delay-
dependent robust stabilization of uncertain neutral systems
with saturating actuators in [20], just to name a few. However,
to the author’s knowledge, it seems that the stability and
control synthesis problem of neutral systems in the presence
of actuator saturation has not been fully investigated and it is
very challenging.

This paper is concerned with the asymptotic stability
problem of neutral systems with actuator saturation and
the objective is to propose some new delay-dependent
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conditions, which are less conservative than some existing
ones in the literature. The design approach is dependent on
the discrete time-delay and neutral time-delay. Applying the
delay-dividing approach, the asymptotic stability conditions
are formulated as linear matrix inequalities (LMIs) by the
model transformation and Lyapunov method. Facing the
uncertain case, we obtain the robust asymptotic stability
conditions under such hypothesis condition that the system
has the norm bounded uncertainties. At last, examples are
provided to demonstrate the reduced conservativeness of
the proposed criteria by numerically comparing with those
reported previously in the literature. The main contributions
of this paper can be summarized as follows: (i) model
transformation is considered in this paper, but we employ a
new stability condition of the transformation operator L to
reduce the conservatism; (ii) the bound of the delay is fully
utilized in this paper, that is, improved bounding technique or
delay-dividing approach is used to reduce the conservatism;
(iii) the constructed Lyapunov functional is novel and very
effective in the reduction of conservatism, which has not
appeared in the context of neutral systems with time-delay
and actuator saturation before; (iv) numerical examples and
simulations are provided to verify that the proposed result in
this paper is less conservative than some existing ones.

The remainder of this paper is organized as follows:
Section 2 contains the problem statement and preliminaries;
Section 3 presents the main results; Section 4 provides some
numerical examples to verify the effectiveness of the results;
Section 5 draws a brief conclusion.

1.1. Notations. In this paper, ⋆ denotes the elements below
the main diagonal of a symmetric block matrix, R𝑛 denotes
the 𝑛 dimensional Euclidean space, and R𝑚×𝑛 is for the set
of all real 𝑚 × 𝑛 matrices. 𝐼 denotes the identity matrix with
proper dimensions. 𝐶

0
is the set of all continuous functions

from [−𝜏, 0] toR𝑛 and 𝜏 is constant neutral time-delay. 𝐴𝑇 is
the transpose of matrix 𝐴. |𝐴| = [|𝑎

𝑖𝑗
|], with 𝐴 = [𝑎

𝑖𝑗
]. For

real symmetric matrices 𝑋 and 𝑌, the notation 𝑋 ≥ 𝑌 (resp.,
𝑋 > 𝑌) means that the matrix 𝑋-𝑌 is positive semidefinite
(resp., positive definite). 𝜆max(min)(𝐴) means the eigenvalue
of matrix 𝐴 with maximum (minimum) real part. ‖V‖means
the Euclidean norm of vector V, ‖V‖ = (V𝑇V)1/2, while
‖𝐴‖ is spectral norm of matrix 𝐴, ‖𝐴‖ = [𝜆max(𝐴

𝑇

𝐴)]
1/2.

diag{⋅ ⋅ ⋅ } denotes a block-diagonal matrix decided by the
corresponding elements in the brace. In addition, if not
explicitly stated, matrices are assumed to have compatible
dimensions.

2. Problem Statement and Preliminaries

In this paper, the investigated neutral systemswith time-delay
and actuator saturation are described by the following:

𝑥̇ (𝑡) − 𝐷𝑥̇ (𝑡 − 𝜏) = 𝐴𝑥 (𝑡) + 𝐵𝑥 (𝑡 − ℎ) + 𝐶Sat (𝑢 (𝑡)) ,

𝑥 (𝑠) = 𝜙 (𝑠) , 𝑠 ∈ [−𝜌, 0] ,

(1)

where 𝑥(𝑡) ∈ R𝑛 is the system state and 𝑢(𝑡) is the control
input. ℎ > 0 is a constant discrete time-delay and 𝜏 > 0

is a constant neutral time-delay. 𝐴, 𝐵, 𝐶, and 𝐷 are known
real constant parameter matrices of appropriate dimensions.
To apply the Lyapunov stability theorem [2] we assume
that ‖𝐷‖ < 1. The initial condition 𝜙(𝑠) is a continuously
differentiable vector-valued function. The continuous norm
of 𝜙(𝑠) is defined as

󵄩
󵄩
󵄩
󵄩
𝜙

󵄩
󵄩
󵄩
󵄩𝑐

= max
𝑠∈[−𝜌,0]

󵄨
󵄨
󵄨
󵄨
𝜙 (𝑠)

󵄨
󵄨
󵄨
󵄨
, 𝜌 = max {𝜏, ℎ} . (2)

Linear state feedback is described by the following:

𝑢 (𝑡) = 𝐾𝑥 (𝑡) (3)

the linear state feedback gain𝐾 is denoted as

𝐾 = [𝐾
𝑇

1
, 𝐾
𝑇

2
, . . . , 𝐾

𝑇

𝑚
]

𝑇

,

𝐾
𝑖
(𝑖 = 1, 2, . . . , 𝑚) is an 𝑛-dimension row vector.

(4)

The notation Sat(⋅) is to denote the standard saturation
function (Figure 1) defined as 𝑢 = [𝑢

1
, 𝑢
2
, . . . , 𝑢

𝑚
]:

Sat (𝑢) = [Sat (𝑢
1
) , Sat (𝑢

2
) , . . . , Sat (𝑢

𝑚
)]

𝑇

,

Sat (𝑢
𝑖
) =

{
{

{
{

{

𝑢
+

𝑖
if 𝑢
𝑖
> 𝑢
+

𝑖
,

𝑢
𝑖

otherwise,
−𝑢
+

𝑖
if 𝑢
𝑖
< −𝑢
+

𝑖
.

(5)

Here we have slightly abused the notation by using Sat to
denote both a scalar valued and a vector valued function. We
have also assumed a unity saturation level for the saturation
function without loss of generality. Let us decompose the
saturation nonlinear function as the sum of a linear part and
another nonlinear part.

Definition 1. Nonlinear part 𝐷𝑧(𝑢(𝑡)) = 𝑢(𝑡) − Sat(𝑢(𝑡)),
where𝐷𝑧(𝑢(𝑡)) = [𝑑𝑧(𝑢

1
), 𝑑𝑧(𝑢

2
), . . . , 𝑑𝑧(𝑢

𝑚
)]
𝑇

𝑑𝑧 (𝑢
𝑖
) =

{
{

{
{

{

𝑢
𝑖
− 𝑢
+

𝑖
if 𝑢
𝑖
> 𝑢
+

𝑖
,

0 otherwise,
𝑢
𝑖
+ 𝑢
+

𝑖
if 𝑢
𝑖
< −𝑢
+

𝑖
.

(6)

Making use of nonlinear part 𝐷𝑧(𝑢(𝑡)), we rewrite the
saturated system in the following form:

𝑥̇ (𝑡) − 𝐷𝑥̇ (𝑡 − 𝜏) = 𝐴
𝑐
𝑥 (𝑡) + 𝐵𝑥 (𝑡 − ℎ) − 𝐶𝐷𝑧 (𝐾𝑥 (𝑡)) ,

(7)

where 𝐴
𝑐
= 𝐴 + 𝐶𝐾.

The purpose of this paper is to investigate the sensitivity
of stability to variations in the parameters and in the delays.
Notice that the stability of a neutral system requires a nec-
essary condition to guarantee the stability of the associated
difference operator [24]. Under normal circumstances, we
deal with the difference operator given by

D (𝑥 (𝑡)) = 𝑥 (𝑡) − 𝐷𝑥 (𝑡 − 𝜏) . (8)
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Figure 1: A saturation function Sat(𝑢
𝑖
(𝑡)).

Then the stability of operator D is ensured if ‖𝐷‖ < 1.
However, in this paper we introduce a model transformation,
which imply the stability of the original model and can be
studied by means of Lyapunov-Krasovskii functional.

Utilizing the model transformation, the neutral system
(7) can be written as

𝑑

𝑑𝑡

[L (𝑥 (𝑡))] =
̂
𝐴
𝑐
𝑥 (𝑡) − 𝐶𝐷𝑧 (𝐾𝑥) , (9)

where ̂
𝐴
𝑐
= 𝐴
𝑐
+ 𝐵 = 𝐴 + 𝐵 + 𝐶𝐾,L(𝑥(𝑡)) = 𝑥(𝑡) − 𝐷𝑥(𝑡 −

𝜏) + 𝐵∫

𝑡

𝑡−ℎ

𝑥(𝑠)𝑑𝑠.

Remark 2. The proposed model transformation which uses
Leibnitz’s rule does not induce any additional dynamics in the
characteristic equation for the system without uncertainties
(see more details [25, 26]).

It is not difficult to verify that every solution of the neutral
system (7) is also solution of (9); then the stability of (9)
implies the stability of (7); see [27]. However, the stability
of operator L is required, and it is more difficult to tackle
than the untransformed system. In order to give the less
conservative stability condition, we introduce Definition 3
and Lemma 4.

Definition 3 (see [24]). The operatorL : 𝐶
0

→ R𝑛 is said to
be stable if the zero solution of the homogeneous difference
equation

L (𝑥 (𝑡)) = 0, 𝑡 ≥ 0,

𝑥
0
= 𝜓 ∈ {𝜑 ∈ 𝐶

0
: L𝜑 = 0}

(10)

is uniformly asymptotically stable. The stability of operator
L is necessary for the stability of neutral system (1) with (3),
which is always satisfied when ‖ℎ|𝐵| + 𝐷‖ < 1.

Lemma 4 (see [28]). For given positive scalars 𝛼
1
and 𝛼

2
, the

operatorL : 𝐶
0

→ R𝑛 defined by

L (𝑥 (𝑡)) = 𝑥 (𝑡) + 𝐵∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠 − 𝐷𝑥 (𝑡 − 𝜏) (11)

is stable if there exists a positive-definite matrix 𝑀 such that

(i) 𝛼
1
+ 𝛼
2
< 1,

(ii) [

𝐷
𝑇

𝑀𝐷 − 𝛼
1
𝑀 ℎ𝐷

𝑇

𝑀𝐵

⋆ ℎ
2

𝐵
𝑇

𝑀𝐵 − 𝛼
2
𝑀

] < 0.

(12)

Remark 5. As said in [28], the above criterion (12) is less
conservative than the well-known criterion for the stability of
the operatorL given in [24]. So the criterion (12) is exploited
in this paper to reduce the conservatism of the neutral system
with time-delay and actuator saturation.

Thenwe give the following two lemmas before proceeding
main results.

Lemma 6 (see [29]). Let 𝑈 ∈ 𝑅
𝑛×𝑛 and 𝑉 ∈ 𝑅

𝑛×𝑛, and let
𝑥 ∈ 𝑅

𝑛. Then we have

𝑥
𝑇

𝑈𝑉𝑥 ≤ ‖𝑈𝑉‖ 𝑥
𝑇

𝑥 ≤ ‖𝑈‖ ‖𝑉‖ 𝑥
𝑇

𝑥,

2𝑥
𝑇

𝑈𝑉𝑥 ≤ 𝑥
𝑇

(

1

𝛾

𝑈𝑈
𝑇

+ 𝛾𝑉
𝑇

𝑉)𝑥, ∀𝛾 > 0.

(13)

Considering a matrix 𝐺 ∈ R𝑚×𝑛 and defining the
following polyhedral set

S ≜ {𝑥 ∈ R
𝑛

;

󵄨
󵄨
󵄨
󵄨
(𝐾
𝑖
− 𝐺
𝑖
) 𝑥

󵄨
󵄨
󵄨
󵄨
≤ 𝑢
+

𝑖
, 𝑖 = 1, 2, . . . , 𝑚} , (14)

where𝐺
𝑖
is the rowvector ofmatrix𝐺, the following Lemma 7

concerning the nonlinearity𝐷𝑧(𝐾𝑥(𝑡)) can be stated.

Lemma 7 (see [30]). Consider the function 𝐷𝑧(𝐾𝑥) defined
in (6). If 𝑥 ∈ S then the relation

𝐷𝑧
𝑇

(𝐾𝑥)Λ [𝐷𝑧 (𝐾𝑥) − 𝐺𝑥] ≤ 0 (15)

is verified for any diagonal and positive definite matrix Λ ∈

R𝑚×𝑚.

3. Main Results

In this section, we present the stability conditions which
guarantee the asymptotic stability of the neutral system
with time-delay and actuator saturation. Firstly, we deduce
the sufficient asymptotic stability condition for (1) and (3).
Then we manage to extend the sufficient conditions to the
uncertain case.

3.1. Asymptotic Stability for Certain Neutral System

Theorem 8. Given scalars 𝛼
1
and 𝛼

2
, a matrix 𝐺, and a

diagonal matrix Λ of appropriate dimensions, the neutral
system with time-delay and actuator saturation which can
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be described by (1) and (3) is asymptotically stable if there exists
a positive definite matrix 𝑀 satisfying (12) and there exist
𝑃 > 0, 𝑄 = [𝑄

𝑖𝑗
]
2 × 2

, 𝑄
𝑖𝑗

> 0, 𝑅 = [𝑅
𝑖𝑗
]
2 × 2

, 𝑅
𝑖𝑗

> 0, 𝑇
𝑖
> 0,

(𝑖 = 1, 2, 3, 4, 5, 6), ̃𝑇
𝑖
> 0, (𝑖 = 3, 4) such that the following

symmetric linear matrix inequality holds:

Φ =

[

[

[

[

[

[

[

[

[

[

[

Φ
11

Φ
12

0 Φ
14

Φ
15

Φ
16

0 Φ
18

⋆ Φ
22

Φ
23

0 0 0 0 0

⋆ ⋆ Φ
33

0 0 0 0 0

⋆ ⋆ ⋆ Φ
44

Φ
45

0 0 0

⋆ ⋆ ⋆ ⋆ Φ
55

0 0 Φ
58

⋆ ⋆ ⋆ ⋆ ⋆ Φ
66

0 Φ
68

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Φ
77

0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Φ
88

]

]

]

]

]

]

]

]

]

]

]

< 0,

(16)

where ̂
𝐺 = Λ𝐺, ̃𝑇

3
= 𝑇
3
𝑇
−1

5
𝑇
3
, and ̃

𝑇
4
= 𝑇
4
𝑇
−1

6
𝑇
4

Φ
11

=
̂
𝐴
𝑇

𝑐
𝑃 + 𝑃

̂
𝐴
𝑐
+ 𝑄
11

+ 𝑅
11

+ 𝑇
1
+ 𝑇
2

+

ℎ
2

2

(
̃
𝑇
3
+ 𝑇
5
) +

𝜏
2

2

(
̃
𝑇
4
+ 𝑇
6
) ,

Φ
22

= 𝑄
22

− 𝑄
11
,

Φ
33

= −𝑄
22

− 𝑇
1
,

Φ
44

= 𝑅
22

− 𝑅
11
,

Φ
55

= −𝑅
22

− 𝑇
2
,

Φ
66

= −𝑇
3
,

Φ
77

= −𝑇
4
,

Φ
88

= −2Λ,

Φ
12

= 𝑄
12
,

Φ
14

= 𝑅
12
,

Φ
15

= −
̂
𝐴
𝑇

𝑐
𝑃𝐷,

Φ
16

=
̂
𝐴
𝑇

𝑐
𝑃𝐵,

Φ
18

= −𝑃𝐶 +
̂
𝐺,

Φ
23

= −𝑄
12
,

Φ
45

= −𝑅
12
,

Φ
58

= 𝐷
𝑇

𝑃𝐶,

Φ
68

= −𝐵
𝑇

𝑃𝐶.

(17)

Proof. Define a legitimate Lyapunov functional candidate as

𝑉 (𝑥 (𝑡)) = 𝑉
1
(𝑥 (𝑡)) + 𝑉

2
(𝑥 (𝑡)) + 𝑉

3
(𝑥 (𝑡))

+ 𝑉
4
(𝑥 (𝑡)) + 𝑉

5
(𝑥 (𝑡)) + 𝑉

6
(𝑥 (𝑡)) ,

(18)

where

𝑉
1
(𝑥 (𝑡)) = L

𝑇

(𝑥 (𝑡)) 𝑃L (𝑥 (𝑡)) ,

𝑉
2
(𝑥 (𝑡)) = ∫

𝑡

𝑡−(ℎ/2)

[

[

[

𝑥(𝑠)

𝑥 (𝑠 −

ℎ

2

)

]

]

]

𝑇

[

𝑄
11

𝑄
12

⋆ 𝑄
22

]

×

[

[

[

𝑥 (𝑠)

𝑥 (𝑠 −

ℎ

2

)

]

]

]

𝑑𝑠

+ ∫

𝑡

𝑡−(𝜏/2)

[

[

[

𝑥(𝑠)

𝑥 (𝑠 −

𝜏

2

)

]

]

]

𝑇

[

𝑅
11

𝑅
12

⋆ 𝑅
22

]

×

[

[

[

𝑥 (𝑠)

𝑥 (𝑠 −

𝜏

2

)

]

]

]

𝑑𝑠,

𝑉
3
(𝑥 (𝑡)) = ∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑇
1
𝑥 (𝑠) 𝑑𝑠 + ∫

𝑡

𝑡−𝜏

𝑥
𝑇

(𝑠) 𝑇
2
𝑥 (𝑠) 𝑑𝑠,

𝑉
4
(𝑥 (𝑡)) = ∫

𝑡

𝑡−ℎ

[∫

𝑡

𝑠

𝑥
𝑇

(𝑠
1
) 𝑑𝑠
1
]𝑇
3
[∫

𝑡

𝑠

𝑥 (𝑠
2
) 𝑑𝑠
2
] 𝑑𝑠,

𝑉
5
(𝑥 (𝑡)) = ∫

𝑡

𝑡−𝜏

[∫

𝑡

𝑠

𝑥
𝑇

(𝑠
1
) 𝑑𝑠
1
]𝑇
4
[∫

𝑡

𝑠

𝑥 (𝑠
2
) 𝑑𝑠
2
] 𝑑𝑠,

𝑉
6
(𝑥 (𝑡)) =

1

2

∫

𝑡

𝑡−ℎ

(𝑠 − 𝑡 + ℎ)
2

𝑥
𝑇

(𝑠) 𝑇
5
𝑥 (𝑠) 𝑑𝑠

+

1

2

∫

𝑡

𝑡−𝜏

(𝑠 − 𝑡 + 𝜏)
2

𝑥
𝑇

(𝑠) 𝑇
6
𝑥 (𝑠) 𝑑𝑠,

(19)

where L(𝑥(𝑡)) has been defined in (9), 𝑃 > 0, 𝑄 = [𝑄
𝑖𝑗
]
2×2

,
𝑄
𝑖𝑗
> 0, 𝑅 = [𝑅

𝑖𝑗
]
2×2

, 𝑅
𝑖𝑗
> 0, and 𝑇

𝑖
> 0, 𝑖 = 1, 2, 3, 4, 5, 6.

We solve the time derivative of 𝑉(𝑥(𝑡)) along the trajec-
tories of the closed-loop system (9) and obtain the following:

̇
𝑉 (𝑥 (𝑡)) =

̇
𝑉
1
(𝑥 (𝑡)) +

̇
𝑉
2
(𝑥 (𝑡)) +

̇
𝑉
3
(𝑥 (𝑡))

+
̇

𝑉
4
(𝑥 (𝑡)) +

̇
𝑉
5
(𝑥 (𝑡)) +

̇
𝑉
6
(𝑥 (𝑡)) .

(20)

Given that 𝑥(𝑡) ∈ S, which has been discussed in [21]. From
Lemma 7, it follows that

̇
𝑉 (𝑥 (𝑡)) ≤

̇
𝑉
1
(𝑥 (𝑡)) +

̇
𝑉
2
(𝑥 (𝑡)) +

̇
𝑉
3
(𝑥 (𝑡)) +

̇
𝑉
4
(𝑥 (𝑡))

+
̇

𝑉
5
(𝑥 (𝑡)) +

̇
𝑉
6
(𝑥 (𝑡))

− 2𝐷𝑧
𝑇

(𝐾𝑥)Λ [𝐷𝑧 (𝐾𝑥) − 𝐺𝑥] .

(21)
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According to (19), we obtain

̇
𝑉
1
(𝑥 (𝑡)) = 2 {𝑥

𝑇

(𝑡) − 𝑥
𝑇

(𝑡 − 𝜏)𝐷
𝑇

+[∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇

}

× 𝑃 [
̂
𝐴
𝑐
𝑥 (𝑡) − 𝐶𝐷𝑧 (𝐾𝑥)]

= 2𝑥
𝑇

𝑃
̂
𝐴
𝑐
𝑥 − 2𝑥

𝑇

𝑃𝐶𝐷𝑧 (𝐾𝑥)

− 2𝑥
𝑇
̂
𝐴
𝑇

𝑐
𝑃𝐷𝑥 (𝑡 − 𝜏)

+ 2𝑥
𝑇

(𝑡 − 𝜏)𝐷
𝑇

𝑃𝐶𝐷𝑧 (𝐾𝑥)

+ 2𝑥
𝑇

(𝑡)
̂
𝐴
𝑇

𝑐
𝑃𝐵[∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠]

− 2 [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇

𝑃𝐶𝐷𝑧 (𝐾𝑥)

= 𝑥
𝑇

[
̂
𝐴
𝑇

𝑐
𝑃 + 𝑃

̂
𝐴
𝑐
] 𝑥

+ 2𝑥
𝑇

(𝑡 − 𝜏)𝐷
𝑇

𝑃𝐶𝐷𝑧 (𝐾𝑥)

+ 2𝑥
𝑇

(𝑡)
̂
𝐴
𝑇

𝑐
𝑃𝐵[∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠]

− 2𝑥
𝑇

𝑃𝐶𝐷𝑧 (𝐾𝑥)

− 2𝑥
𝑇

(𝑡)
̂
𝐴
𝑇

𝑐
𝑃𝐷𝑥 (𝑡 − 𝜏)

− 2 [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇

𝑃𝐶𝐷𝑧 (𝐾𝑥) ,

̇
𝑉
2
(𝑥 (𝑡)) =

[

[

[

𝑥(𝑡)

𝑥 (𝑡 −

ℎ

2

)

]

]

]

𝑇

[

𝑄
11

𝑄
12

⋆ 𝑄
22

]

[

[

[

𝑥 (𝑡)

𝑥 (𝑡 −

ℎ

2

)

]

]

]

−

[

[

[

𝑥(𝑡 −

ℎ

2

)

𝑥(𝑡 − ℎ)

]

]

]

𝑇

[

𝑄
11

𝑄
12

⋆ 𝑄
22

]

[

[

[

𝑥(𝑡 −

ℎ

2

)

𝑥 (𝑡 − ℎ)

]

]

]

+

[

[

[

𝑥(𝑡)

𝑥 (𝑡 −

𝜏

2

)

]

]

]

𝑇

[

𝑅
11

𝑅
12

⋆ 𝑅
22

]

[

[

[

𝑥 (𝑡)

𝑥 (𝑡 −

𝜏

2

)

]

]

]

−
[

[

𝑥(𝑡 −

𝜏

2

)

𝑥 (𝑡 − 𝜏)

]

]

𝑇

[

𝑅
11

𝑅
12

⋆ 𝑅
22

]
[

[

𝑥(𝑡 −

𝜏

2

)

𝑥 (𝑡 − 𝜏)

]

]

,

̇
𝑉
3
(𝑥 (𝑡)) = 𝑥

𝑇

(𝑡) 𝑇
1
𝑥 (𝑡) − 𝑥

𝑇

(𝑡 − ℎ) 𝑇
1
𝑥 (𝑡 − ℎ)

+ 𝑥
𝑇

(𝑡) 𝑇
2
𝑥 (𝑡) − 𝑥

𝑇

(𝑡 − 𝜏) 𝑇
2
𝑥 (𝑡 − 𝜏) ,

̇
𝑉
4
(𝑥 (𝑡)) = − [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠
1
) 𝑑𝑠
1
]𝑇
3
[∫

𝑡

𝑡−ℎ

𝑥 (𝑠
2
) 𝑑𝑠
2
]

+ ∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑡) 𝑇
3
[∫

𝑡

𝑠

𝑥 (𝑠
2
) 𝑑𝑠
2
] 𝑑𝑠

+ ∫

𝑡

𝑡−ℎ

[∫

𝑡

𝑠

𝑥 (𝑠
2
) 𝑑𝑠
2
]𝑇
3
𝑥 (𝑡) 𝑑𝑠

= − [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠
1
) 𝑑𝑠
1
]𝑇
3
[∫

𝑡

𝑡−ℎ

𝑥 (𝑠
2
) 𝑑𝑠
2
]

+ ∫

𝑡

𝑡−ℎ

(𝑠 − 𝑡 + ℎ) 𝑥
𝑇

(𝑡) 𝑇
3
𝑥 (𝑠) 𝑑𝑠

+ ∫

𝑡

𝑡−ℎ

(𝑠 − 𝑡 + ℎ) 𝑥
𝑇

(𝑠) 𝑇
3
𝑥 (𝑡) 𝑑𝑠

= − [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠
1
) 𝑑𝑠
1
]𝑇
3
[∫

𝑡

𝑡−ℎ

𝑥 (𝑠
2
) 𝑑𝑠
2
]

− ∫

𝑡

𝑡−ℎ

(𝑠 − 𝑡 + ℎ) (𝑇
3
𝑥(𝑡) − 𝑇

5
𝑥(𝑠))
𝑇

𝑇
−1

5

× (𝑇
3
𝑥 (𝑡) − 𝑇

5
𝑥 (𝑠)) 𝑑𝑠

+

ℎ
2

2

𝑥
𝑇

(𝑡) 𝑇
3
𝑇
−1

5
𝑇
3
𝑥 (𝑡)

+ ∫

𝑡

𝑡−ℎ

(𝑠 − 𝑡 + ℎ) 𝑥
𝑇

(𝑠) 𝑇
5
𝑥 (𝑠) 𝑑𝑠

≤ − [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠
1
) 𝑑𝑠
1
]𝑇
3
[∫

𝑡

𝑡−ℎ

𝑥 (𝑠
2
) 𝑑𝑠
2
]

+

ℎ
2

2

𝑥
𝑇

(𝑡)
̃
𝑇
3
𝑥 (𝑡)

+ ∫

𝑡

𝑡−ℎ

(𝑠 − 𝑡 + ℎ) 𝑥
𝑇

(𝑠) 𝑇
5
𝑥 (𝑠) 𝑑𝑠,

(22)

where ̃
𝑇
3
> 0, since ̃

𝑇
3
= 𝑇
3
𝑇
−1

5
𝑇
3
.

Similarly we have

̇
𝑉
5
(𝑥 (𝑡)) ≤ − [∫

𝑡

𝑡−𝜏

𝑥
𝑇

(𝑠
1
) 𝑑𝑠
1
]𝑇
4
[∫

𝑡

𝑡−𝜏

𝑥 (𝑠
2
) 𝑑𝑠
2
]

+

𝜏
2

2

𝑥
𝑇

(𝑡)
̃
𝑇
4
𝑥 (𝑡)

+ ∫

𝑡

𝑡−𝜏

(𝑠 − 𝑡 + 𝜏) 𝑥
𝑇

(𝑠) 𝑇
6
𝑥 (𝑠) 𝑑𝑠,

(23)

where ̃
𝑇
4
> 0, since ̃

𝑇
4
= 𝑇
4
𝑇
−1

6
𝑇
4
. Considering

̇
𝑉
6
(𝑥 (𝑡)) =

1

2

ℎ
2

𝑥
𝑇

(𝑡) 𝑇
5
𝑥 (𝑡)

− ∫

𝑡

𝑡−ℎ

(𝑠 − 𝑡 + ℎ) 𝑥
𝑇

(𝑠) 𝑇
5
𝑥 (𝑠) 𝑑𝑠
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+

1

2

𝜏
2

𝑥
𝑇

(𝑡) 𝑇
6
𝑥 (𝑡)

− ∫

𝑡

𝑡−𝜏

(𝑠 − 𝑡 + 𝜏) 𝑥
𝑇

(𝑠) 𝑇
6
𝑥 (𝑠) 𝑑𝑠.

(24)

Substituting these into (21) and the time-derivative of 𝑉
has new upper bound as follows:

̇
𝑉 (𝑥 (𝑡)) ≤ 𝜉

𝑇

(𝑡) Φ𝜉 (𝑡) , (25)

where

𝜉
𝑇

(𝑡) = [𝑥
𝑇

(𝑡) 𝑥
𝑇

(𝑡 −

ℎ

2

) 𝑥
𝑇

(𝑡 − ℎ) 𝑥
𝑇

(𝑡 −

𝜏

2

) 𝑥
𝑇

(𝑡 − 𝜏) ∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠 ∫

𝑡

𝑡−𝜏

𝑥
𝑇

(𝑠) 𝑑𝑠 𝐷𝑧 (𝐾𝑥)] . (26)

Φ is defined as stated in (16).
If linear matrix inequality (16) is feasible, then we can get

̇
𝑉(𝑥(𝑡)) < 0,∀𝑥 ∈ S.Therefore, if there exist scalars𝛼

1
and𝛼
2

and a positive definitematrix𝑀 satisfying (12) and there exist
𝑃 > 0, 𝑄 = [𝑄

𝑖𝑗
]
2×2

, 𝑄
𝑖𝑗
> 0, 𝑅 = [𝑅

𝑖𝑗
]
2×2

, 𝑅
𝑖𝑗
> 0, 𝑇

𝑖
> 0, (𝑖 =

1, 2, 3, 4, 5, 6), ̃𝑇
𝑖
> 0, (𝑖 = 3, 4), a matrix ̂

𝐺, and a diagonal
matrix Λ of appropriate dimensions satisfying (16), then we
can draw the neutral system which can be described by (1)
and (3) is asymptotic stability. This completes the proof.

Remark 9. Theorem 8 gives a delay-dependent stability crite-
rion for neutral system satisfying (1) and (3) by employing
model transformation and delay-dividing approach. Model
transformation may be an old technique and can be seen
in [7]. But a new stability condition on the operator L is
adopted in this paper to reduce the conservatism of the
neutral system. Moreover, the proposed stability condition is
not only on the discrete delays but also on the neutral delays,
while the conditions in [31, 32] depend only on consideration
of the discrete delays.

Remark 10. By dividing the neutral delay interval [−𝜏, 0] into
[−𝜏, −𝜏/2] and [−𝜏/2, 0], we choose different functional on
[−𝜏, −𝜏/2] and [−𝜏/2, 0], respectively. The discrete delay ℎ is
to take the same approach. Then the division provides extra
freedom for delay terms and reduces the conservation.

We can easily get a delay-dependent stability criterion for
system (1) with 𝜏 ≡ ℎ. This paper will show the asymptotic
stability criterion for this case in Corollary 11.

Corollary 11. Given scalars 𝛼
1
and 𝛼

2
, a matrix 𝐺, and a

diagonal matrix Λ of appropriate dimensions, the neutral
systems (1) and (3) when 𝜏 ≡ ℎ is asymptotically stable if there
exists a positive definitematrix𝑀 satisfying (12) and there exist
𝑃 > 0, 𝑄 = [𝑄

𝑖𝑗
]
2×2

, 𝑄
𝑖𝑗
> 0, 𝑇

𝑖
> 0, (𝑖 = 1, 2, 3), ̃𝑇

2
> 0 such

that the following symmetric linear matrix inequality holds:

Φ =

[

[

[

[

[

[

[

Φ
11

Φ
12

Φ
13

Φ
14

Φ
15

⋆ Φ
22

Φ
23

0 0

⋆ ⋆ Φ
33

0 Φ
35

⋆ ⋆ ⋆ Φ
44

Φ
45

⋆ ⋆ ⋆ ⋆ Φ
55

]

]

]

]

]

]

]

< 0,

(27)

where ̂
𝐺 = Λ𝐺, ̃𝑇

2
= 𝑇
2
𝑇
−1

3
𝑇
2

Φ
11

=
̂
𝐴
𝑇

𝑐
𝑃 + 𝑃

̂
𝐴
𝑐
+ 𝑄
11

+ 𝑇
1
+

ℎ
2

2

(
̃
𝑇
2
+ 𝑇
3
) ,

Φ
22

= 𝑄
22

− 𝑄
11
,

Φ
33

= −𝑄
22

− 𝑇
1
,

Φ
44

= −𝑇
2
,

Φ
55

= −2Λ,

Φ
12

= 𝑄
12
,

Φ
13

= −
̂
𝐴
𝑇

𝑐
𝑃𝐷,

Φ
14

=
̂
𝐴
𝑇

𝑐
𝑃𝐵,

Φ
15

= −𝑃𝐶 +
̂
𝐺,

Φ
23

= −𝑄
12
,

Φ
35

= 𝐷
𝑇

𝑃𝐶,

Φ
45

= −𝐵
𝑇

𝑃𝐶.

(28)

Proof. Define a legitimate Lyapunov functional candidate as

𝑉 (𝑥 (𝑡)) = 𝑉
1
(𝑥 (𝑡)) + 𝑉

2
(𝑥 (𝑡)) + 𝑉

3
(𝑥 (𝑡))

+ 𝑉
4
(𝑥 (𝑡)) + 𝑉

5
(𝑥 (𝑡)) ,

(29)

where

𝑉
1
(𝑥 (𝑡)) = L

𝑇

(𝑥 (𝑡)) 𝑃L (𝑥 (𝑡)) ,

𝑉
2
(𝑥 (𝑡)) = ∫

𝑡

𝑡−(ℎ/2)

[

[

𝑥(𝑠)

𝑥 (𝑠 −

ℎ

2

)

]

]

𝑇

× [

𝑄
11

𝑄
12

⋆ 𝑄
22

]
[

[

𝑥 (𝑠)

𝑥 (𝑠 −

ℎ

2

)

]

]

𝑑𝑠,
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𝑉
3
(𝑥 (𝑡)) = ∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑇
1
𝑥 (𝑠) 𝑑𝑠,

𝑉
4
(𝑥 (𝑡)) = ∫

𝑡

𝑡−ℎ

[∫

𝑡

𝑠

𝑥
𝑇

(𝑠
1
) 𝑑𝑠
1
]𝑇
2
[∫

𝑡

𝑠

𝑥 (𝑠
2
) 𝑑𝑠
2
] 𝑑𝑠,

𝑉
5
(𝑥 (𝑡)) =

1

2

∫

𝑡

𝑡−ℎ

(𝑠 − 𝑡 + ℎ)
2

𝑥
𝑇

(𝑠) 𝑇
3
𝑥 (𝑠) 𝑑𝑠,

(30)

where 𝑃 > 0, 𝑄 = [𝑄
𝑖𝑗
]
2×2

, 𝑄
𝑖𝑗
> 0 and 𝑇

𝑖
> 0, 𝑖 = 1, 2, 3.

According to (30), we obtain

̇
𝑉
1
(𝑥 (𝑡)) = 𝑥

𝑇

[
̂
𝐴
𝑇

𝑐
𝑃 + 𝑃

̂
𝐴
𝑐
] 𝑥 + 2𝑥

𝑇

(𝑡 − ℎ)𝐷
𝑇

𝑃𝐶𝐷𝑧 (𝐾𝑥)

+ 2𝑥
𝑇

(𝑡)
̂
𝐴
𝑇

𝑐
𝑃𝐵[∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠]

− 2𝑥
𝑇

𝑃𝐶𝐷𝑧 (𝐾𝑥) − 2𝑥
𝑇

(𝑡)
̂
𝐴
𝑇

𝑐
𝑃𝐷𝑥 (𝑡 − ℎ)

− 2 [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇

𝑃𝐶𝐷𝑧 (𝐾𝑥) ,

̇
𝑉
2
(𝑥 (𝑡)) =

[

[

[

𝑥(𝑡)

𝑥 (𝑡 −

ℎ

2

)

]

]

]

𝑇

[

𝑄
11

𝑄
12

⋆ 𝑄
22

]

[

[

[

𝑥 (𝑡)

𝑥 (𝑡 −

ℎ

2

)

]

]

]

−

[

[

[

𝑥(𝑡 −

ℎ

2

)

𝑥 (𝑡 − ℎ)

]

]

]

𝑇

[

𝑄
11

𝑄
12

⋆ 𝑄
22

]

[

[

[

𝑥(𝑡 −

ℎ

2

)

𝑥 (𝑡 − ℎ)

]

]

]

,

̇
𝑉
3
(𝑥 (𝑡)) = 𝑥

𝑇

(𝑡) 𝑇
1
𝑥 (𝑡) − 𝑥

𝑇

(𝑡 − ℎ) 𝑇
1
𝑥 (𝑡 − ℎ) ,

̇
𝑉
4
(𝑥 (𝑡)) ≤ − [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠
1
) 𝑑𝑠
1
]𝑇
2
[∫

𝑡

𝑡−ℎ

𝑥 (𝑠
2
) 𝑑𝑠
2
]

+

ℎ
2

2

𝑥
𝑇

(𝑡)
̃
𝑇
2
𝑥 (𝑡)

+ ∫

𝑡

𝑡−ℎ

(𝑠 − 𝑡 + ℎ) 𝑥
𝑇

(𝑠) 𝑇
3
𝑥 (𝑠) 𝑑𝑠,

(31)

where ̃
𝑇
2
> 0, since ̃

𝑇
2
= 𝑇
2
𝑇
−1

3
𝑇
2
. Considering

̇
𝑉
5
(𝑥 (𝑡)) =

1

2

ℎ
2

𝑥
𝑇

(𝑡) 𝑇
3
𝑥 (𝑡)

− ∫

𝑡

𝑡−ℎ

(𝑠 − 𝑡 + ℎ) 𝑥
𝑇

(𝑠) 𝑇
3
𝑥 (𝑠) 𝑑𝑠

(32)

given that 𝑥(𝑡) ∈ S, which has been discussed in [21]. From
Lemma 7, the time-derivative of 𝑉 has new upper bound as
follows:

̇
𝑉 (𝑥 (𝑡)) =

̇
𝑉
1
(𝑥 (𝑡)) +

̇
𝑉
2
(𝑥 (𝑡))

+
̇

𝑉
3
(𝑥 (𝑡)) +

̇
𝑉
4
(𝑥 (𝑡)) +

̇
𝑉
5
(𝑥 (𝑡))

− 2𝐷𝑧
𝑇

(𝐾𝑥)Λ [𝐷𝑧 (𝐾𝑥) − 𝐺𝑥]

≤ 𝜉

𝑇

(𝑡) Φ𝜉 (𝑡) ,

(33)

where Φ is defined as stated in (27) and

𝜉

𝑇

(𝑡)

= [𝑥
𝑇

(𝑡) 𝑥
𝑇

(𝑡 −

ℎ

2

) 𝑥
𝑇

(𝑡 − ℎ) ∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠 𝐷𝑧 (𝐾𝑥)] .

(34)

Therefore, if there exist scalars 𝛼
1
and 𝛼

2
and a positive

definite matrix 𝑀 satisfying (12) and there exist 𝑃 > 0,
̂
𝑃 > 0, 𝑄 = [𝑄

𝑖𝑗
]
2×2

, 𝑄
𝑖𝑗

> 0, 𝑇
𝑖

> 0, (𝑖 = 1, 2, 3),
̃
𝑇
2
> 0 satisfying (27), then we can draw the identical neutral

delay and discrete delay system is asymptotic stability. This
completes the proof.

Furthermore, since themodel transformation which usu-
ally may lead to some degree of conservatism of the method,
we establish the following theorem based on Theorem 8
instead of using the model transformation.

Theorem 12. Given a matrix 𝐺 and a diagonal matrix Λ of
appropriate dimensions, the neutral system with time-delay
and actuator saturation which can be described by (1) and (3)
is asymptotically stable if ‖𝐷‖ < 1 and there exist 𝑃 > 0,
𝑄 = [𝑄

𝑖𝑗
]
2×2

, 𝑄
𝑖𝑗

> 0, 𝑅 = [𝑅
𝑖𝑗
]
2×2

, 𝑅
𝑖𝑗

> 0, 𝑇
𝑖
> 0, (𝑖 =

1, 2, 3, 4, 5, 6), ̃
𝑇
𝑖

> 0, (𝑖 = 3, 4) such that the following
symmetric linear matrix inequality holds:

Φ =

[

[

[

[

[

[

[

[

[

[

[

Φ
11

Φ
12

Φ
13

Φ
14

Φ
15

0 0 Φ
18

⋆ Φ
22

Φ
23

0 0 0 0 0

⋆ ⋆ Φ
33

0 Φ
35

0 0 0

⋆ ⋆ ⋆ Φ
44

Φ
45

0 0 0

⋆ ⋆ ⋆ ⋆ Φ
55

0 0 Φ
58

⋆ ⋆ ⋆ ⋆ ⋆ Φ
66

0 0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Φ
77

0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Φ
88

]

]

]

]

]

]

]

]

]

]

]

< 0,

(35)

whereΦ
13

= 𝑃𝐵, Φ
35

= −𝐵
𝑇

𝑃𝐷,

Φ
11

= 𝐴
𝑇

𝑐
𝑃 + 𝑃𝐴

𝑐
+ 𝑄
11

+ 𝑅
11

+ 𝑇
1
+ 𝑇
2

+

ℎ
2

2

(
̃
𝑇
3
+ 𝑇
5
) +

𝜏
2

2

(
̃
𝑇
4
+ 𝑇
6
)

(36)

and other notations are identical with Theorem 8.

Proof. We replaceL(𝑥(𝑡))withD(𝑥(𝑡)) in𝑉
1
(𝑥(𝑡)), and then

follow the same procedure to prove Theorem 8. Thus it will
complete the proof.

Remark 13. It should be pointed out that Theorem 12 is less
conservative than Theorem 8, which can be verified by the
numerical example.However, if the condition ‖𝐷‖ < 1 cannot
be satisfiedwhile (12) can be satisfied,Theorem 12 is no longer
applicable and we may apply Theorem 8 in this paper.
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3.2. Asymptotic Stability for Uncertain Neutral System. Fur-
thermore, let us consider the following uncertain neutral
system with time-delay and actuator saturation:

𝑥̇ (𝑡) − 𝐷𝑥̇ (𝑡 − 𝜏) = (𝐴 + Δ𝐴 (𝑡)) 𝑥 (𝑡) + 𝐵𝑥 (𝑡 − ℎ)

+ (𝐶 + Δ𝐶 (𝑡)) Sat (𝑢 (𝑡)) ,

(37)

where Δ𝐴(𝑡) and Δ𝐶(𝑡) stand for the uncertainties. For
simplicity, The constant parameter matrices 𝐴, 𝐵, 𝐶, and 𝐷

are square matrices. The uncertainties are not known but the
spectral norm bound is known and can be described as

‖Δ𝐴 (𝑡)‖ ≤ 𝛼, ‖Δ𝐶 (𝑡)‖ ≤ 𝛽, ∀𝑡 ≥ 0. (38)

Utilizing the nonlinear function𝐷𝑧(⋅), we can also rewrite the
uncertain neutral system in the following form:

𝑥̇ (𝑡) − 𝐷𝑥̇ (𝑡 − 𝜏) = (𝐴
𝑐
+ Δ𝐴 (𝑡) − Δ𝐶 (𝑡)𝐾) 𝑥 (𝑡)

+ 𝐵𝑥 (𝑡 − ℎ) + (𝐶 + Δ𝐶 (𝑡))𝐷𝑧 (𝐾𝑥 (𝑡)) ,

(39)

where 𝐴
𝑐
is defined as the same with certain neutral system

with time-delay and actuator saturation. Specially, when
‖Δ𝐴(𝑡)‖ = 0 and ‖Δ𝐶(𝑡)‖ = 0 the uncertain neutral system
becomes the certain case.

Similarly, we employ the operatorL : 𝐶
0

→ R𝑛 with

L (𝑥 (𝑡)) = 𝑥 (𝑡) + 𝐵∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠 − 𝐷𝑥 (𝑡 − 𝜏) . (40)

Then we obtain the transformed system

𝑑

𝑑𝑡

L (𝑥 (𝑡)) = 𝐴
𝑐
𝑥 (𝑡) + (𝐶 + Δ𝐶 (𝑡))𝐷𝑧 (𝐾𝑥 (𝑡)) , (41)

where 𝐴
𝑐
=

̂
𝐴
𝑐
+ Δ𝐴(𝑡) − Δ𝐶(𝑡)𝐾 = 𝐴 + 𝐵 + 𝐶𝐾 + Δ𝐴(𝑡) −

Δ𝐶(𝑡)𝐾.
With regard to the uncertain neutral system, we can also

prove the following theorem.

Theorem 14. Given scalars 𝛼
1
and 𝛼

2
, a matrix 𝐺, and a

diagonal matrix Λ of appropriate dimensions, the uncertain
neutral system which can be described as (37) with feedback
control (3) is asymptotically stable if there exists a positive
definite matrix 𝑀 satisfying (12) and there exist 𝑃 > 0,
𝑄 = [𝑄

𝑖𝑗
]
2×2

, 𝑄
𝑖𝑗

> 0, 𝑅 = [𝑅
𝑖𝑗
]
2×2

, 𝑅
𝑖𝑗

> 0, 𝑇
𝑖

> 0,
(𝑖 = 1, 2, 3, 4, 5, 6), ̃𝑇

𝑖
> 0, (𝑖 = 3, 4) such that the following

symmetric linear matrix inequality holds:

Ξ =

[

[

[

[

[

[

[

[

[

[

[

Ξ
11

Ξ
12

0 Ξ
14

Ξ
15

Ξ
16

0 Ξ
18

⋆ Ξ
22

Ξ
23

0 0 0 0 0

⋆ ⋆ Ξ
33

0 0 0 0 0

⋆ ⋆ ⋆ Ξ
44

Ξ
45

0 0 0

⋆ ⋆ ⋆ ⋆ Ξ
55

0 0 0

⋆ ⋆ ⋆ ⋆ ⋆ Ξ
66

0 0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Ξ
77

0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Ξ
88

]

]

]

]

]

]

]

]

]

]

]

< 0, (42)

where ̂
𝐺 = Λ𝐺, ̃𝑇

3
= 𝑇
3
𝑇
−1

5
𝑇
3
, and ̃

𝑇
4
= 𝑇
4
𝑇
−1

6
𝑇
4

Ξ
11

=
̂
𝐴
𝑇

𝑐
𝑃 + 𝑃

̂
𝐴
𝑐
+

1

𝛾
1

̂
𝑃 +

1

𝛾
2

̂
𝑃

+ (𝛾
1
+ 𝛾
3
+ 𝛾
5
) (𝛼
2

+ 2𝛼𝛽 ‖𝐾‖ + 𝛽
2

‖𝐾‖
2

) 𝐼

+ 𝑄
11

+ 𝑅
11

+ 𝑇
1
+ 𝑇
2
+

ℎ
2

2

(
̃
𝑇
3
+ 𝑇
5
) +

𝜏
2

2

(
̃
𝑇
4
+ 𝑇
6
) ,

Ξ
22

= 𝑄
22

− 𝑄
11
,

Ξ
33

= −𝑄
22

− 𝑇
1
,

Ξ
44

= 𝑅
22

− 𝑅
11
,

Ξ
55

= (

1

𝛾
3

+

1

𝛾
4

)𝐷
𝑇
̂
𝑃𝐷 − 𝑅

22
− 𝑇
2
,

Ξ
66

= (

1

𝛾
5

+

1

𝛾
6

)𝐵
𝑇
̂
𝑃𝐵 − 𝑇

3
,

Ξ
77

= −𝑇
4
,

Ξ
88

= (𝛾
2
+ 𝛾
4
+ 𝛾
6
) (𝛽
2

+ 2𝛽 ‖𝐶‖ + ‖𝐶‖
2

) 𝐼 − 2Λ,

Ξ
12

= 𝑄
12
,

Ξ
14

= 𝑅
12
,

Ξ
15

= −
̂
𝐴
𝑇

𝑐
𝑃𝐷,

Ξ
16

=
̂
𝐴
𝑇

𝑐
𝑃𝐵,

Ξ
18

=
̂
𝐺,

Ξ
23

= −𝑄
12
,

Ξ
45

= −𝑅
12
.

(43)

Proof. In the sameway, we define a legitimate Lyapunov func-
tional candidate as

𝑉 (𝑥 (𝑡)) = 𝑉
1
(𝑥 (𝑡)) + 𝑉

2
(𝑥 (𝑡)) + 𝑉

3
(𝑥 (𝑡))

+ 𝑉
4
(𝑥 (𝑡)) + 𝑉

5
(𝑥 (𝑡)) + 𝑉

6
(𝑥 (𝑡)) ,

(44)

where 𝑉
1
(𝑥(𝑡)), 𝑉

2
(𝑥(𝑡)), 𝑉

3
(𝑥(𝑡)), 𝑉

4
(𝑥(𝑡)), 𝑉

5
(𝑥(𝑡)), 𝑉

6
(𝑥(𝑡))

are the same with those in Theorem 8. Given that 𝑥(𝑡) ∈ S,
which has been discussed in [21]. From Lemma 7, it also
follows that

̇
𝑉 (𝑥 (𝑡)) ≤

̇
𝑉
1
(𝑥 (𝑡)) +

̇
𝑉
2
(𝑥 (𝑡)) +

̇
𝑉
3
(𝑥 (𝑡))

+
̇

𝑉
4
(𝑥 (𝑡)) +

̇
𝑉
5
(𝑥 (𝑡)) +

̇
𝑉
6
(𝑥 (𝑡))

− 2𝐷𝑧
𝑇

(𝐾𝑥)Λ [𝐷𝑧 (𝐾𝑥) − 𝐺𝑥] .

(45)
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In fact

̇
𝑉
1
(𝑥 (𝑡)) = 2 {𝑥

𝑇

(𝑡) − 𝑥
𝑇

(𝑡 − 𝜏)𝐷
𝑇

+[∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇

}

× 𝑃 [𝐴
𝑐
𝑥 (𝑡) + (𝐶 + Δ𝐶)𝐷𝑧 (𝐾𝑥)]

= 2𝑥
𝑇

𝑃𝐴
𝑐
𝑥 + 2𝑥

𝑇

𝑃 (𝐶 + Δ𝐶)𝐷𝑧 (𝐾𝑥)

− 2𝑥
𝑇

𝐴
𝑐

𝑇

𝑃𝐷𝑥 (𝑡 − 𝜏) − 2𝑥
𝑇

(𝑡 − 𝜏)𝐷
𝑇

× 𝑃 (𝐶 + Δ𝐶)𝐷𝑧 (𝐾𝑥)

+ 2𝑥
𝑇

(𝑡) 𝐴
𝑐

𝑇

𝑃𝐵[∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠]

+ 2 [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇

𝑃 (𝐶 + Δ𝐶)𝐷𝑧 (𝐾𝑥)

= 2𝑥
𝑇

𝑃
̂
𝐴
𝑐
𝑥 + 2𝑥

𝑇

𝑃 (Δ𝐴 − Δ𝐶𝐾) 𝑥

+ 2𝑥
𝑇

𝑃 (𝐶 + Δ𝐶)𝐷𝑧 (𝐾𝑥)

− 2𝑥
𝑇

(𝑡 − 𝜏)𝐷
𝑇

𝑃
̂
𝐴
𝑐
𝑥 (𝑡)

− 2𝑥
𝑇

(𝑡 − 𝜏)𝐷
𝑇

𝑃 (Δ𝐴 − Δ𝐶𝐾) 𝑥

− 2𝑥
𝑇

(𝑡 − 𝜏)𝐷
𝑇

𝑃 (𝐶 + Δ𝐶)𝐷𝑧 (𝐾𝑥)

+ 2 [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇

𝑃
̂
𝐴
𝑐
𝑥

+ 2 [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇

𝑃 (Δ𝐴 − Δ𝐶𝐾) 𝑥

+ 2 [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇

𝑃 (𝐶 + Δ𝐶)𝐷𝑧 (𝐾𝑥)

≤ 𝑥
𝑇

[
̂
𝐴
𝑇

𝑐
𝑃 + 𝑃

̂
𝐴
𝑐
] 𝑥 − 2𝑥

𝑇

(𝑡)
̂
𝐴
𝑇

𝑐
𝑃𝐷𝑥 (𝑡 − 𝜏)

+ 2𝑥
𝑇

(𝑡)
̂
𝐴
𝑇

𝑐
𝑃𝐵[∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠]

+

1

𝛾
1

𝑥
𝑇
̂
𝑃𝑥 + 𝛾

1
𝑥
𝑇

(Δ𝐴 − Δ𝐶𝐾)
𝑇

× (Δ𝐴 − Δ𝐶𝐾) 𝑥

+

1

𝛾
2

𝑥
𝑇
̂
𝑃𝑥 + 𝛾

2
𝐷𝑧
𝑇

(𝐾𝑥) (𝐶 + Δ𝐶)
𝑇

× (𝐶 + Δ𝐶)𝐷𝑧 (𝐾𝑥)

+

1

𝛾
3

𝑥
𝑇

(𝑡 − 𝜏)𝐷
𝑇
̂
𝑃𝐷𝑥 (𝑡 − 𝜏)

+ 𝛾
3
𝑥
𝑇

(Δ𝐴 − Δ𝐶𝐾)
𝑇

(Δ𝐴 − Δ𝐶𝐾) 𝑥

+

1

𝛾
4

𝑥
𝑇

(𝑡 − 𝜏)𝐷
𝑇
̂
𝑃𝐷𝑥 (𝑡 − 𝜏)

+ 𝛾
4
𝐷𝑧
𝑇

(𝐾𝑥) (𝐶 + Δ𝐶)
𝑇

(𝐶 + Δ𝐶)𝐷𝑧 (𝐾𝑥)

+

1

𝛾
5

[∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇
̂
𝑃𝐵 [∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠]

+ 𝛾
5
𝑥
𝑇

(Δ𝐴 − Δ𝐶𝐾)
𝑇

(Δ𝐴 − Δ𝐶𝐾) 𝑥

+

1

𝛾
6

[∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] 𝐵
𝑇
̂
𝑃𝐵 [∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠]

+ 𝛾
6
𝐷𝑧
𝑇

(𝐾𝑥) (𝐶 + Δ𝐶)
𝑇

(𝐶 + Δ𝐶)𝐷𝑧 (𝐾𝑥)

≤ 𝑥
𝑇

{(
̂
𝐴
𝑇

𝑐
𝑃 + 𝑃

̂
𝐴
𝑐
) + (

1

𝛾
1

+

1

𝛾
2

)
̂
𝑃

+ (𝛾
1
+ 𝛾
3
+ 𝛾
5
)

× (𝛼
2

+ 2𝛼𝛽 ‖𝐾‖ + 𝛽
2

‖𝐾‖
2

) 𝐼} 𝑥

+ (𝛾
2
+ 𝛾
4
+ 𝛾
6
) (𝛽
2

+ 2𝛽 ‖𝐶‖ + ‖𝐶‖
2

)

× 𝐷𝑧
𝑇

(𝐾𝑥)𝐷𝑧 (𝐾𝑥)

+ 𝑥
𝑇

(𝑡 − 𝜏) (

1

𝛾
3

𝐷
𝑇
̂
𝑃𝐷 +

1

𝛾
4

𝐷
𝑇
̂
𝑃𝐷)𝑥 (𝑡 − 𝜏)

+ [∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠] [

1

𝛾
5

𝐵
𝑇
̂
𝑃𝐵 +

1

𝛾
6

𝐵
𝑇
̂
𝑃𝐵]

× [∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠]

− 2𝑥
𝑇

(𝑡)
̂
𝐴
𝑇

𝑐
𝑃𝐷𝑥 (𝑡 − 𝜏)

+ 2𝑥
𝑇

(𝑡)
̂
𝐴
𝑇

𝑐
𝑃𝐵[∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠] ,

(46)

where ̂
𝑃 > 0, since ̂

𝑃 = 𝑃
2.

While ̇
𝑉
2
(𝑥(𝑡)), ̇

𝑉
3
(𝑥(𝑡)), ̇

𝑉
4
(𝑥(𝑡)), ̇

𝑉
5
(𝑥(𝑡)), and ̇

𝑉
6
(𝑥(𝑡))

are obtained by the same method in Theorem 8. Then
substituting these into (45), the time-derivative of 𝑉 has new
upper bound as follows:

̇
𝑉 (𝑥 (𝑡)) ≤

̇
𝑉 (𝑥 (𝑡)) − 2𝐷𝑧

𝑇

(𝐾𝑥)Λ [𝐷𝑧 (𝐾𝑥) − 𝐺𝑥]

≤ 𝜉
𝑇

(𝑡) Ξ𝜉 (𝑡) ,

(47)

where 𝑥(𝑡) ∈ S, which has been discussed in [21], and
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𝜉
𝑇

(𝑡) = [𝑥
𝑇

(𝑡) 𝑥
𝑇

(𝑡 −

ℎ

2

) 𝑥
𝑇

(𝑡 − ℎ) 𝑥
𝑇

(𝑡 −

𝜏

2

) 𝑥
𝑇

(𝑡 − 𝜏) ∫

𝑡

𝑡−ℎ

𝑥
𝑇

(𝑠) 𝑑𝑠 ∫

𝑡

𝑡−𝜏

𝑥
𝑇

(𝑠) 𝑑𝑠 𝐷𝑧 (𝐾𝑥)] . (48)

Ξ is defined as stated in (42).
If linearmatrix inequality (42) is feasible, thenwe can also

get ̇
𝑉(𝑥(𝑡)) < 0, ∀𝑥 ∈ S. Therefore, if there exist scalars 𝛼

1

and 𝛼
2
and a positive definite matrix 𝑀 satisfying (12) and

there exist 𝑃 > 0, ̂𝑃 > 0, 𝑄 = [𝑄
𝑖𝑗
]
2×2

, 𝑄
𝑖𝑗

> 0, 𝑅 = [𝑅
𝑖𝑗
]
2×2

,
𝑅
𝑖𝑗
> 0, 𝑇

𝑖
> 0, (𝑖 = 1, 2, 3, 4, 5, 6), ̃𝑇

𝑖
> 0, (𝑖 = 3, 4) satisfying

(42) for real scalars 𝛾
𝑖
> 0, (𝑖 = 1, 2, 3, 4, 5, 6), then we can

draw the uncertain neutral system which can be described by
(37) and (3) is asymptotic stability. This completes the proof.

Theorem 14 provides a new asymptotic stability condition
for a class of uncertain neutral systemwhich can be described
as (37) and (3). We can also get a Corollary 15 which is a
special case of Theorem 14.

Corollary 15. Given scalars 𝛼
1
and 𝛼

2
, a matrix 𝐺, and a

diagonal matrix Λ of appropriate dimensions, the uncertain
neutral system (37) with feedback control (3) when 𝜏 ≡ ℎ is
asymptotically stable if there exists a positive definite matrix
𝑀 satisfying (12) and there exist 𝑃 > 0, 𝑄 = [𝑄

𝑖𝑗
]
2×2

, 𝑄
𝑖𝑗
> 0,

𝑇
𝑖
> 0, (𝑖 = 1, 2, 3), ̃𝑇

2
> 0 such that the following symmetric

linear matrix inequality holds:

Ξ =

[

[

[

[

[

[

[

Ξ
11

Ξ
12

Ξ
13

Ξ
14

Ξ
15

⋆ Ξ
22

Ξ
23

0 0

⋆ ⋆ Ξ
33

0 0

⋆ ⋆ ⋆ Ξ
44

0

⋆ ⋆ ⋆ ⋆ Ξ
55

]

]

]

]

]

]

]

< 0, (49)

where ̂
𝐺 = Λ𝐺, ̃𝑇

2
= 𝑇
2
𝑇
−1

3
𝑇
2

Ξ
11

=
̂
𝐴
𝑇

𝑐
𝑃 + 𝑃

̂
𝐴
𝑐
+

1

𝛾
1

̂
𝑃 +

1

𝛾
2

̂
𝑃

+ (𝛾
1
+ 𝛾
3
+ 𝛾
5
) (𝛼
2

+ 2𝛼𝛽 ‖𝐾‖ + 𝛽
2

‖𝐾‖
2

) 𝐼

+ 𝑄
11

+ 𝑇
1
+

ℎ
2

2

(
̃
𝑇
2
+ 𝑇
3
) ,

(50)

Ξ
22

= 𝑄
22

− 𝑄
11
,

Ξ
33

= (

1

𝛾
3

+

1

𝛾
4

)𝐷
𝑇
̂
𝑃𝐷 − 𝑄

22
− 𝑇
1
,

Ξ
44

= (

1

𝛾
5

+

1

𝛾
6

)𝐵
𝑇
̂
𝑃𝐵 − 𝑇

2
,

Ξ
55

= (𝛾
2
+ 𝛾
4
+ 𝛾
6
) (𝛽
2

+ 2𝛽 ‖𝐶‖ + ‖𝐶‖
2

) 𝐼 − 2Λ,

Ξ
12

= 𝑄
12
,

Ξ
13

= −
̂
𝐴
𝑇

𝑐
𝑃𝐷,

Ξ
14

=
̂
𝐴
𝑇

𝑐
𝑃𝐵,

Ξ
15

=
̂
𝐺,

Ξ
23

= −𝑄
12
.

(51)

Proof. Choose a legitimate Lyapunov functional candidate as

𝑉 (𝑥 (𝑡)) = 𝑉
1
(𝑥 (𝑡)) + 𝑉

2
(𝑥 (𝑡)) + 𝑉

3
(𝑥 (𝑡))

+ 𝑉
4
(𝑥 (𝑡)) + 𝑉

5
(𝑥 (𝑡))

(52)

which are the same as (30).
We follow the same processes in Corollary 11 and

Theorem 14, then the proof can be easily completed.

Similar to the certain system, we also give the following
less conservative condition for the uncertain case.

Theorem 16. Given a matrix 𝐺 and a diagonal matrix
Λ of appropriate dimensions, the uncertain neutral system
which can be described as (37) with feedback control (3) is
asymptotically stable if ‖𝐷‖ < 1 and there exist 𝑃 > 0,
𝑄 = [𝑄

𝑖𝑗
]
2×2

, 𝑄
𝑖𝑗

> 0, 𝑅 = [𝑅
𝑖𝑗
]
2×2

, 𝑅
𝑖𝑗

> 0, 𝑇
𝑖

> 0,
(𝑖 = 1, 2, 3, 4, 5, 6), ̃𝑇

𝑖
> 0, (𝑖 = 3, 4) such that the following

symmetric linear matrix inequality holds:

Ξ =

[

[

[

[

[

[

[

[

[

[

[

Ξ
11

Ξ
12

Ξ
13

Ξ
14

Ξ
15

0 0 Ξ
18

⋆ Ξ
22

Ξ
23

0 0 0 0 0

⋆ ⋆ Ξ
33

0 Ξ
35

0 0 0

⋆ ⋆ ⋆ Ξ
44

Ξ
45

0 0 0

⋆ ⋆ ⋆ ⋆ Ξ
55

0 0 0

⋆ ⋆ ⋆ ⋆ ⋆ Ξ
66

0 0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Ξ
77

0

⋆ ⋆ ⋆ ⋆ ⋆ ⋆ ⋆ Ξ
88

]

]

]

]

]

]

]

]

]

]

]

< 0, (53)

where Ξ
13

= 𝑃𝐵, Ξ
35

= −𝐵
𝑇

𝑃𝐷,

Ξ
11

= 𝐴
𝑇

𝑐
𝑃 + 𝑃𝐴

𝑐
+ (

1

𝛾
1

+

1

𝛾
2

)
̂
𝑃

+ (𝛾
1
+ 𝛾
3
) (𝛼
2

+ 2𝛼𝛽 ‖𝐾‖ + 𝛽
2

‖𝐾‖
2

) 𝐼 + 𝑄
11

+ 𝑅
11

+ 𝑇
1
+ 𝑇
2
+

ℎ
2

2

(
̃
𝑇
3
+ 𝑇
5
) +

𝜏
2

2

(
̃
𝑇
4
+ 𝑇
6
) Ξ
66

= −𝑇
3
, Ξ
88

= (𝛾
2
+ 𝛾
4
) (𝛽
2

+ 2𝛽 ‖𝐶‖ + ‖𝐶‖
2

) 𝐼 − 2Λ

(54)

and other notations are identical with Theorem 14.

Proof. We replaceL(𝑥(𝑡))withD(𝑥(𝑡)) in𝑉
1
(𝑥(𝑡)), and then

follow the same procedure to prove Theorem 14. Thus it will
complete the proof.
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4. Numerical Examples

In this section, we present some numerical examples to illus-
trate the effectiveness of the proposed theoretical results.

4.1. No Uncertainty Case

Example 1. Consider the system (1) without saturation
described by the following:

𝑥̇ (𝑡) − [

−0.2 0

0.2 −0.2

] 𝑥̇ (𝑡 − ℎ)

= [

−0.9 0.2

0 −0.9

] 𝑥 (𝑡) + [

−1.1 −0.2

−0.1 −1.1

] 𝑥 (𝑡 − ℎ) .

(55)

By Corollary 11 and Theorem 12, the maximum upper
bound of ℎ, which satisfies the LMI (27) and (35), can be
calculated by solving a quasiconvex optimization problem.
This neutral system is considered by the proposedmethods in
[8, 18, 21, 22, 28]. The results on the maximum upper bound
of ℎ are compared in Table 1.

From Table 1, we know that the maximum upper bound
of delay ℎ = 0.7204 by Corollary 11, and ℎ = 0.7211 by and
Theorem 12, respectively, while the maximum upper bound
of delay ℎ = 0.6233 for [18], ℎ = 0.7000 for [28], ℎ = 0.5658

for [8], ℎ = 0.7135 for [21], and ℎ = 0.7048 for [22]. It is found
that the maximum upper bound in this paper is larger than
those in [8, 18, 21, 22, 28]. So it can be demonstrated that the
delay-dependent stability condition in this paper yields less
conservative results than those previous ones. Additionally, it
can be seen that Theorem 12 is less conservative.

Necessarily, let us check the stability of the operator
L(𝑥(𝑡)) given in (9) when ℎ = 0.7204. By solving inequality
(12), we have

𝛼
1
= 0.4137, 𝛼

2
= 0.3625, 𝑀 = [

0.6157 0.0096

0.0096 0.6278

]

(56)

which guarantees the stability of the operator.

Example 2. Consider a time-delay neutral system with an
actuator saturated at level ±1 described as follows:

𝑥̇ (𝑡) − [

0.15 0

0 0.15

] 𝑥̇ (𝑡 − 𝜏)

= [

−2 0

1 −3

] 𝑥 (𝑡) + [

−1 0

−0.8 −1

] 𝑥 (𝑡 − 0.6)

+ [

1 2

−1 4

] Sat (𝑢 (𝑡)) .

(57)

It is found that the nominal system (57) is unstable and it
is intended to stabilize the controlled system and find the
range of delay time 𝜏 by using a state feedback controller𝐾 to
guarantee that the above system is asymptotically stable. We
need to verify the stability of the operatorL : 𝐶

0
→ R𝑛 with

L (𝑥 (𝑡)) = 𝑥 (𝑡) + 𝐵∫

𝑡

𝑡−ℎ

𝑥 (𝑠) 𝑑𝑠 − 𝐷𝑥 (𝑡 − 𝜏) . (58)

By solving inequality (12), we obtain

𝛼
1
= 0.3346, 𝛼

2
= 0.5728, 𝑀 = [

0.5364 0.0043

0.0043 0.3968

]

(59)

which guarantees the stability of the operator in Example 2.
In this paper, we adopt the feedback control matrix

𝐾 = [

0.2062 −0.1304

0.3755 0.4847

] (60)

in [22]. By using the LMI toolbox in MATLAB, here the
solutions of the LMIs given inTheorems 8 and 12 are found to
be 𝜏 < 0.7566 and 𝜏 < 0.7572. So this example guarantees the
asymptotic stabilization of system (57) for 0 ≤ 𝜏 ≤ 0.7572.
When 𝐷 = 0, we obtain 0 ≤ 𝜏 ≤ 0.7828 while the result
of Niculescu guaranteeing the robust stabilization of system
(57) is 0 ≤ 𝜏 ≤ 0.3819 in [33]. Hence, our result gives a less
conservative result than that obtained by delay-dependent
stability in [33].

4.2. Uncertainty Case

Example 3. Consider the system (55) in uncertainty case

𝑥̇ (𝑡) − [

−0.2 0

0.2 −0.2

] 𝑥̇ (𝑡 − ℎ)

= (𝐴 + Δ𝐴 (𝑡)) 𝑥 (𝑡) + [

−1.1 −0.2

−0.1 −1.1

] 𝑥 (𝑡 − ℎ) ,

(61)

where 𝐴 is identical with the system (55). The system (61)
has the norm bounded uncertainty ‖Δ𝐴(𝑡)‖ ≤ 0.01. The
stability of the operator has been verified in Example 1. Then,
by Corollary 15 andTheorem 16, the maximum upper bound
of ℎ, which satisfies the LMI (49) and (53), can be calculated
by solving a quasiconvex optimization problem. This neutral
system is considered by the proposed methods in [18], and
methods in [8, 21, 22, 28] are no longer applicable to the
uncertain case. The results on the maximum upper bound of
ℎ are compared in Table 2.

From Table 2, we know that the maximum upper bound
of delay ℎ = 0.6852 in this paper by Theorem 16, while the
maximum upper bound of delay ℎ = 0.5937 for [18]. So it
also can be demonstrated that the delay-dependent stability
condition in this paper yields less conservative results than
some previous ones.

Example 4. Consider the system (57) in uncertainty case

𝑥̇ (𝑡) − [

0.15 0

0 0.15

] 𝑥̇ (𝑡 − 𝜏)

= (𝐴 + Δ𝐴 (𝑡)) 𝑥 (𝑡) + [

−1 0

−0.8 −1

] 𝑥 (𝑡 − 0.6) Sat (𝑢 (𝑡)) ,

+ (𝐶 + Δ𝐶 (𝑡)) ,

(62)
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Table 1: Maximum upper bound of ℎ with different methods.

Methods [8] [18] [28] [22] [21] Corollary 11 Theorem 12
ℎ 0.5658 0.6233 0.7000 0.7048 0.7135 0.7204 0.7211

Table 2: Maximum upper bound of ℎ with different methods.

Methods [8] [18] [28] [22] [21] Corollary 15 Theorem 16
ℎ — 0.5937 — — — 0.6849 0.6852

where𝐴 and𝐶 are identical with the system (57).The stability
of the operator has been verified in Example 2. The system
(62) has the norm bounded uncertainties

‖Δ𝐴 (𝑡)‖ ≤ 0.1, ‖Δ𝐶 (𝑡)‖ ≤ 0.1. (63)

No doubt that this uncertainty will decrease the initial state
bound that guarantees the asymptotic stability of the system
(62). In this paper, we obtain 0 ≤ 𝜏 ≤ 0.4369 by Theorem 16
which guarantees the robust stabilization of system (62).

5. Conclusions

The asymptotic stability of neutral delay-differential systems
with saturating actuators in terms of the LMI approach is
developed in this paper. Applying the model transformation
and the delay-dividing approach, a new augmented Lyapunov
functional is constructed and the delay-dependent stability
conditions are derived by some integral inequalities. Then
the conditions are extended to the uncertain system, which
has the norm bounded uncertainties. Examples have been
provided to compare with recent papers, which show our
results are more effective than those in earlier reports.
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