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This paper is devoted to providing a novel method to global exponential stability of impulsive delayed differential equations. By
utilizing relative nonlinear measure method, several global exponential stability criteria are presented for the impulsive delayed
differential equations. Compared with the Razumikhin technique and Lyapunov function method, our method is less conservative
and gives a convergence rate, and one of our stability criteria is more flexible by incorporating an adjustable matrix. An example
and its simulation are provided to illustrate that our method is efficient and our results are new and correct.

1. Introduction

Impulsive delayed differential equations are a kind of impor-
tant mathematical models because they can reflect many real
processes and phenomena appearing in biology, mechanics,
medicine, electronics, economics, and so forth and have been
successfully applied to these fields [1]. Exponential stability
is a favorable quality for some applications, such as, the
constructions and applications of artificial neural networks
and the predictions of future economy [2]. Hence, exponen-
tial stability analysis of these equations has attracted interest
in theoretical and practical applied fields [1, 3–7], which
have presented some significant stability criteria. Among
these existing methods, Lyapunov-Razumikhin method is
undoubtedly the most popular (see [1, 3–7] and the relevant
references therein). By analyzing their proofs, we find that
some assumptions may be caused by Lyapunov-Razumikhin
method itself. For example, the time delays are assumed to
be smaller than the length of each impulsive interval [6]
in order to employ Lyapunov-Razumikhin method although
this assumption is proved to be unnecessary for the stability
[7]. Moreover, the impulsive magnitude functions and the
length of each impulsive interval are assumed to satisfy

some inequality relations by means of V
0
class functions

(see, conditions (iii) and (iv) of Theorem 2.1 in [7] and
Theorem 3.1 in [6]), and the supremum or infimum of
lengths of impulsive intervals are supposed to meet the
specific relations (see, Lemma 1 andTheorem 1 in [3]). These
mean that these assumptions may be unnecessary from the
point of the equation itself. Moreover, these unnecessary
assumptions may bring more difficulty to the construction of
Lyapunov function and further reduce the application range
of the derived stability criteria. Therefore, it is significant to
explore a novel method to discuss exponential stability of the
impulsive delayed differential equations from the point of the
equations themselves.

Being a nonlinear generalization of matrix measure (or
logarithmic norm) of a matrix, relative nonlinear measure
is presented [8] and employed to effectively characterize
exponential stability of continuous delayed differential equa-
tions [2, 8]. Compared with the Lyapunov-Razumikhin
method, relative nonlinear measure of coefficient operators
of a differential equation can better and more essentially
reflect the stability information of the differential equation
because it does not need any additional assumptions on itself.
Moreover, the relative nonlinear measure method has been
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to successfully characterize exponential stability of delayed
and impulsive cellular neural networks [9]. It implies that
the relative nonlinear measure method is also effective for
describing exponential stability of a special kind of impulsive
delayed differential equations. Motivated by this, the main
aim of this paper is to utilize relative nonlinear measure
to present several stability criteria for a general impulsive
delayed differential equations from the viewpoint of theory.

This paper is organized as follows. In Section 2, we
introduce some basic definitions and related knowledge. In
Section 3, we present several criteria for exponential stability
of the impulsive delayed differential equations, an illustrative
example, and its simulation. Finally, conclusions are given in
Section 4.

2. Preliminaries

Throughout this paper, the 𝑛-dimensional real vector space
R𝑛 is endowed with 𝑙

1-norm ‖ ⋅ ‖
1
; that is, ‖𝑥‖

1
= ∑
𝑛

𝑖=1
|𝑥
𝑖
| for

every 𝑥 = (𝑥
1
, 𝑥
2
, . . . , 𝑥

𝑛
)
𝑇
∈ R𝑛, where the superscript “𝑇”

denotes the transpose. Let R
+

= [0,∞), 𝐽 ⊂ R and define
PC(𝐽,R𝑛) by

PC (𝐽,R
𝑛
)

= {𝑥 : 𝐽 󳨀→ R
𝑛
| 𝑥 is continuous

everywhere except at the points 𝑡 = 𝑡
𝑘
∈ 𝐽

where𝑥 (𝑡
−

𝑘
) and𝑥 (𝑡

+

𝑘
) exist and𝑥 (𝑡

𝑘
) = 𝑥 (𝑡

−

𝑘
)} .

(1)

For 𝜏 > 0, we equip the space PC([−𝜏, 0],R𝑛) with the norm
‖ ⋅ ‖ defined by

󵄩
󵄩
󵄩
󵄩
𝜙
󵄩
󵄩
󵄩
󵄩
= sup
−𝜏≤𝑠≤0

󵄩
󵄩
󵄩
󵄩
𝜙(𝑠)

󵄩
󵄩
󵄩
󵄩1
, ∀𝜙 ∈ PC ([−𝜏, 0] ,R

𝑛
) . (2)

In what follows, the symbol PC is used to denote
PC([−𝜏, 0],R𝑛) and let N = {1, 2, 3, . . .}.

Firstly, we consider the following impulsive delayed
differential equation:

𝑑𝑥 (𝑡)

𝑑𝑡

= 𝑓 (𝑡, 𝑥
𝑡
) , 𝑡 ≥ 𝑡

0
, 𝑡 ̸= 𝑡
𝑘
,

Δ𝑥 (𝑡
𝑘
) = 𝐼
𝑘
(𝑡
𝑘
, 𝑥
𝑡𝑘
) , 𝑘 ∈ N,

𝑥
𝑡0
= 𝜙,

(3)

where functions 𝑓, 𝐼
𝑘
: R
+
×PC → R𝑛 and 𝜙 ∈ PC satisfy all

necessary conditions for the global existence, uniqueness, and
continuality of solutions for 𝑡 ≥ 𝑡

0
[1, 10]; 0 ≤ 𝑡

0
< 𝑡
1
< 𝑡
2
<

⋅ ⋅ ⋅ is a strictly increasing sequences such that lim
𝑘→+∞

𝑡
𝑘
=

+∞;Δ𝑥(𝑡
𝑘
) = 𝑥(𝑡

+

𝑘
)−𝑥(𝑡
𝑘
),𝑥(𝑡+
𝑘
)denotes the right-hand limit

of𝑥(𝑡) at 𝑡 = 𝑡
𝑘
;𝑥
𝑡
, 𝑥
𝑡
+ ∈ PC are defined by𝑥

𝑡
(𝑠) = 𝑥(𝑡+𝑠) and

𝑥
𝑡
+(𝑠) = 𝑥(𝑡

+
+ 𝑠) for all 𝑠 ∈ [−𝜏, 0]. For simplicity, we assume

that 𝑓(𝑡, 0) = 𝐼
𝑘
(𝑡, 0) = 0 for all 𝑡 ∈ R

+
and 𝑘 ∈ N such that

(3) admits the trivial solution. Denote by 𝑥(𝑡) = 𝑥(𝑡, 𝑡
0
, 𝜙) the

solution of (3) with the initial function 𝑥
𝑡0

= 𝜙. We further
assume that all solutions 𝑥(𝑡) of (3) are continuous except at

𝑡
𝑘
, 𝑘 ∈ N, at which 𝑥(𝑡) is left continuous; that is, 𝑥(𝑡

𝑘
) =

𝑥(𝑡
−

𝑘
), 𝑘 ∈ N.

Definition 1. Let 𝑓 : R
+
× PC → R𝑛 be a nonlinear operator.

The constant

M (𝑓, 0) = sup
𝑡∈R+, 𝑥𝑡∈PC, 𝑥𝑡 ̸= 0

⟨𝑓 (𝑡, 𝑥
𝑡
) − 𝑓 (𝑡, 0) , sign (𝑥 (𝑡))⟩

󵄩
󵄩
󵄩
󵄩
𝑥
𝑡

󵄩
󵄩
󵄩
󵄩

(4)

is called relative nonlinear measure of 𝑓 at 𝑥
𝑡

= 0.
Here ⟨⋅, ⋅⟩ denotes the inner product in R𝑛 and sign(𝑥) =

(sign(𝑥
1
), sign(𝑥

2
), . . . , sign(𝑥

𝑛
))
𝑇 the sign vector of 𝑥 ∈ R𝑛,

where sign(𝑟) represents the sign function of 𝑟 ∈ R.

Definition 2. Let 𝑓 : R
+
×PC → R𝑛 be a nonlinear operator.

The constant

L
𝑝
(𝑓, 0) = sup

𝑡∈R+ , 𝑥𝑡∈PC, 𝑥𝑡 ̸= 0

󵄩
󵄩
󵄩
󵄩
𝑓(𝑡, 𝑥

𝑡
) − 𝑓(𝑡, 0)

󵄩
󵄩
󵄩
󵄩1

󵄩
󵄩
󵄩
󵄩
𝑥
𝑡

󵄩
󵄩
󵄩
󵄩

(5)

is called minimal partial Lipschitz constant of 𝑓 with respect
to 𝑥
𝑡

= 0. The operator 𝑓 is called partially Lipschitz
continuous with respect to 𝑥

𝑡
= 0 ifL𝑝(𝑓, 0) < +∞.

Definition 3. The trivial solution of (3) is said to be globally
exponentially stable if there exist constants𝑀 ≥ 1 and 𝛾 > 0

such that

‖𝑥(𝑡)‖1
≤ 𝑀𝑒
−𝛾(𝑡−𝑡0) 󵄩󵄩

󵄩
󵄩
𝜙
󵄩
󵄩
󵄩
󵄩

(6)

holds for 𝑡 ≥ 𝑡
0
, where 𝑥(𝑡) is the unique solution of (3)

initiated from the function 𝜙 ∈ PC.

Lemma 4 (see [11]). If 𝑎 > 𝑐 ≥ 0, for every nonnegative real
number 𝑏,

0 = 𝜆 − 𝑎 + 𝑐𝑒
𝜆𝑏 (7)

has a unique positive solution.

Lemma 5 (see [12, LemmaD, Pages 389-390]). Let 𝛾 and 𝑝 be
constants with 0 < 𝑝 < 𝛾. Let V(⋅) be a continuous nonnegative
function satisfying V󸀠(𝑡) ≤ −𝛾V(𝑡) + 𝑝‖V

𝑡
‖ for 𝑡 ≥ 𝑡

0
. Then one

has

V (𝑡) ≤
󵄩
󵄩
󵄩
󵄩
󵄩
V
𝑡0

󵄩
󵄩
󵄩
󵄩
󵄩
𝑒
−𝜆(𝑡−𝑡0) (8)

for all 𝑡 ≥ 𝑡
0
, where ‖V

𝑡0
‖ = sup

𝑡0−𝑏≤𝑠≤𝑡0
‖V(𝑠)‖ and 𝜆 is the

unique positive solution of

𝜆 = 𝛾 − 𝑝𝑒
𝜆𝑏
. (9)

Remark 6. It is well known that an impulsive delayed differ-
ential equation is considered to be a continuous differential
equation coupled with a difference equation. At present,
the impulsive delayed differential equation is usually studied
by main means of the research methods of the contin-
uous delayed differential equation. Consequently, we can
also directly apply Lemma 5 to characterize the asymptotic
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behaviors of the continuous parts of the impulsive delayed
differential equation (3).

In what follows, we will frequently utilize the following
relations between inner product ⟨⋅, ⋅⟩ and 𝑙

1-norm ‖ ⋅ ‖
1
inR𝑛:

‖𝑥‖1
= ⟨𝑥, sign (𝑥)⟩ , ‖𝑥‖1

≥ ⟨𝑥, sign (𝑦)⟩ ,

∀𝑥, 𝑦 ∈ R
𝑛
.

(10)

3. The Relative Nonlinear Measure Method

In order to discuss the exponential stability of the impulsive
delayed differential equation (3), we make the following
assumption.

(H) The impulsive magnitude operator 𝐼
𝑘

: [𝑡
0
, +∞) ×

PC → R𝑛 satisfies
󵄩
󵄩
󵄩
󵄩
󵄩
𝐼
𝑘
(𝑡
𝑘
, 𝑥
𝑡𝑘
)

󵄩
󵄩
󵄩
󵄩
󵄩1

≤ 𝑁
󵄩
󵄩
󵄩
󵄩
𝑥(𝑡
𝑘
)
󵄩
󵄩
󵄩
󵄩1

(11)

for 𝑘 ∈ N and some constant𝑁 > 0.

Theorem 7. Let the assumption (H) hold. If the relative
nonlinear measure of 𝑓 at 𝑥

𝑡
= 0 is negative, that is,

M (𝑓, 0) < 0, (12)

then the trivial solution of (3) is globally exponentially stable.
That is, there exists a constant 𝑀 ≥ 1 such that the solution
𝑥(𝑡) of (3) initiated from the function 𝜙 ∈ PC satisfies

‖𝑥(𝑡)‖1
≤ 𝑀𝑒
−𝜎(𝑡−𝑡0)

⋅
󵄩
󵄩
󵄩
󵄩
𝜙
󵄩
󵄩
󵄩
󵄩

(13)

for all 𝑡 ≥ 𝑡
0
, where 𝜎 is the unique positive solution of

𝜎 +M (𝑓, 0) 𝑒
𝜎𝜏

= 0. (14)

Proof. Let 𝑥(𝑡) be any solution of the impulsive delayed
differential equation (3) with the initial function 𝑥

𝑡0
= 𝜙 ∈

PC. Let 𝑡 ∈ [𝑡
0
, 𝑡
1
) ∪ (𝑡
𝑘
, 𝑡
𝑘+1

), 𝑘 ∈ N, and from the relations
(10) we derive that

‖𝑥(𝑡)‖1
− ‖𝑥(𝑡 − 𝑠)‖1

𝑠

≤

1

𝑠

⟨𝑥 (𝑡) − 𝑥 (t − 𝑠) , sign (𝑥 (𝑡))⟩

(15)

holds for all sufficiently small 𝑠 > 0 such that 𝑥(𝑡) and
𝑥(𝑡 − 𝑠) simultaneously belong to some interval [𝑡

0
, 𝑡
1
)

or (𝑡
𝑘0
, 𝑡
𝑘0+1

). Consequently, the function 𝑡 󳨃→ ‖𝑥(𝑡)‖
1
is

almost everywhere absolutely continuous in [𝑡
0
, +∞), which

implies that derivatives of ‖𝑥(𝑡)‖
1
exist almost everywhere in

[𝑡
0
, +∞). Furthermore, along the solution trajectories of (3)

we conclude that derivatives of ‖𝑥(𝑡)
1
‖ satisfy

𝑑‖𝑥(𝑡)‖1

𝑑𝑡

= ⟨

𝑑𝑥 (𝑡)

𝑑𝑡

, sign (𝑥 (𝑡))⟩

= ⟨𝑓 (𝑡, 𝑥
𝑡
) , sign (𝑥 (𝑡))⟩

= ⟨𝑓 (𝑡, 𝑥
𝑡
) − 𝑓 (𝑡, 0) , sign (𝑥 (𝑡))⟩

≤ M (𝑓, 0)
󵄩
󵄩
󵄩
󵄩
𝑥
𝑡

󵄩
󵄩
󵄩
󵄩
.

(16)

The combination of condition (12) and Lemmas 4 and 5
implies that

‖𝑥(𝑡)‖1
≤ 𝑒
−𝜎(𝑡−𝑡0) 󵄩󵄩

󵄩
󵄩
𝜙
󵄩
󵄩
󵄩
󵄩

(17)

holds for all 𝑡 ∈ [𝑡
0
, 𝑡
1
)∪(𝑡
𝑘
, 𝑡
𝑘+1

), 𝑘 ∈ N, where𝜎 is the unique
positive solution of

𝜎 +M (𝑓, 0) 𝑒
𝜎𝜏

= 0. (18)

According to the assumption (H) and 𝐼
𝑘
(𝑡
𝑘
, 𝑥
𝑡𝑘
) = 𝑥(𝑡

+

𝑘
)−

𝑥(𝑡
𝑘
), we enjoy

󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
+

𝑘
)
󵄩
󵄩
󵄩
󵄩1

=

󵄩
󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
𝑘
) + 𝐼
𝑘
(𝑡
𝑘
, 𝑥
𝑡𝑘
)

󵄩
󵄩
󵄩
󵄩
󵄩1

≤
󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
𝑘
)
󵄩
󵄩
󵄩
󵄩1

+

󵄩
󵄩
󵄩
󵄩
󵄩
𝐼
𝑘
(𝑡
𝑘
, 𝑥
𝑡𝑘
)

󵄩
󵄩
󵄩
󵄩
󵄩1

≤ (1 + 𝑁)
󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
𝑘
)
󵄩
󵄩
󵄩
󵄩1
, 𝑘 ∈ N.

(19)

From (17) and (19) we derive

󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
+

𝑘
)
󵄩
󵄩
󵄩
󵄩1

≤ (1 + 𝑁)
󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
𝑘
)
󵄩
󵄩
󵄩
󵄩1

= (1 + 𝑁)
󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
−

𝑘
)
󵄩
󵄩
󵄩
󵄩1

≤ (1 + 𝑁) 𝑒
−𝜎(𝑡−𝑡0) 󵄩󵄩

󵄩
󵄩
𝜙
󵄩
󵄩
󵄩
󵄩
, 𝑘 ∈ N.

(20)

Taking𝑀 = 1 +𝑁, we can easily derive that (13) holds for all
𝑡 ≥ 𝑡
0
.

Remark 8. From the point of impulsive stabilization of
unstable delayed differential equations, papers [6, 7] have
discussed (3) by Lyapunov-Razumikhin method and have
derived some significant stabilization conditions. In order
to utilize Lyapunov-Razumikhin method, paper [6] assumed
the time delays to be smaller than the length of each
impulsive interval. Moreover, both of papers [6, 7] required
the impulsive magnitude operator 𝐼

𝑘
and the length of each

impulsive interval to satisfy special inequality relations by
means of V

0
class functions (see, conditions (iii) and (iv) of

Theorem 2.1 in [7] and Theorem 3.1 in [6]). However, our
method does not need these assumptions. Compared with
results in [6, 7], hence, our results are new and may even
be improvements of their results from the point of verifying
the exponential stability of impulsive delayed differential
equations.

Remark 9. Paper [3] has studied exponential stability of the
impulsive delayed differential equation (3) by Lyapunov-
Razumikhin method and has presented several significant
stability criteria with the assumption on the supremum or
infimum of lengths of impulsive intervals satisfying special
relations. Our method is not dependent on the assumption.
Compared with results in [3], our result is new.

Equation (3) enjoys a general form of impulsive func-
tional differential equations.The functional𝑓 sometimes acts
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on two separate parts: undelayed state 𝑥(𝑡) and delayed one
𝑥
𝑡
; that is,

𝑑𝑥 (𝑡)

𝑑𝑡

= 𝐹 (𝑡, 𝑥 (𝑡)) + 𝐺 (𝑡, 𝑥
𝑡
) , 𝑡 ̸= 𝑡

𝑘
, 𝑡 ≥ 𝑡

0
,

Δ𝑥 (𝑡
𝑘
) = 𝐼
𝑘
(𝑡
𝑘
, 𝑥
𝑡𝑘
) , 𝑘 ∈ N,

𝑥
𝑡0
= 𝜙,

(21)

where the nonlinear coefficient operators 𝐹 and 𝐺 satisfy
assumptions of [1, 10] on their respective domains. Other
assumptions of (21) are the same as ones of (3). For this
special form, we can present the following corresponding
stability criterion by means of the definition of the relative
nonlinear measure of 𝐹 at 𝑥 = 0 ∈ R𝑛.

Theorem 10. Let the assumption (H) hold. 𝐹 : R
+
× R𝑛 →

R𝑛 is a nonlinear operator and M(𝐹, 0) denotes the relative
nonlinear measure of 𝐹 at 𝑥 = 0; that is,

M (𝐹, 0)

= sup
𝑡∈R+, 𝑥(𝑡)∈R

𝑛
, 𝑥(𝑡) ̸= 0

⟨𝐹 (𝑡, 𝑥 (𝑡)) − 𝐹 (𝑡, 0) , sign (𝑥 (𝑡))⟩

‖𝑥(𝑡)‖1

.

(22)

𝐺 : R
+
× PC → Rn is partially Lipschitz continuous with

respect to 𝑥
𝑡
= 0. If

M (𝐹, 0) +L
𝑝
(𝐺, 0) < 0 (23)

holds, then the trivial solution of (21) is globally exponentially
stable; that is, there exists a constant𝑀 ≥ 1 such that

‖𝑥(𝑡)‖1
≤ 𝑀𝑒
−𝜎(𝑡−𝑡0) 󵄩󵄩

󵄩
󵄩
𝜙
󵄩
󵄩
󵄩
󵄩

(24)

holds for all 𝑡 ≥ 𝑡
0
, where 𝜎 is the unique positive solution of

0 = 𝜎 +M (𝐹, 0) +L
𝑝
(𝐺, 0) ⋅ 𝑒

𝜎𝜏
. (25)

Proof. Proof of the theorem is similar to that of Theorem 7.
In detail, let 𝑥(𝑡) be any solution of the impulsive delayed
differential equation (21) with the initial function 𝑥

𝑡0
= 𝜙.

Let 𝑡 ∈ [𝑡
0
, 𝑡
1
) ∪ (𝑡
𝑘
, 𝑡
𝑘+1

), 𝑘 ∈ N, and from the relations (10)
we derive that

‖𝑥(𝑡)‖1
− ‖𝑥(𝑡 − 𝑠)‖1

𝑠

≤

1

𝑠

⟨𝑥 (𝑡) − 𝑥 (𝑡 − 𝑠) , sign (𝑥 (𝑡))⟩

(26)

holds for all sufficiently small 𝑠 > 0 such that 𝑥(𝑡) and
𝑥(𝑡 − 𝑠) simultaneously belong to some interval [𝑡

0
, 𝑡
1
)

or (𝑡
𝑘
, 𝑡
𝑘+1

). Consequently, the function 𝑡 󳨃→ ‖𝑥(𝑡)‖
1
is

almost everywhere absolutely continuous in [𝑡
0
, +∞), which

implies that derivatives of ‖𝑥(𝑡)‖
1
exist almost everywhere in

[𝑡
0
, +∞). Furthermore, let 𝑡 ∈ [𝑡

0
, 𝑡
1
) ∪ (𝑡
𝑘
, 𝑡
𝑘+1

), 𝑘 ∈ N, and
from (21) we conclude that derivatives of ‖𝑥(𝑡)‖

1
satisfy

𝑑‖𝑥(𝑡)‖1

𝑑𝑡

= ⟨

𝑑𝑥 (𝑡)

𝑑𝑡

, sign (𝑥 (𝑡))⟩

= ⟨𝐹 (𝑡, 𝑥 (𝑡)) + 𝐺 (𝑡, 𝑥
𝑡
) , sign (𝑥 (𝑡))⟩

= ⟨𝐹 (𝑡, 𝑥 (𝑡)) − 𝐹 (𝑡, 0) , sign (𝑥 (𝑡))⟩

+ ⟨𝐺 (𝑡, 𝑥
𝑡
) − 𝐺 (𝑡, 0) , sign (𝑥 (𝑡))⟩

≤ ⟨𝐹 (𝑡, 𝑥 (𝑡)) − 𝐹 (𝑡, 0) , sign (𝑥 (𝑡))⟩

+
󵄩
󵄩
󵄩
󵄩
𝐺 (𝑡, 𝑥

𝑡
) − 𝐺 (𝑡, 0)

󵄩
󵄩
󵄩
󵄩

≤ ⟨𝐹 (𝑡, 𝑥 (𝑡)) − 𝐹 (𝑡, 0) , sign (𝑥 (𝑡))⟩

+L
𝑝
(𝐺, 0)

󵄩
󵄩
󵄩
󵄩
𝑥
𝑡

󵄩
󵄩
󵄩
󵄩

≤ M (𝐹, 0) ‖𝑥(𝑡)‖1
+L
𝑝
(𝐺, 0)

󵄩
󵄩
󵄩
󵄩
𝑥
𝑡

󵄩
󵄩
󵄩
󵄩
.

(27)

The combination of condition (23) and Lemmas 4 and 5
implies that

‖𝑥(𝑡)‖1
≤ 𝑒
−𝜎(𝑡−𝑡0) 󵄩󵄩

󵄩
󵄩
𝜙
󵄩
󵄩
󵄩
󵄩

(28)

holds for all 𝑡 ∈ [𝑡
0
, 𝑡
1
)∪(𝑡
𝑘
, 𝑡
𝑘+1

), 𝑘 ∈ N, where𝜎 is the unique
positive solution of

0 = 𝜎 +M (𝐹, 0) +L
𝑝
(𝐺, 0) ⋅ 𝑒

𝜎𝜏
. (29)

According to the assumption (H), we enjoy

󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
+

𝑘
)
󵄩
󵄩
󵄩
󵄩1

=

󵄩
󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
𝑘
) + 𝐼
𝑘
(𝑡
𝑘
, 𝑥
𝑡𝑘
)

󵄩
󵄩
󵄩
󵄩
󵄩1

≤ (1 + 𝑁)
󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
𝑘
)
󵄩
󵄩
󵄩
󵄩1
, 𝑘 ∈ N.

(30)

From (28) and (30) we derive
󵄩
󵄩
󵄩
󵄩
𝑥 (𝑡
+

𝑘
)
󵄩
󵄩
󵄩
󵄩1

≤
󵄩
󵄩
󵄩
󵄩
(1 + 𝑁) 𝑥 (𝑡

𝑘
)
󵄩
󵄩
󵄩
󵄩1

=
󵄩
󵄩
󵄩
󵄩
(1 + 𝑁) 𝑥 (𝑡

−

𝑘
)
󵄩
󵄩
󵄩
󵄩1

≤ (1 + 𝑁) 𝑒
−𝜎(𝑡−𝑡0) 󵄩󵄩

󵄩
󵄩
𝜙
󵄩
󵄩
󵄩
󵄩
, 𝑘 ∈ N.

(31)

Consequently, we conclude that (24) holds for all 𝑡 ≥ 𝑡
0
if we

take𝑀 = 1 + 𝑁.

In conclusion, Theorems 7 and 10 can be applied to dis-
cuss the exponential stability of a general nonlinear impulsive
delayed differential equations. Obviously, they can be used to
characterize the exponential stability of the following linear
impulsive delayed differential equation:

𝑑𝑥 (𝑡)

𝑑𝑡

= 𝐴𝑥 (𝑡) + 𝐵𝑥 (𝑡 − 𝜏 (𝑡)) , 𝑡 ≥ 0, 𝑡 ̸= 𝑡
𝑘
,

Δ𝑥 (𝑡) = 𝐶
𝑘 (

𝑥 (𝑡)) , 𝑡 = 𝑡
𝑘
, 𝑘 ∈ N,

𝑥
0
= 𝜙,

(32)

where matrices 𝐴, 𝐵 : R𝑛 → R𝑛 and 𝐶
𝑘
satisfies (H), 0 ≤

𝜏(𝑡) ≤ 𝜏.
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It is worth being noted that relative nonlinear measure of
a matrix𝐴 is just logarithmic norm (matrix measure) 𝜇(𝐴) of
thematrix, andminimal partial Lipschitz constant of amatrix
is just thematrix norm [13]. Based on this, combined with the
technique of the adjustable matrix in [9], we can immediately
derive the following result.

Corollary 11. If there exists some diagonal matrix 𝐷 =

diag(𝑑
1
, 𝑑
2
, . . . , 𝑑

𝑛
) with 𝑑

𝑖
> 0 such that the inequality

𝜇
1
(𝐴𝐷) + ‖𝐵𝐷‖1

< 0 (33)

holds, the trivial solution of (32) is globally exponentially
stable; that is, there exists a constant𝑀 ≥ 1 such that

‖𝑥(𝑡)‖1
≤ 𝑀𝑒
−𝜎𝑡 󵄩

󵄩
󵄩
󵄩
𝜙
󵄩
󵄩
󵄩
󵄩

(34)

holds for all 𝑡 ≥ 0, where 𝜎 is the unique positive solution of

0 = 𝜎 ⋅ min
1≤𝑖≤𝑛

𝑑
𝑖
+ 𝜇
1
(𝐴𝐷) + ‖𝐵𝐷‖1

⋅ 𝑒
𝜎𝜏
. (35)

Here 𝜇
1
(𝐴𝐷) and ‖𝐵𝐷‖

1
represent matrix measure of the

matrix 𝐴𝐷 and matrix norm of the matrix 𝐵𝐷 with respect
to ‖ ⋅ ‖

1
, respectively.

Remark 12. According to definitions of matrix measure,
matrix norm, and ‖ ⋅ ‖

1
, we can easily derive

𝜇
1
(𝐴𝐷) = max

1≤𝑗≤𝑛

{

{

{

𝑑
𝑗
𝑎
𝑗𝑗
+

𝑛

∑

𝑖=1,𝑖 ̸= 𝑗

𝑑
𝑗

󵄨
󵄨
󵄨
󵄨
󵄨
𝑎
𝑖𝑗

󵄨
󵄨
󵄨
󵄨
󵄨

}

}

}

, (36)

‖𝐵𝐷‖1
= max
1≤𝑗≤𝑛

{

𝑛

∑

𝑖=1

𝑑
𝑗

󵄨
󵄨
󵄨
󵄨
󵄨
𝑏
𝑖𝑗

󵄨
󵄨
󵄨
󵄨
󵄨
} . (37)

Hence, condition (33) can be changed into the following
form conveniently verified:

max
1≤𝑗≤𝑛

{

{

{

𝑑
𝑗
𝑎
𝑗𝑗
+

𝑛

∑

𝑖=1,𝑖 ̸= 𝑗

𝑑
𝑗

󵄨
󵄨
󵄨
󵄨
󵄨
𝑎
𝑖𝑗

󵄨
󵄨
󵄨
󵄨
󵄨

}

}

}

+ max
1≤𝑗≤𝑛

{

𝑛

∑

𝑖=1

𝑑
𝑗

󵄨
󵄨
󵄨
󵄨
󵄨
𝑏
𝑖𝑗

󵄨
󵄨
󵄨
󵄨
󵄨
} < 0.

(38)

Example 13. Consider the following linear impulsive delayed
differential equation:

𝑥
󸀠
(𝑡) = 𝐴𝑥 (𝑡) + 𝐵𝑥 (𝑡 −

3

2

(2 + sin (𝑡))) , 𝑡 ̸= 𝑡
𝑘
, 𝑡 ≥ 0,

Δ𝑥 (𝑡) = 𝐶
𝑘
𝑥 (𝑡) , 𝑡 = 𝑡

𝑘
, 𝑘 ∈ N,

𝑥
0
= 𝜙,

(39)

where 𝐶
𝑘
= diag(−2, −5, −7),

𝐴 = (

−2 3 −1.5

0 −15 1

0.15 8 −3

) , 𝐵 = (

0.1 1.2 0.11

−0.13 0.15 0.2

0.12 −1.8 0.037

) .

(40)
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Figure 1: Simulation of exponential convergence of (39).

Obviously, 𝜏(𝑡) = (3/2)(2 + sin(𝑡)) ≤ 4.5 = 𝜏 and 𝑡 −

𝜏(𝑡) = 𝑡−(3/2)(2+sin(𝑡)) are not strictly increasing.Moreover,
none of any restriction is imposed on lengths of the impulsive
intervals. Consequently, the stability principles in [3, 6, 7] are
unapplicable to deal with (39). Taking 𝑑

1
= 2, 𝑑

2
= 0.1, and

𝑑
3
= 1, we can easily verify

max
1≤𝑗≤𝑛

{

{

{

𝑑
𝑗
𝑎
𝑗𝑗
+

𝑛

∑

𝑖=1,𝑖 ̸= 𝑗

𝑑
𝑗

󵄨
󵄨
󵄨
󵄨
󵄨
𝑎
𝑖𝑗

󵄨
󵄨
󵄨
󵄨
󵄨

}

}

}

+ max
1≤𝑗≤𝑛

{

𝑛

∑

𝑖=1

𝑑
𝑗

󵄨
󵄨
󵄨
󵄨
󵄨
𝑏
𝑖𝑗

󵄨
󵄨
󵄨
󵄨
󵄨
}

= −0.5 + 0.475 = −0.025 < 0.

(41)

From condition (38) we conclude that the trivial solution
of the delayed impulsive equation (39) is globally exponen-
tially stable with the convergence rate which is the unique
solution of

0.1𝜎 − 0.4 + 0.7𝑒
4.5𝜎

= 0. (42)

The numerical simulation of this delayed impulsive equa-
tion is given in Figure 1 with respect to the initial functions:

𝜙
1
(𝑠) = {

0, 𝑠 ∈ [−1, 0) ,

−2.3, 𝑠 = 0;

𝜙
2
(𝑠) = {

0, 𝑠 ∈ [−1, 0) ,

1.5, 𝑠 = 0;

𝜙
3
(𝑠) = {

0, 𝑠 ∈ [−1, 0) ,

−3.4, 𝑠 = 0.

(43)

4. Conclusions

The global exponential stability of the impulsive delayed
differential equations has been discussed by means of the rel-
ative nonlinear measure. Several global exponential stability
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criteria have been provided for different forms of impulsive
delayed differential equations. Compared with the existing
methods, our method is less conservative and gives the
convergence rate, and one of our stability criteria is more
flexible by incorporating an adjustable matrix. An example
and its simulation have been given to illustrate that our
method is efficient and our results are new and correct.
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