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A time series representation, piecewise trend approximation (PTA), is proposed to improve efficiency of time series data mining in
high dimensional large databases. PTA represents time series in concise form while retaining main trends in original time series;
the dimensionality of original data is therefore reduced, and the key features are maintained. Different from the representations
that based on original data space, PTA transforms original data space into the feature space of ratio between any two consecutive
data points in original time series, of which sign and magnitude indicate changing direction and degree of local trend, respectively.
Based on the ratio-based feature space, segmentation is performed such that each two conjoint segments have different trends,
and then the piecewise segments are approximated by the ratios between the first and last points within the segments. To validate
the proposed PTA, it is compared with classical time series representations PAA and APCA on two classical datasets by applying
the commonly used K-NN classification algorithm. For ControlChart dataset, PTA outperforms them by 3.55% and 2.33% higher
classification accuracy and 8.94% and 7.07% higher forMixed-BagShapes dataset, respectively. It is indicated that the proposed PTA
is effective for high dimensional time series data mining.

1. Introduction

Time series representation is one of the key issues in time
series data mining, since the suitable choice of representation
greatly affects the ease and efficiency of time series data min-
ing. To address the high dimensionality issue in real-world
time series data, a great number of time series representations
by applying dimensionality reduction have been proposed.

Dimensionality reduction methods help to compare time
series efficiently bymodeling time series into amore compact
form, whereas significant information about main trends in a
time series, which are essential to effective similarity search,
may be lost. To support accurate and fast similarity detection
in time series, a number of special requirements that should
be satisfied by any representation model are summarized as
follows [1].

(i) TimeWarping-Awareness. Time series should bemod-
eled into a form that can be naturally mapped to

the time domain. This will make it feasible to benefit
from using dynamic time warping (DTW) that can
compare time series with local time shifting and
different lengths for similarity detection.

(ii) Low Complexity. Due to the high dimensionality of
time series data, modeling time series should be
performed maintaining a reasonably low complexity,
which is possibly linear with the series length.

(iii) Sensitivity to Relevant Features. It is clearly desirable
that time series approximation is able to preserve as
much information in the original series as possible.
For this purpose, approximating a time series should
be accomplished in such a way that it tailors itself to
the local features of the series, in order to capture the
important trends of the series.

(iv) Absence of Parameters. Most representation models
and dimensionality reduction methods require the
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user to specify some input parameters, for example,
the number of coefficients or symbols. However,
prior domain knowledge is often unavailable, and the
sensitivity to input parameters can seriously affect the
accuracy of the representation model or dimension-
ality reduction method.

From an empirical viewpoint, it has been recently ob-
served that there is no absolute winner among the time series
representations in every application domain. Therefore, it is
critical for time series representation to keep features that
are important for corresponding application domains. The
sensitivity to features can be considered according to three
main subrequirements for the segments detected in an indi-
vidual time series: (a) segments may have different lengths,
(b) any segment represents different slopes (trends) of a sub-
sequence of data points, and (c) segments capture the series
trends [1].

Slopes [2] and derivative estimation [1] are adopted to de-
note trend of time series commonly in the literature. Due to
the property of tangent function that is used to calculate
slopes, it is difficult to distinguish two trends when the de-
grees of angles are close to ±90

∘ by using slope to repre-
sent trend. In derivative time series segment approximation
(DSA) representation [1], original time series is firstly trans-
formed into the first derivative estimations of the points, and
segmentation and approximation are based on the derivative
estimations of time series. It has been observed that relative
variations, the ratios between any two consecutive data points
in a given time series, are suitable for representing trend in
time series [3]. The magnitude of ratio reflects the variation
degree of trend and the sign of ratio represents the changing
direction of trend naturally. Based on ratio-based time series,
a time series representation, piecewise trend approximation
(PTA), is proposed, which retains the important feature of
main trends of original time series concisely by dimensional-
ity reduction. In contrast to the conventional representations
based on raw time series data, the proposed PTA repre-
sentation is based on local trends of raw time series data.
That is to say, the raw data is firstly transformed into local
trends (ratios), segmentation that separates time series into
segments of different trends is then performed based on the
ratios, and each segment is finally approximated by the ratios
between the first and the last data points in the segment.

PTA is able to satisfy the first three requirements men-
tioned earlier.

(i) PTA representations can be compared by using DTW
directly.

(ii) The ratio-based feature generation allows for repre-
senting a time series by focusing on the characteristic
trends in the series.

(iii) Computational complexity for PTA is linear with the
length of series, and the dimensionality of PTA is
adaptive with the identified trends of the series.

To validate the proposed PTA, the performance of PTA
for time series classification is compared to conventional
representations. The experiments are based on two classical

datasets by applying 𝐾-nearest neighbor (𝐾-NN) classifica-
tionmethod.The comparative experimental results show that
PTA outperforms conventional representations in classifica-
tion accuracy.

In Section 2, the time series representations with respect
to different dimensionality reduce, techniques are reviewed.
PTA representation is proposed in Section 3, and the exper-
iments to validate the proposed PTA for time series classifi-
cation are illustrated in Section 4.

2. Time Series Representations

To reduce dimensionality of a time series, a piecewise discon-
tinuous function or low-order continuous function is usually
applied to approximate it into a compact form.This study fo-
cuses on the first dimensionality reduction method, and the
time series representations based on piecewise discontinuous
functions are reviewed as follows.

The piecewise approximation-based representations in-
clude discretewavelet transform (DWT) [4, 5], swinging door
(SD) [6], Piecewise LinearApproximation (PLA) [7, 8], piece-
wise aggregate approximation (PAA) [9–11], adaptive piece-
wise constant approximation (APCA) [12], symbolic aggre-
gate approximation (SAX) [13], and derivative time series seg-
ment approximation (DSA) [1].

Using DWT, a time series is represented in terms of a
finite length, fast decaying, oscillating, and discretely sampled
wave form (motherwavelet), which is scaled and translated in
order to create an orthonormal wavelet basis. Each function
in the wavelet basis is related to a real coefficient; the origi-
nal series is reconstructed by computing the weighted sum of
all the functions in the basis, using the corresponding coef-
ficient as weight. The Haar basis [14] is the most widely used
in wavelet transformation.TheDWT representation of a time
series of length 𝑛 consists in identifying 𝑛wavelet coefficients,
whereas a dimensionality reduction is achieved by maintain-
ing only the first 𝑝 coefficients (with 𝑝 > 𝑛).

SD is a data compression technique that belongs to the
family of piecewise linear trending functions. SD has been
compared towavelet compression.TheSDalgorithmemploys
a heuristic to decide whether a value is to be stored within
the segment being grown or it is to be the beginning of a new
segment. Given a pivot point, which indicates the beginning
of a segment, two lines (the “doors”) are drawn from it to
envelop all the points up to the next one to be considered.The
envelop has the form of a triangle according to a parameter
that specifies the initial amplitude of the lines. The setup of
this parameter has impact on the data compression level.

In the PLA method, a time series is represented by a pie-
cewise linear function, that is, a set of line segments. Several
methods have been proposed to recognize PLA segments
(e.g., [7, 8]).

PAA transforms a time series of 𝑛 points in a new one
composed by 𝑝 segments (with 𝑝 > 𝑛), each of which is of
size equal to 𝑛/𝑝 and is represented by the mean value of the
data points falling within the segment.

Like PAA, APCA approximates a time series by a se-
quence of segments, each one represented by the mean value
of its data points. A major difference from PAA is that APCA
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can identify segments of variable length. Also, the APCA al-
gorithm is able to produce high quality approximations of a
time series by resorting to solutions adopted in the wavelet
domain.

In SAX method, dimensionality of original time series is
first reduced by applying PAA, then the PAA coefficients are
quantized, and finally each quantization level is represented
by a symbol so that SAX is a symbolic representation of time
series.

TheDSA representation is based on the derivative version
of the original time series. DSA entails derivative estimation,
segmentation, and segment modeling to map a time series
into a different value domain which allows for maintaining
information on the significant features of the original series
in a dense and concise way.

For representing a time series of 𝑛 points, it can be
performed in𝑂(𝑛) by using DWT, SD, (the fastest version of)
PLA, PAA, SAX, and DSA, whereas the complexity of APCA
is 𝑂(𝑛 log(𝑛)).

There are some other kinds of time series representations
applying continuous polynomial functions to approximate
time series, include Singular Value Decomposition (SVD)
[15, 16], Discrete Fourier Transforms (DFT) [17, 18], splines,
nonlinear regression, and Chebyshev polynomials [19, 20], of
which the details are kindly referred to the references.

In contrast to conventional representations based on raw
data, a time series representation based on ratios between
any two consecutive data points in a given time series is
proposed by applying piecewise segment approximation to
reduce dimensionality in Section 3.

3. PTA: Piecewise Trend Approximation

Given a time series 𝑌 = {(𝑦
1
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), . . . , (𝑦
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.
PTA approximates a time series by applying a piecewise

discontinuous function to reduce dimensionality. The algo-
rithm of PTA consists of three main steps:

(1) local trend transformation: the original time series is
transformed into a new series where the values of data
points are ratios between any two consecutive data
points in original series;

(2) segmentation: the transformed local trend series is
divided into variable-length segments such that two
conjunctive segments represent different trends;

(3) segment approximation: each segment is represented
by the ratios between the first and last data points
within the segment, which indicates the characteristic
of trend.

3.1. Local Trend Transform. Given a time series 𝑌 = {(𝑦
1

, 𝑡
1
),

. . . , (𝑦
𝑛

, 𝑡
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)}, 𝑛 ∈ 𝑁, a new series 𝑇 = {(𝑟
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(𝑟
𝑛
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)} is achieved from 𝑌 by local trend transform,

where 𝑟
𝑖
is the value of ratio between (𝑦

𝑖−1

, 𝑡
𝑖−1
), 𝑖 = 2, . . . ,

𝑛.
Ratios between each two consecutive data points in 𝑌

are calculated according to the equation by justifying (1) as
follows:

𝑟
𝑖
=
𝑦
𝑖
− 𝑦
𝑖−1

𝑦
𝑖−1

, 𝑖 = 2, . . . , 𝑛. (2)

𝑇 is indeed a feature space of local trends mapped from the
original data space with one dimension reduced. Although
slope is often used to represents trend in the literature, it is
difficult to distinguish two trends when the degrees of angles
are close to ±90

∘ due to the property of tangent function
which is used to calculate slopes. Ratio, however, is more
suitable for representing trend because themagnitude of ratio
reflects the variation degree of trend and the sign of ratio
represent the changing direction of trend naturally. Although
𝑇 is one dimension reduced, it is not enough for many real-
world applications. Hence, 𝑇 will be compressed by the next
two steps into a more concise form.

3.2. Segmentation. Given a time series 𝑌 = {(𝑦
1

, 𝑡
1
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𝑘
(𝑘 = 1, . . . , 𝑚) is a subsequence of 𝑌,

which is decided by key points that certain behavior changes
occur in 𝑌. In PTA, segmentation is based on the local trend
series 𝑇 of original series 𝑌. That is to say, the sequence
𝑇 = {(𝑟

1
, 𝑡
2
), . . . , (𝑟

𝑛
, 𝑡
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)} is divided into the sequence 𝑆 =
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1, . . . , 𝑚)}. Each two consecutive segments represent different
trends. Since the segmentation in PTA is based on the ratios
by local trend transform, of which signs represent trend
directions, the main idea for segmentation is to separate 𝑇 by
finding out the first point such that the sign of it is different
from those of the previous points. Assume that 𝜀 denotes the
threshold of the ratios and sign(𝑟
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Accordingly, the raw data 𝑌 is segmented as 𝑆 = {𝑆
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This segmentation aggregates the data points having the

same changing directions so that the subsequences repre-
sent fluctuations in raw data intuitively. Thus, the reduced
dimensionality is adaptive to the trend fluctuations and no
parameter is needed.

3.3. Segment Approximation. To approximate the segments
𝑆


= {𝑆


1

, . . . , 𝑆


𝑚

}, 𝑚 ≤ 𝑛, 𝑚 ∈ 𝑁, the ratio between the first
and last point within each segment is calculated to represent
the main trend information of any segment. Finally, the PTA
representation 𝑇 = {(𝑅
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𝑡
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𝑚
, 𝑅
𝑡
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)}, 𝑚 ≤ 𝑛, 𝑛 ∈ 𝑁,
is yielded such that
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(3)

The PTA representation maintains the important feature
of trend variations in a concise form, while the computation
complexity of it is linearwith the length 𝑛of the sequence, that
is, 𝑂(𝑛). In addition, since the length of PTA representation
is determined by the fluctuations in original time series,
similarities between PTA representations can be compared by
applying dynamic time warping.

3.4. Distance Measure. To compare two time series data in
similarity search tasks, various distance measures have been
introduced. By far the most common distance measure for
time series is the Euclidean distance [21, 22]. Given two time
series 𝑋 and 𝑌 of the same length 𝑛, the Euclidean distance
between them is defined as

𝐷(𝑋, 𝑌) = √

𝑛

∑

𝑖=1

(𝑥
𝑖
− 𝑦
𝑖
)
2

. (4)

In PTA representation, original time series is segmented
according to the change of local trend, and the length of the
transformed PTA representation is thus adaptive with the
trend variations in original time series. The Euclidean dis-
tance is limited to compare time series of equivalent length,
and thus it cannot be applied to time series similarity search
on PTA directly.

To address the limitation of Euclidean distance, dynamic
time warping (DTW) has been proposed to evaluate the sim-
ilarity of variable-length time series [23]. Unlike Euclidean
distance, DTWallows elastic shifting of a sequence to provide
a better match with another sequence; hence, it can handle
time serieswith local shifting and different lengths.Therefore,
DTW can be directly applied to measure similarity of time
series in PTA form.

4. Experiments on Time Series Classification

Classification of time series has attracted much interest from
the data mining community [24–26]. To validate the per-
formance of the proposed PTA representation for similarity
search in time series data, we design a classification ex-
periment based on two classical datasets ControlChart and
Mixed-BagShapes [27] by applying themost common classifi-
cation algorithm, 𝐾-nearest neighbor (𝐾-NN) classification.
ControlChart is a synthetic dataset of six classes: normal,
cyclic, increasing trend, decreasing trend, upward shift, and
downward shift. Each class contains 100 instances. Figure 1
shows that representative sample instances in each class of
ControlChart dataset. Mixed-BagShapes contains time series
derived from 160 shapes with nine classes of objects, includ-
ing bone, cup, device, fork, glass, hand, pencil, rabbit, and
tool. The sample instances from each class of Mixed-Bag-
Shape are shown in Figure 2.

The proposed PTA is compared to two classical represen-
tations, PAA and APCA, which are introduced in Section 2.

The 𝐾-NN classification algorithm is briefly reviewed in
Section 4.1, data preprocessing is introduced in Section 4.2,
and the experimental results are illustrated in Section 4.3.

4.1. 𝐾-Nearest Neighbor (𝐾-NN) Classification. 𝐾-NN is one
of the most widely used instance-based learning methods
[28]. Given a set of 𝑛 training examples, upon receiving a
new instance to predict, the 𝐾-NN classifier will identify 𝐾-
nearest neighboring training examples of the new instance
and then assign the class label holding by the most number
of neighbors to the new instance [29]. To classify time series
data, it is straightforward to investigate the ability of time
series representations for similarity search by applying𝐾-NN
algorithm since time series can be compared to the others as
instances in𝐾-NN.

4.2. Data Preprocessing. In order to reduce the noise in the
data, original time series are usually preprocessed by smooth-
ing techniques in time series data mining. It is essential to
make data amenable to further data mining tasks by denois-
ing. In PTA, it is necessary to denoise time series data before
local trend transformation to avoid that the main trends are
undistinguished from noise. Thus, smoothing is applied to
denoise raw data before local trend transformation in PTA.

Commonly used smoothing techniques are moving aver-
age models including simple moving average, weighted mov-
ing average, and exponential moving average. In our experi-
ments, exponential smoothing is applied to preprocess orig-
inal data to reduce noise. Given a time series 𝑋 = {𝑥

𝑡
} (𝑡 =

0, . . . , 𝑛), the output 𝑆 = {𝑠
𝑡
} (𝑡 = 0, . . . , 𝑛) of the exponential

smoothing algorithm is defined as

𝑠
1
= 𝑥
0
,

𝑠
𝑡
= 𝛼𝑥
𝑡−1

+ (1 − 𝛼) 𝑠
𝑡−1
, 𝑡 > 1,

(5)

where 𝛼 is the smoothing factor and 0 < 𝛼 < 1.

4.3. Experimental Results of Time Series Classification. The
most commonly used𝐾-NN algorithm is utilized to facilitate
independent confirmation of the proposed PTA representa-
tion. Concerning with the neighborhood size 𝐾 in 𝐾-NN
algorithm, the simple yet very competitive 1-NN algorithm
is adopted in this experiment, that is, 𝐾-NN with 𝐾 equal
to 1. The parameter of sliding window in PAA representation
and the threshold in PTA need to be predefined.The number
of segments for PAA is decided by the sliding window while
those of PTA and APCA are adaptive with fluctuations in
original data. To compare the representations effectively, the
parameters are tried several times such that the compressions
(i.e., number of segments) of the representations are equal or
at least very close. Classification accuracy is defined as

accuracy = 1 − 𝐸, (6)

where 𝐸 is the error rate.
The comparative results on ControlChart and Mixed-

BagShapes by using leaving-one-out cross-validation are
shown in Table 1.The results are the best results of each repre-
sentation by trials of different parameters. For ControlChart,
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Figure 1: Sample instances from each class in ControlChart dataset: (a) normal; (b) cyclic; (c) increasing; (d) decreasing; (e) upward shift;
(f) downward shift.

the proposed PTA outperforms PAA and APCA by 3.55%
and 2.33% higher classification accuracy, respectively. For
Mixed-BagShapes, PTA yields 8.94% and 7.07% improvement
in classification accuracy compared with PAA and APCA, re-
spectively. It is shown that the PTA outperforms the compet-
itive representations by higher classification accuracy, which
indicates that PTA is effective for time series classification by
representing original data concisely with retaining important
feature of trend variation.

5. Conclusions

In order to improve efficiency of time series data mining in
high dimensional large-size databases, a time series repre-
sentation piecewise trend approximation (PTA) is proposed
to represent original time series into a concise form while
retaining important feature of trend variations. Different
from the representations based on original data space, PTA
transforms original data space into the feature space of ratio



6 Abstract and Applied Analysis

1.5

1

0.5

0

−0.5

−1

−1.5

−2

0 400 800 1200 1600
Time

Va
lu
e

(a)

0 400 800 1200 1600
Time

1.5
1

0.5
0

−0.5

−1

−1.5

−2.5

−2

Va
lu
e

(b)

0 400 800 1200 1600
Time

Va
lu
e

2

1

0

−1

−2

−3

(c)

1.5

1

0.5

0

−0.5

−1

−1.5

−2

0 400 800 1200 1600
Time

Va
lu
e

(d)

Va
lu
e

3

2

1

0

−1

−2

0 400 800 1200 1600
Time

(e)

1.5
1

2

0.5
0

−0.5

−1

−1.5

−2.5

−2

Va
lu
e

0 400 800 1200 1600
Time

(f)

1.5
1

2

0.5
0

−0.5

−1

−1.5

−2

Va
lu
e

0 400 800 1200 1600
Time

(g)

1.5
1

2
2.5

0.5
0

−0.5

−1

−1.5

−2

Va
lu
e

0 400 800 1200 1600
Time

(h)

1.5
1

2

0.5
0

−0.5

−1

−1.5

−2.5

−2

Va
lu
e

0 400 800 1200 1600
Time

(i)

Figure 2: Sample instances from each class in Mixed-BagShapes dataset: (a) bone; (b) cup; (c) device; (d) fork; (e) glass; (f) hand; (g) pencil;
(h) rabbit; (i) tool.

Table 1: Comparative results of classification accuracy for Con-
trolChart and Mixed-BagShapes.

PAA APCA Proposed PTA
ControlChart 0.952 0.964 0.987
Mixed-BagShapes 0.876 0.894 0.962

between any two consecutive data points in original time se-
ries, of which sign andmagnitude indicate changing direction
and degree of local trend, respectively. Based on the ratio-
based feature space, segmentation is performed such that
each two conjoint segments have different trends, and then

the piecewise segments are approximated by the ratios be-
tween the first and last pints within the segments; dimen-
sionality is, hence, reduced while keeping important feature
of main trends in original data.

Based on two classical datasets, ControlChart andMixed-
BagShapes, by applying the commonly used time series clas-
sification algorithm 𝐾-NN, PTA is compared with classical
PAA and APCA representations using DTW distance mea-
sure.The results for ControlChart show that PTAyields 3.55%
and 2.33% improvements in classification accuracy compared
to PAA and APCA, respectively. For Mixed-BagShapes, PTA
outperforms PAA and APCA by 8.94% and 7.07% improve-
ment, respectively. The time complexity of PTA algorithm is
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linear with the length of original time series.The efficiency of
time series data mining is, hence, enhanced by applying PTA
representation.The applications of PTA in time series cluster-
ing, indexing, and other similarity search tasks will be vali-
dated and a symbolic time representation derived from PTA
can be further developed.
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