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This paper deals with modified generalized Laguerre spectral tau and collocation methods for solving linear and nonlinear multiterm fractional differential equations (FDEs) on the half line. A new formula expressing the Caputo fractional derivatives of modified generalized Laguerre polynomials of any degree and for any fractional order in terms of the modified generalized Laguerre polynomials themselves is derived. An efficient direct solver technique is proposed for solving the linear multiterm FDEs with constant coefficients on the half line using a modified generalized Laguerre tau method. The spatial approximation with its Caputo fractional derivatives is based on modified generalized Laguerre polynomials $L_{i}^{(\alpha, \beta)}(x)$ with $x \in \Lambda=(0, \infty), \alpha>-1$, and $\beta>0$, and $i$ is the polynomial degree. We implement and develop the modified generalized Laguerre collocation method based on the modified generalized Laguerre-Gauss points which is used as collocation nodes for solving nonlinear multiterm FDEs on the half line.

## 1. Introduction

Due to the fact that fractional calculus has extensive applications in chemistry, engineering, neuron modeling, and biological sciences, the use of fractional calculus has attracted great interest from the mathematical science research community (e.g., see [1-5]).

As is well known, spectral methods use orthogonal polynomials as the basis functions and so usually provide accurate numerical results, see [6-9] and the references therein. In particular, we could employ tau and pseudospectral modified generalized Laguerre approximations and interpolation to solve multiterm fractional differential equations on semiinfinite interval. However, some authors developed the modified generalized Laguerre spectral method for the half line for ordinary, partial, and delay differential equations, see $[8,10-$ 12]. The Laguerre polynomials of fractional orders and its
generalization can be expressed by the Bell polynomials, see [13-15].

Because of the difficulty in obtaining exact solutions to many fractional differential equations, there is a large number of papers dealing with the numerical solution of fractional differential equation [16-21]. The usual spectral methods based on Legendre, Chebyshev, and Jacobi polynomials are only available for bounded domains for the numerical solution of FDEs [22, 23]. In [22, 24, 25], the authors discussed the operational matrices of Caputo fractional derivatives of shifted Chebyshev and Jacobi polynomials with spectral techniques to provide numerical approximations to the solution of linear and nonlinear multiterm FDEs on finite intervals. Ahmadian et al. [26] applied the Jacobi operational matrix to present an efficient algorithm for solving a class of fuzzy FDEs. Li et al. [27] employed spectral approximations to compute the fractional integral and the Caputo derivative;
they also presented pseudospectral approximation for a class of FDEs. Yüzbaşı [28] proposed Bessel collocation method for the approximate solution of the Bagley-Torvik equation. Atabakzadeh et al. [29] extended the application of the shifted Chebyshev operational matrix for obtaining an analytical approximation solution for linear and nonlinear multiorder FDE. Moreover, the authors of [30] extended the application of the Legendre operational matrix for treating the fractional order fuzzy differential equations. Recently, Bhrawy et al. [31, 32] proposed the operational matrices of Riemann-Liouville fractional integration of Chebyshev and modified generalized Laguerre polynomials which are employed together with spectral tau method for solving linear FDEs on finite and semi-infinite intervals, respectively.

The fundamental aim of this paper is to extend the application of spectral tau and collocation methods based on modified generalized Laguerre polynomials to solve the linear and nonlinear multiterm fractional initial value problems on the half line. We propose the modified generalized Laguerre spectral tau (MGLT) approximation for obtaining a direct solution technique to solve linear multiterm FDE on the half line. This method requires the Caputo fractional derivatives of any fractional order of the modified generalized Laguerre polynomials of any degree which is already stated and proved.

The modified generalized Laguerre spectral collocation (MGLC) approximation, which is more reliable, is employed to obtain approximate solution of nonlinear multiterm FDE on the half line with leading fractional differential operator of order $\nu(m-1<\nu \leq m)$ and $m$ initial conditions. To be more precise, in such approximation, the nonlinear FDE is collocated only at $(N-m+1)$ zeros of modified generalized Laguerre polynomials. Therefore, the problem reduces to a system of $(N+1)$ nonlinear algebraic equations which may be solved by any standard technique to find the spectral solution $u_{N}(x)$. To the best of the our knowledge, the proposed algorithms have not been introduced for the numerical solution of multiterm FDEs on the half line.

The plan of the paper is as follows. In the next section, we introduce basic properties of modified generalized Laguerre polynomials. In Section 3, the Caputo fractional derivative of the modified generalized Laguerre polynomials is proved. In Section 4, we develop modified generalized Laguerre tau and collocation spectral methods for solving multiterm FDEs. In Section 5, several numerical examples are implemented. Also, a conclusion is given in Section 6.

## 2. Properties of Modified Generalized Laguerre Polynomials

We recall below some relevant properties of the modified generalized Laguerre polynomials (see [8, 33, 34]).

Now, let $\Lambda=(0, \infty)$ and $w^{(\alpha, \beta)}(x)=x^{\alpha} e^{-\beta x}$ be a weight function on $\Lambda$ in the usual sense. Define

$$
\begin{gather*}
L_{w^{(\alpha, \beta)}}^{2}(\Lambda)=\{v \mid v \text { is measurable on } \Lambda  \tag{1}\\
\text { and } \left.\|v\|_{w^{(\alpha, \beta)}}<\infty\right\},
\end{gather*}
$$

equipped with the following inner product and norm:

$$
\begin{gather*}
(u, v)_{w^{(\alpha, \beta)}}=\int_{\Lambda} u(x) v(x) w^{(\alpha, \beta)}(x) d x  \tag{2}\\
\|v\|_{w^{(\alpha, \beta)}}=(v, v)_{w^{(\alpha, \beta)}}^{1 / 2} .
\end{gather*}
$$

Next, let $L_{i}^{(\alpha, \beta)}(x)$ be the modified generalized Laguerre polynomial of degree $i$ for $\alpha>-1$ and $\beta>0$, that is defined by

$$
\begin{equation*}
L_{i}^{(\alpha, \beta)}(x)=\frac{1}{i!} x^{-\alpha} e^{\beta x} \partial_{x}^{i}\left(x^{i+\alpha} e^{-\beta x}\right), \quad i=1,2, \ldots \tag{3}
\end{equation*}
$$

According to (2.3)-(2.4) of [11] for $\alpha>-1$ and $\beta>0$, we have

$$
\begin{gather*}
\partial_{x} L_{i}^{(\alpha, \beta)}(x)=-\beta L_{i-1}^{(\alpha+1, \beta)}(x)  \tag{4}\\
L_{i+1}^{(\alpha, \beta)}(x)=\frac{1}{i+1}\left[(2 i+\alpha+1-\beta x) L_{i}^{(\alpha, \beta)}(x)\right. \\
\left.\quad-(i+\alpha) L_{i-1}^{(\alpha, \beta)}(x)\right], \quad i=1,2, \ldots, \tag{5}
\end{gather*}
$$

where $L_{0}^{(\alpha, \beta)}(x)=1$ and $L_{1}^{(\alpha, \beta)}(x)=-\beta x+\Gamma(\alpha+2) / \Gamma(\alpha+1)$.
The set of modified generalized Laguerre polynomials is the $L_{w^{(\alpha, \beta)}}^{2}(\Lambda)$-orthogonal system, namely,

$$
\begin{equation*}
\int_{0}^{\infty} L_{j}^{(\alpha, \beta)}(x) L_{k}^{(\alpha, \beta)}(x) w^{(\alpha, \beta)}(x) d x=h_{k} \delta_{j k} \tag{6}
\end{equation*}
$$

where $\delta_{j k}$ is the Kronecker function and $h_{k}=\Gamma(k+\alpha+$ 1) $/ \beta^{\alpha+1} k$ !.

The modified generalized Laguerre polynomials of degree $i$ on the interval $\Lambda$, are given by

$$
\begin{array}{r}
L_{i}^{(\alpha, \beta)}(x)=\sum_{k=0}^{i}(-1)^{k} \frac{\Gamma(i+\alpha+1) \beta^{k}}{\Gamma(k+\alpha+1)(i-k)!k!} x^{k}  \tag{7}\\
i=0,1, \ldots
\end{array}
$$

where $L_{i}^{(\alpha, \beta)}(0)=\Gamma(i+\alpha+1) / \Gamma(\alpha+1) \Gamma(i+1)$.
The special value

$$
\begin{equation*}
D^{q} L_{i}^{(\alpha, \beta)}(0)=\frac{(-1)^{q} \beta^{q} \Gamma(i+\alpha+1)}{(i-q)!\Gamma(q+\alpha+1)}, \quad i \geqslant q, \tag{8}
\end{equation*}
$$

will be of important use later.
A function $u(x) \in L_{w^{(\alpha, \beta)}}^{2}(\Lambda)$ may be expressed in terms of modified generalized Laguerre polynomials as

$$
\begin{align*}
& u(x)=\sum_{j=0}^{\infty} a_{j} L_{j}^{(\alpha, \beta)}(x) \\
& a_{j}=\frac{1}{h_{j}} \int_{0}^{\infty} u(x) L_{j}^{(\alpha, \beta)}(x) w^{(\alpha, \beta)}(x) d x \tag{9}
\end{align*}
$$

$$
j=0,1,2, \ldots
$$

In particular applications, the modified generalized Laguerre polynomials up to degree $N+1$ are considered. Then, we have

$$
\begin{equation*}
u_{N}(x)=\sum_{j=0}^{N} a_{j} L_{j}^{(\alpha, \beta)}(x) \tag{10}
\end{equation*}
$$

We now turn the modified generalized Laguerre-Gausstype quadratures, including modified generalized Laguerre-Gauss and Gauss-Radau interpolations [11, 34, 35]. Let $\xi_{G, i, j}^{(\alpha, \beta)}$ and $\xi_{R, i, j}^{(\alpha, \beta)}, 0 \leq j \leq i$, be the zeros of $L_{i+1}^{(\alpha, \beta)}(x)$ and $x \partial_{x} L_{i+1}^{(\alpha, \beta)}(x)$, respectively. They are arranged in ascending order. Denote $\omega_{Z, i, j}^{(\alpha, \beta)},(0 \leq j \leq i), Z=G, R$, the corresponding Christoffel numbers such that

$$
\begin{equation*}
\int_{\Lambda} \phi(x) w^{(\alpha, \beta)}(x) d x=\sum_{j=0}^{i} \phi\left(\xi_{Z, i, j}^{(\alpha, \beta)}\right) \omega_{Z, i, j}^{(\alpha, \beta)} . \tag{11}
\end{equation*}
$$

For the modified generalized Laguerre-Gauss weights, we have

$$
\begin{equation*}
\omega_{G, i, j}^{(\alpha, \beta)}=\frac{\Gamma(i+\alpha+2)}{\beta^{\alpha} \Gamma(i+2)} \frac{1}{\xi_{G, i, j}^{(\alpha, \beta)}\left[\partial_{x} L_{i+1}^{(\alpha, \beta)}\left(\xi_{G, i, j}^{(\alpha, \beta)}\right)\right]^{2}}, \quad 0 \leq j \leq i . \tag{12}
\end{equation*}
$$

For the Gauss-Radau weights, we have

$$
\begin{align*}
& \omega_{R, i, j}^{(\alpha, \beta)} \\
& = \begin{cases}\frac{(\alpha+1) \Gamma^{2}(\alpha+1) \Gamma(i+1)}{\beta^{\alpha+1} \Gamma(i+\alpha+2)}, & j=0, \\
\frac{\Gamma(i+\alpha+1)}{\beta^{\alpha} \Gamma(i+2)} \frac{1}{L_{i+1}^{(\alpha, \beta)}\left(\xi_{R, i, j}^{(\alpha, \beta)}\right) \partial_{x} L_{i}^{(\alpha, \beta)}\left(\xi_{R, i, j}^{(\alpha, \beta)}\right)}, & 1 \leq j \leq i,\end{cases} \tag{13}
\end{align*}
$$

Note that the earlier two types of quadratures have close relations,

$$
\begin{array}{r}
\xi_{R, i, j}^{(\alpha, \beta)}=\xi_{G, i-1, j-1}^{(\alpha+1, \beta)}, \quad \omega_{R, i, j}^{(\alpha, \beta)}=\left(\xi_{R, i, j}^{(\alpha, \beta)}\right)^{-1} \omega_{G, i-1, j-1}^{(\alpha+1, \beta)}  \tag{14}\\
1 \leq j \leq i
\end{array}
$$

## 3. The Fractional Derivatives of $L_{i}^{(\alpha, \beta)}(x)$

In this section, we prove the following theorem for expressing explicitly the fractional order derivatives of the modified generalized Laguerre polynomials in terms of the modified generalized Laguerre polynomials themselves.

Lemma 1. Let $L_{i}^{(\alpha, \beta)}(x)$ be a modified generalized Laguerre polynomial; then

$$
\begin{equation*}
D^{\nu} L_{i}^{(\alpha, \beta)}(x)=0, \quad i=0,1, \ldots,\lceil\nu\rceil-1, \nu>0 \tag{15}
\end{equation*}
$$

Theorem 2. The Caputo fractional derivative of order $v$ for modified generalized Laguerre polynomials is given by

$$
\begin{equation*}
D^{\nu} L_{i}^{(\alpha, \beta)}(x)=\sum_{j=0}^{N} \Psi_{\nu}(i, j) L_{j}^{(\alpha, \beta)}(x), \quad i=\lceil\nu\rceil, \ldots, N \tag{16}
\end{equation*}
$$

where
$\Psi_{v}(i, j)$
$=\sum_{k=\lceil\nu\rceil}^{i} \sum_{\ell=0}^{j} \frac{(-1)^{k+\ell} \beta^{\nu} j!\Gamma(i+\alpha+1) \Gamma(k-v+\alpha+\ell+1)}{(i-k)!(j-\ell)!\ell!\Gamma(k-\nu+1) \Gamma(k+\alpha+1) \Gamma(\alpha+\ell+1)}$.

Proof. With the aid of (7), the $v$-order derivative of modified generalized Laguerre polynomials is

$$
\begin{align*}
& D^{\nu} L_{i}^{(\alpha, \beta)}(x) \\
&=\sum_{k=0}^{i}(-1)^{k} \frac{\beta^{k} \Gamma(i+\alpha+1)}{(i-k)!k!\Gamma(k+\alpha+1)} D^{\nu} x^{k} \\
&= \sum_{k=\lceil\nu\rceil}^{i}(-1)^{k} \frac{\beta^{k} \Gamma(i+\alpha+1)}{(i-k)!\Gamma(k-v+1) \Gamma(k+\alpha+1)} x^{k-v}, \\
& \quad i=\lceil\nu\rceil, \ldots, N . \tag{18}
\end{align*}
$$

The approximation of $x^{k-\nu}$ by $N+1$ terms of modified generalized Laguerre series yields

$$
\begin{equation*}
x^{k-v}=\sum_{j=0}^{N} b_{j} L_{j}^{(\alpha, \beta)}(x) \tag{19}
\end{equation*}
$$

where $b_{j}$ is given by

$$
\begin{equation*}
b_{j}=\sum_{\ell=0}^{j}(-1)^{\ell} \frac{\beta^{-k+v} j!\Gamma(k-v+\alpha+\ell+1)}{(j-\ell)!(\ell)!\Gamma(\ell+\alpha+1)}, \tag{20}
\end{equation*}
$$

Thanks to (18)-(20), we can write

$$
\begin{equation*}
D^{\nu} L_{i}^{(\alpha, \beta)}(x)=\sum_{j=0}^{N} \Psi_{v}(i, j) L_{j}^{(\alpha, \beta)}(x), \quad i=\lceil\nu\rceil, \ldots, N \tag{21}
\end{equation*}
$$

where $\Psi_{\nu}(i, j)=\sum_{k=\lceil\nu\rceil}^{i} \theta_{i j k}$, and
$\theta_{i j k}$
$=\sum_{\ell=0}^{j} \frac{(-1)^{k+\ell} \beta^{v} j!\Gamma(i+\alpha+1) \Gamma(k-v+\alpha+\ell+1)}{(i-k)!(j-\ell)!\ell!\Gamma(k-v+1) \Gamma(k+\alpha+1) \Gamma(\alpha+\ell+1)}$.

## 4. Application of the Fractional Derivative of Modified Generalized Laguerre Polynomials

In this section, we consider spectral tau and collocation methods based on the fractional derivative of modified generalized Laguerre polynomials to solve numerically the linear and nonlinear multiterm FDEs on the half line.
4.1. Tau Method for Linear Multiterm FDEs. We apply the modified generalized Laguerre tau (MGLT) method for tackling the linear multiterm FDEs on the half line

$$
\begin{equation*}
D^{\nu} u(x)=\sum_{j=1}^{k} \gamma_{j} D^{\zeta_{j}} u(x)+\gamma_{k+1} u(x)+g(x), \quad \text { in } \Lambda, \tag{23}
\end{equation*}
$$

subject to initial conditions

$$
\begin{equation*}
u^{(i)}(0)=d_{i}, \quad i=0, \ldots, m-1, \tag{24}
\end{equation*}
$$

where $\gamma_{j}(j=1, \ldots, k+1)$ are constant coefficients, $m-1<$ $\nu \leq m, 0<\zeta_{1}<\zeta_{2}<\cdots<\zeta_{k}<\nu$. While $D^{\nu} u(x) \equiv u^{(\nu)}(x)$ is the $\nu$-order fractional derivative of $u(x)$, and $g(x)$ is a source function.

The modified generalized Laguerre polynomials $\left\{L_{i}^{(\alpha, \beta)}(x): i \geq 0\right\}$ form a complete orthogonal system in weighted space; $L_{w^{(\alpha, \beta)}}^{2}(\Lambda)$. Hence, we define

$$
\begin{equation*}
S_{N}(\Lambda)=\operatorname{span}\left\{L_{0}^{(\alpha, \beta)}(x), L_{1}^{(\alpha, \beta)}(x), \ldots, L_{N}^{(\alpha, \beta)}(x)\right\} \tag{25}
\end{equation*}
$$

then the standard modified generalized Laguerre tau approximation to (23) is to find $u_{N} \in S_{N}(\Lambda)$ such that

$$
\begin{gathered}
\left(D^{v} u_{N}, L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}}+\sum_{i=1}^{r-1} \gamma_{i}\left(D^{\zeta_{i}} u_{N}, L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}} \\
\quad+\gamma_{r}\left(u_{N}, L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}} \\
=\left(\left(g, L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}}, \quad k=0,1, \ldots, N-m\right. \\
u_{N}^{(i)}(0)=d_{i}, \quad i=0,1, \ldots, m-1
\end{gathered}
$$

Let us denote

$$
\begin{gather*}
u_{N}(x)=\sum_{j=0}^{N} a_{j} L_{j}^{(\alpha, \beta)}(x), \quad \mathbf{a}=\left(a_{0}, a_{1}, \ldots, a_{N}\right)^{T} \\
g_{k}=\left(g, L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}}, \quad k=0,1, \ldots, N-m  \tag{27}\\
\mathbf{g}=\left(g_{0}, g_{1}, \ldots, g_{N-m}, d_{0}, \ldots, d_{m-1}\right)^{T}
\end{gather*}
$$

then (26) can be written as

$$
\begin{align*}
& \sum_{j=0}^{N} a_{j}\left[\left(D^{\nu} L_{j}^{(\alpha, \beta)}(x), L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}}\right. \\
& +\sum_{i=1}^{r-1} \gamma_{i}\left(D^{\zeta_{i}} L_{j}^{(\alpha, \beta)}(x), L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}} \\
& \left.+\gamma_{r}\left(L_{j}^{(\alpha, \beta)}(x), L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}}\right] \\
& =\left(g, L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}}, \quad k=0,1, \ldots, N-m, \\
& \sum_{j=0}^{N} a_{j} L_{j}^{(\alpha, \beta)(k-N+m-1)}(0) \\
& =d_{(k-N+m-1)}, \quad k=N-m+1, N-m+2, \ldots, N . \tag{28}
\end{align*}
$$

Let us also denote

$$
\begin{gather*}
A=\left(a_{k j}\right)_{0<k, j<N^{\prime}} \\
B^{s}=\left(b_{k j}^{s}\right)_{0<k, j<N ; s=1,2, \ldots, r-1}  \tag{29}\\
C=\left(c_{k j}\right)_{0<k, j<N^{\prime}}
\end{gather*}
$$

where

$$
\begin{gather*}
a_{k j}= \begin{cases}\left(D^{\nu} L_{j}^{(\alpha, \beta)}(x), L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}}, & k=0,1, \ldots, N-m, j=0,1, \ldots, N, \\
D^{k-N+m-1} L_{j}^{(\alpha, \beta)}(0), & k=N-m+1, \ldots, N, j=0,1, \ldots, N,\end{cases} \\
b_{k j}^{s}= \begin{cases}\left(D^{\zeta_{s}} L_{j}^{(\alpha, \beta)}(x), L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}}, & k=0,1, \ldots, N-m, j=0,1, \ldots, N, s=1,2, \ldots, r-1, \\
0, & \text { otherwise, }\end{cases}  \tag{30}\\
c_{k j}= \begin{cases}\left(L_{j}^{(\alpha, \beta)}(x), L_{k}^{(\alpha, \beta)}(x)\right)_{w^{(\alpha, \beta)}}, & k=0,1, \ldots, N-m, j=0,1, \ldots, N, \\
0, & \text { otherwise, }\end{cases}
\end{gather*}
$$

then by virtue of the orthogonality relation of modified generalized Laguerre polynomials (6) and making use of (8)
and (16) and after some manipulation, we may deduce that the elements of $a_{k j}, b_{k j}^{s}, s=1,2, \ldots, r-1$, and $c_{k j}$ are given by

$$
\begin{gather*}
a_{k j}= \begin{cases}h_{k} \Psi_{v}(j, k), & k=0,1, \ldots, N-m, j=m, m+1, \ldots, N, \\
\frac{(-1)^{k-N+m-1} \beta^{(k-N+m-1)} \Gamma(i+\alpha+1)!}{(i-k+N-m+1)!\Gamma(k-N+m+\alpha+2)}, & k=N-m+1, \ldots, N, j=0,1, \ldots, N,\end{cases} \\
b_{k j}^{s}= \begin{cases}h_{k} \Psi_{\zeta_{s}}(j, k), & k=0,1, \ldots, N-m, j=\left\lceil\zeta_{s}\right\rceil,\left\lceil\zeta_{s}\right\rceil+1, \ldots, N, s=1,2, \ldots, r-1, \\
0, & \text { otherwise, }\end{cases} \tag{31}
\end{gather*}
$$

$$
c_{k j}= \begin{cases}h_{k}, & k=j=0,1, \ldots, N-m \\ 0, & \text { otherwise }\end{cases}
$$

Therefore, (28) can be written in the following matrix form:

$$
\begin{equation*}
\left(A+\sum_{i=1}^{r-1} \gamma_{i} B^{i}+\gamma_{r} C\right) \mathbf{a}=\mathbf{g} \tag{32}
\end{equation*}
$$

4.2. Collocation Method for Nonlinear Multiterm FDEs. It is known that the collocation method approximates differential equations in physical space, so it is easy to apply to various problems, including variable coefficient and nonlinear differential equations (see, for instance, [36]). In this section, an algorithm for solving fractional differential equation is proposed based on modified generalized Laguerre spectral collocation (MGLC) method in a half line. Here, we study the following multiterm FDE:

$$
\begin{equation*}
D^{v} u(x)=F\left(x, u(x), D^{\beta_{1}} u(x), \ldots, D^{\beta_{k}} u(x)\right), \quad \text { in } \Lambda \tag{33}
\end{equation*}
$$

with initial conditions

$$
\begin{equation*}
u^{(i)}(0)=d_{i}, \quad i=0, \ldots, m-1 \tag{34}
\end{equation*}
$$

where the fractional order derivatives are taken to be of the Caputo type, $m-1<\nu \leq m, 0<\beta_{1}<\beta_{2}<\cdots<\beta_{k}<\nu$, and $F$ is a nonlinear function.

We now derive an efficient algorithm for solving nonlinear multiterm FDEs (33)-(34). We expand the numerical approximation in terms of modified generalized Laguerre polynomials

$$
\begin{equation*}
u_{N}(x)=\sum_{j=0}^{N} a_{j} L_{j}^{(\alpha, \beta)}(x) \tag{35}
\end{equation*}
$$

By virtue of (16), the fractional derivatives $D^{\nu} u(x)$, $D^{\beta_{1}} u(x), \ldots, D^{\beta_{k}} u(x)$ can be expressed explicitly in terms of the expansion coefficients $a_{j}$.

The modified generalized Laguerre spectral collocation method for solving approximately (33), (34) is to find $u_{N}(x) \in$ $S_{N}(\Lambda)$ such that

$$
\begin{equation*}
D^{\nu} u_{N}(x)=F\left(x, u_{N}(x), D^{\beta_{1}} u_{N}(x), \ldots, D^{\beta_{k}} u_{N}(x)\right), \tag{36}
\end{equation*}
$$

is collocated at $x_{N-m+1, k}, k=0,1, \ldots, N-m$. In other words, we have to collocate (36) at the $(N-m+1)$ modified
generalized Laguerre roots $x_{N-m+1, k}$, which immediately yields

$$
\begin{align*}
& \sum_{j=0}^{N} a_{j} D^{v} L_{j}^{(\alpha, \beta)}\left(x_{N-m+1, k}\right) \\
& =F\left(x_{N-m+1, k,} \sum_{j=0}^{N} a_{j} D^{\beta_{1}} L_{j}^{(\alpha, \beta)}\left(x_{N-m+1, k}\right), \ldots\right. \\
& \left.\sum_{j=0}^{N} a_{j} D^{\beta_{k}} L_{j}^{(\alpha, \beta)}\left(x_{N-m+1, k}\right)\right) \\
& k=0,1, \ldots, N-m \tag{37}
\end{align*}
$$

with (33) written in the form

$$
\begin{equation*}
\sum_{j=0}^{N} a_{j} L_{j}^{(\alpha, \beta)}(0)=d_{i}, \quad i=0,1, \ldots, m-1 \tag{38}
\end{equation*}
$$

Finally, the problem is reduced to solve a system of ( $N+$ 1) nonlinear algebraic equations, (37)-(38), in the unknown expansion coefficients $\left\{a_{j} ; j=0,1, \ldots, N\right\}$, which can be solved by Newton's iteration method.

## 5. Numerical Results

We report in this section some numerical results obtained with the proposed algorithms in the previous section. Several test examples are implemented to ensure the effectiveness of the proposed methods for fractional differential equations in the half line.

Example 3. This example concerns a class of Bagley-Torvik equation given by the initial value problem

$$
\begin{array}{r}
D^{2} u(x)+D^{3 / 2} u(x)+u(x)=x^{3}+6 x+\frac{8}{\Gamma(0.5)} x^{1.5} \\
u(0)=0, \quad u^{\prime}(0)=0, \quad x \in[0,10] \tag{39}
\end{array}
$$

The solution is $u(x)=x^{3}$.
This equation arises in the treatment of the motion of a large thin plate immersed in a Newtonian fluid.


Figure 1: Maximum absolute error by using MGLT (Gauss) with the various choices of $N$.

For the numerical solution of the Bagley-Torvik equation, see [37-41]. The solution of this problem is obtained by applying the modified generalized Laguerre tau method and the righthand side is treated by modified generalized Laguerre-Gauss (G) and modified generalized Laguerre-Gauss-Radau (GR) quadratures with general parameters $\alpha$ and $\beta$. The maximum absolute errors obtained by MGLT method for various choices of $N, \alpha$, and $\beta$ are given in Figures 1 and 2. Moreover, the approximate solutions obtained by the proposed method for $\alpha=0, \beta=2$, and two choices of $N$ are shown in Figure 3 to make it easier to compare with the analytic solution.

Example 4. Consider the equation

$$
\begin{align*}
& D^{2} u(x)+D^{v} u(x)+u(x)=g(x), \\
& u(0)=0, \quad u^{\prime}(0)=0, \quad 0<v<1, \quad x \in[0,10], \tag{40}
\end{align*}
$$

where

$$
\begin{align*}
g(x)= & x^{4}-\frac{1}{2} x^{3}+12 x^{2}-3 x \\
& -\frac{3}{\Gamma(4-\nu)} x^{3-v}+\frac{24}{\Gamma(5-\nu)} x^{4-v} \tag{41}
\end{align*}
$$

and the exact solution is given by $u(x)=x^{4}-(1 / 2) x^{3}$ (see Table 1).

Example 5. We next consider the following:

$$
\begin{align*}
& D^{2} u(x)+D^{v} u(x)+u(x)=g(x) \\
& u(0)=1, \quad u^{\prime}(0)=0, \quad x \in[0,10] \tag{42}
\end{align*}
$$

where

$$
\begin{equation*}
g(x)=\left(1-\gamma^{2}\right) \cos (\gamma x)+\frac{1}{\Gamma(-\nu)} \int_{0}^{x}(x-t)^{-\nu-1} u(t) d t \tag{43}
\end{equation*}
$$

and the exact solution is given by $u(x)=\cos (\gamma x)$.


Figure 2: Maximum absolute error by using MGLT (Radau) with the various choices of $N$.


Figure 3: Comparing the exact and approximate solutions at $N=$ 20,40 , with $\alpha=0$ and $\beta=2$.

The solution of this problem is obtained by applying the technique described in Section 4. The maximum absolute error for $\gamma=\{0.1$ and 0.01$\}$ and various choices of $N, \alpha, \beta$, and $v$ are shown in Tables 2 and 3; moreover, the right-hand side is treated by modified generalized Laguerre Gauss and modified generalized Laguerre-Gauss-Radau quadratures.

Example 6. We consider the equation

$$
\begin{aligned}
& a D^{v} u(x)+b D^{v_{2}} u(x)+c D^{\nu_{1}} u(x)+e u(x)=g(x), \\
& 0<v_{1}<1, \quad 1<v_{2}<2, \quad 3<v<4, \quad x \in[0,5],
\end{aligned}
$$

$$
\begin{align*}
g(x)= & \frac{2 b}{\Gamma\left(3-v_{2}\right)} x^{2-v_{2}}+\frac{2 c}{\Gamma\left(3-v_{1}\right)} x^{2-v_{1}} \\
& -\frac{c}{\Gamma\left(2-v_{1}\right)} x^{1-v_{1}}+e\left(x^{2}-x\right) \tag{44}
\end{align*}
$$

Table 1: Maximum absolute error, with various choices of $N$, for Example 4 in which $x \in[0,10]$.

| $N$ | $\alpha$ | $\beta$ | $\nu$ | MGLT(G) | MGLT(GR) | $v$ | MGLT(G) | MGLT(GR) | $\nu$ | MGLT(G) | MGLT(GR) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0 | 2 | 0.1 | $1.32 \cdot 10^{-2}$ | $2.24 \cdot 10^{-2}$ | 0.5 | $8.48 \cdot 10^{-2}$ | $1.41 \cdot 10^{-1}$ | 0.99 | $6.54 \cdot 10^{-3}$ | $1.07 \cdot 10^{-2}$ |
| 30 |  |  |  | $1.35 \cdot 10^{-4}$ | $1.78 \cdot 10^{-4}$ |  | $1.37 \cdot 10^{-3}$ | $1.82 \cdot 10^{-3}$ |  | $1.84 \cdot 10^{-4}$ | $2.53 \cdot 10^{-4}$ |
| 50 |  |  |  | $1.96 \cdot 10^{-5}$ | $2.47 \cdot 10^{-5}$ |  | $2.45 \cdot 10^{-4}$ | $3.14 \cdot 10^{-4}$ |  | $4.30 \cdot 10^{-5}$ | $5.71 \cdot 10^{-5}$ |
| 70 |  |  |  | $3.41 \cdot 10^{-6}$ | $4.20 \cdot 10^{-6}$ |  | $4.86 \cdot 10^{-5}$ | $6.10 \cdot 10^{-5}$ |  | $7.03 \cdot 10^{-6}$ | $9.16 \cdot 10^{-6}$ |
| 10 | 4 | 3 | 0.1 | $4.54 \cdot 10^{-3}$ | $1.67 \cdot 10^{-2}$ | 0.5 | $2.36 \cdot 10^{-2}$ | $8.98 \cdot 10^{-2}$ | 0.99 | $1.43 \cdot 10^{-3}$ | $5.85 \cdot 10^{-3}$ |
| 30 |  |  |  | $2.86 \cdot 10^{-6}$ | $8.06 \cdot 10^{-6}$ |  | $2.73 \cdot 10^{-5}$ | $8.33 \cdot 10^{-5}$ |  | $2.96 \cdot 10^{-6}$ | $1.03 \cdot 10^{-5}$ |
| 50 |  |  |  | $8.61 \cdot 10^{-8}$ | $2.37 \cdot 10^{-7}$ |  | $1.22 \cdot 10^{-6}$ | $3.54 \cdot 10^{-6}$ |  | $1.72 \cdot 10^{-7}$ | $5.72 \cdot 10^{-7}$ |
| 70 |  |  |  | $1.81 \cdot 10^{-8}$ | $5.12 \cdot 10^{-8}$ |  | $2.10 \cdot 10^{-7}$ | $6.53 \cdot 10^{-7}$ |  | $3.30 \cdot 10^{-8}$ | $1.19 \cdot 10^{-7}$ |
| 10 | 6 | 4 | 0.1 | $4.92 \cdot 10^{-3}$ | $2.27 \cdot 10^{-2}$ | 0.5 | $2.77 \cdot 10^{-2}$ | $1.33 \cdot 10^{-1}$ | 0.99 | $8.80 \cdot 10^{-3}$ | $1.67 \cdot 10^{-3}$ |
| 30 |  |  |  | $2.83 \cdot 10^{-6}$ | $1.01 \cdot 10^{-5}$ |  | $2.71 \cdot 10^{-5}$ | $1.06 \cdot 10^{-4}$ |  | $3.00 \cdot 10^{-6}$ | $1.35 \cdot 10^{-5}$ |
| 50 |  |  |  | $7.88 \cdot 10^{-8}$ | $2.73 \cdot 10^{-7}$ |  | $5.48 \cdot 10^{-7}$ | $2.19 \cdot 10^{-6}$ |  | $6.94 \cdot 10^{-8}$ | $3.25 \cdot 10^{-7}$ |
| 70 |  |  |  | $1.49 \cdot 10^{-8}$ | $5.30 \cdot 10^{-8}$ |  | $1.74 \cdot 10^{-7}$ | $6.87 \cdot 10^{-7}$ |  | $2.72 \cdot 10^{-8}$ | $1.26 \cdot 10^{-7}$ |

Table 2: Maximum absolute error for $\gamma=1 / 10$, with various choices of $N$, for Example 5 in which $x \in[0,10]$.

| $N$ | $\alpha$ | $\beta$ | $\nu$ | MGLT(G) | MGLT(GR) | $\nu$ | MGLT(G) | MGLT(GR) | $v$ | MGLT(G) | MGLT(GR) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0 | 1 | 1.5 | $7.97 \cdot 10^{-4}$ | $2.47 \cdot 10^{-3}$ | 0.9 | $7.28 \cdot 10^{-5}$ | $1.40 \cdot 10^{-4}$ | 0.5 | $1.10 \cdot 10^{-4}$ | $1.89 \cdot 10^{-4}$ |
| 30 |  |  |  | $1.38 \cdot 10^{-4}$ | $3.81 \cdot 10^{-4}$ |  | $7.11 \cdot 10^{-6}$ | $1.21 \cdot 10^{-5}$ |  | $7.36 \cdot 10^{-6}$ | $1.11 \cdot 10^{-5}$ |
| 50 |  |  |  | $4.02 \cdot 10^{-5}$ | $1.09 \cdot 10^{-4}$ |  | $1.51 \cdot 10^{-6}$ | $2.49 \cdot 10^{-6}$ |  | $1.29 \cdot 10^{-6}$ | $1.88 \cdot 10^{-6}$ |
| 70 |  |  |  | $2.51 \cdot 10^{-5}$ | $6.64 \cdot 10^{-5}$ |  | $3.79 \cdot 10^{-7}$ | $6.15 \cdot 10^{-7}$ |  | $5.86 \cdot 10^{-7}$ | $8.41 \cdot 10^{-7}$ |
| 10 | 2 | 2 | 1.5 | $5.39 \cdot 10^{-4}$ | $4.44 \cdot 10^{-3}$ | 0.9 | $6.29 \cdot 10^{-5}$ | $2.78 \cdot 10^{-4}$ | 0.5 | $9.84 \cdot 10^{-5}$ | $3.54 \cdot 10^{-4}$ |
| 30 |  |  |  | $1.33 \cdot 10^{-5}$ | $9.33 \cdot 10^{-5}$ |  | $8.65 \cdot 10^{-7}$ | $3.20 \cdot 10^{-6}$ |  | $9.31 \cdot 10^{-7}$ | $2.77 \cdot 10^{-6}$ |
| 50 |  |  |  | $4.26 \cdot 10^{-6}$ | $3.00 \cdot 10^{-5}$ |  | $1.99 \cdot 10^{-7}$ | $7.37 \cdot 10^{-7}$ |  | $1.71 \cdot 10^{-7}$ | $5.06 \cdot 10^{-7}$ |
| 70 |  |  |  | $1.78 \cdot 10^{-6}$ | $1.22 \cdot 10^{-5}$ |  | $7.56 \cdot 10^{-8}$ | $2.72 \cdot 10^{-7}$ |  | $5.28 \cdot 10^{-8}$ | $1.52 \cdot 10^{-7}$ |
| 10 | 5 | 3 | 1.5 | $1.19 \cdot 10^{-4}$ | $1.87 \cdot 10^{-3}$ | 0.9 | $1.67 \cdot 10^{-5}$ | $1.34 \cdot 10^{-4}$ | 0.5 | $2.93 \cdot 10^{-5}$ | $1.86 \cdot 10^{-4}$ |
| 30 |  |  |  | $2.25 \cdot 10^{-6}$ | $3.48 \cdot 10^{-5}$ |  | $1.58 \cdot 10^{-7}$ | $1.09 \cdot 10^{-6}$ |  | $1.76 \cdot 10^{-7}$ | $1.02 \cdot 10^{-6}$ |
| 50 |  |  |  | $1.28 \cdot 10^{-6}$ | $1.92 \cdot 10^{-5}$ |  | $5.85 \cdot 10^{-8}$ | $3.33 \cdot 10^{-7}$ |  | $5.97 \cdot 10^{-8}$ | $3.33 \cdot 10^{-7}$ |
| 70 |  |  |  | $8.52 \cdot 10^{-7}$ | $1.26 \cdot 10^{-5}$ |  | $3.21 \cdot 10^{-8}$ | $2.30 \cdot 10^{-7}$ |  | $2.81 \cdot 10^{-8}$ | $1.54 \cdot 10^{-7}$ |

TAble 3: Maximum absolute error for $\gamma=1 / 100$, with various choices of $N$, for Example 5 in which $x \in[0,10]$.

| $N$ | $\alpha$ | $\beta$ | $\nu$ | MGLT(G) | MGLT(GR) | $v$ | MGLT(G) | MGLT(GR) | $v$ | MGLT(G) | MGLT(GR) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10 | 0 | 1 | 1.5 | $7.97 \cdot 10^{-6}$ | $2.47 \cdot 10^{-5}$ | 0.9 | $7.28 \cdot 10^{-7}$ | $1.40 \cdot 10^{-6}$ | 0.5 | $1.10 \cdot 10^{-6}$ | $1.89 \cdot 10^{-6}$ |
| 30 |  |  |  | $1.38 \cdot 10^{-6}$ | $3.81 \cdot 10^{-6}$ |  | $7.11 \cdot 10^{-8}$ | $1.21 \cdot 10^{-7}$ |  | $7.39 \cdot 10^{-8}$ | $1.11 \cdot 10^{-7}$ |
| 50 |  |  |  | $4.02 \cdot 10^{-7}$ | $1.09 \cdot 10^{-6}$ |  | $1.51 \cdot 10^{-8}$ | $2.49 \cdot 10^{-8}$ |  | $1.29 \cdot 10^{-8}$ | $1.88 \cdot 10^{-8}$ |
| 70 |  |  |  | $2.51 \cdot 10^{-7}$ | $6.64 \cdot 10^{-7}$ |  | $3.79 \cdot 10^{-9}$ | $6.15 \cdot 10^{-9}$ |  | $5.86 \cdot 10^{-9}$ | $8.41 \cdot 10^{-9}$ |
| 10 | 2 | 2 | 1.5 | $5.39 \cdot 10^{-6}$ | $4.44 \cdot 10^{-5}$ | 0.9 | $6.29 \cdot 10^{-7}$ | $2.78 \cdot 10^{-6}$ | 0.5 | $9.85 \cdot 10^{-7}$ | $3.54 \cdot 10^{-6}$ |
| 30 |  |  |  | $1.33 \cdot 10^{-7}$ | $9.33 \cdot 10^{-7}$ |  | $8.65 \cdot 10^{-9}$ | $3.20 \cdot 10^{-8}$ |  | $9.31 \cdot 10^{-9}$ | $2.77 \cdot 10^{-8}$ |
| 50 |  |  |  | $4.26 \cdot 10^{-8}$ | $3.00 \cdot 10^{-7}$ |  | $2.00 \cdot 10^{-9}$ | $7.37 \cdot 10^{-9}$ |  | $1.71 \cdot 10^{-9}$ | $5.06 \cdot 10^{-9}$ |
| 70 |  |  |  | $1.78 \cdot 10^{-8}$ | $1.22 \cdot 10^{-7}$ |  | $7.56 \cdot 10^{-10}$ | $2.72 \cdot 10^{-9}$ |  | $5.28 \cdot 10^{-10}$ | $1.52 \cdot 10^{-9}$ |
| 10 | 5 | 3 | 1.5 | $1.19 \cdot 10^{-6}$ | $1.87 \cdot 10^{-5}$ | 0.9 | $1.67 \cdot 10^{-7}$ | $1.34 \cdot 10^{-6}$ | 0.5 | $2.94 \cdot 10^{-7}$ | $1.87 \cdot 10^{-6}$ |
| 30 |  |  |  | $2.25 \cdot 10^{-8}$ | $3.48 \cdot 10^{-7}$ |  | $1.58 \cdot 10^{-9}$ | $1.09 \cdot 10^{-8}$ |  | $1.76 \cdot 10^{-9}$ | $1.02 \cdot 10^{-8}$ |
| 50 |  |  |  | $1.28 \cdot 10^{-8}$ | $1.92 \cdot 10^{-7}$ |  | $5.85 \cdot 10^{-10}$ | $4.27 \cdot 10^{-9}$ |  | $5.97 \cdot 10^{-10}$ | $3.33 \cdot 10^{-9}$ |
| 70 |  |  |  | $8.52 \cdot 10^{-9}$ | $1.26 \cdot 10^{-7}$ |  | $3.21 \cdot 10^{-10}$ | $2.30 \cdot 10^{-9}$ |  | $2.81 \cdot 10^{-10}$ | $1.53 \cdot 10^{-9}$ |

subject to

$$
\begin{array}{cc}
u(0)=0, & u^{\prime}(0)=-1  \tag{45}\\
u^{\prime \prime}(0)=2, & u^{\prime \prime \prime}(0)=0
\end{array}
$$

The analytic solution of this problem is $u(x)=x^{2}-x$, we study two different cases of $a, b, c, e, k, v_{1}, v_{2}$, and $\nu$.
(I) Regarding $a=1, b=1, c=1, e=1, v_{1}=0.77$, $v_{2}=1.44$, and $\nu=3.91$, Figures 4 and 5 display the maximum absolute errors using MGLT method with the treatment of right-hand side by modified generalized Laguerre-Gauss and Gauss-Radau, respectively.
(II) Regarding $a=1, b=1, c=0.5, e=0.5, v_{1}=\sqrt{2} / 20$, $v_{2}=\sqrt{2}$, and $v=\sqrt{11}$, Figures 6 and 7 display


$$
\begin{aligned}
& \longrightarrow \alpha=1 \text { and } \beta=4 \\
& -\alpha=3 \text { and } \beta=3 \\
& \sim \alpha=3 \text { and } \beta=6
\end{aligned}
$$

Figure 4: Maximum absolute error (case I) by using MGLT (Gauss) with the various choices of $N$.


FIGURE 5: Maximum absolute error (case I) by using MGLT (Radau) with the various choices of $N$.
the maximum absolute errors using MGLT method with the treatment of right-hand side by modified generalized Laguerre-Gauss and Gauss-Radau, respectively.

Example 7. Consider the Bagley-Torvik equation with boundary conditions

$$
\begin{align*}
& a D^{2} u(x)+b D^{v} u(x)+c u(x)=g(x),  \tag{46}\\
& u(0)=0, \quad u(1)=0, \quad x \in(0,1),
\end{align*}
$$

where

$$
\begin{aligned}
g(x)= & a\left(20 x^{3}-\frac{174 x^{2}}{5}+\frac{456 x}{5}-\frac{339}{125}\right) \\
& +b\left(\frac{120 x^{5-v}}{\Gamma(6-\nu)}-\frac{696 x^{4-v}}{10 \Gamma(5-\nu)}+\frac{456 x^{3-\nu}}{25 \Gamma(4-\nu)}\right.
\end{aligned}
$$



Figure 6: Maximum absolute error (case II) by using MGLT (Gauss) with various choices of $N$.


Figure 7: Maximum absolute error (case II) by using MGLT (Radau) with various choices of $N$.

$$
\begin{gather*}
\left.-\frac{339 \Gamma(3)}{250 \Gamma(3-v)}\right) \\
+c\left(x^{5}-\frac{29 x^{4}}{10}+\frac{76 x^{3}}{25}-\frac{339 x^{2}}{250}+\frac{27 x}{125}\right) \tag{47}
\end{gather*}
$$

and the exact solution is given by $u(x)=x^{5}-\left(29 x^{4} / 10\right)+$ $\left(76 x^{3} / 25\right)-\left(339 x^{2} / 250\right)+(27 x / 125)$.

Bagley-Torvik equation involving fractional derivative of order $3 / 2$ arises in the modeling of the motion of a rigid plate in a Newtonian fluid and a gas in a fluid. We solve this equation with two-point boundary conditions where $a=1$, $b=8 / 17$, and $c=13 / 51$ by using modified generalized Laguerre-Gauss and Gauss-Radau quadratures with general parameters $\alpha$ and $\beta$. The maximum absolute errors obtained by MGLT method for various choices of $N, \alpha$, and $\beta$ are given in Table 4. Moreover, the numerical and exact solutions

Table 4: Maximum absolute error for $v=3 / 2$, with various choices of $N$, for Example 5 in which $x \in(0,1)$.

| $N$ | $\alpha$ | $\beta$ | MGLT(G) | MGLT(GR) | $\alpha$ | $\beta$ | MGLT(G) | MGLT(GR) |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 8 |  |  | $1.69 \cdot 10^{-3}$ | $3.14 \cdot 10^{-3}$ |  |  | $8.98 \cdot 10^{-5}$ | $8.21 \cdot 10^{-4}$ |
| 16 | 0 | 1 | $9.97 \cdot 10^{-4}$ | $2.35 \cdot 10^{-3}$ | 3 | 4 | $1.98 \cdot 10^{-5}$ | $1.91 \cdot 10^{-4}$ |
| 32 |  |  | $1.57 \cdot 10^{-4}$ | $3.50 \cdot 10^{-4}$ |  |  | $8.50 \cdot 10^{-6}$ | $7.89 \cdot 10^{-5}$ |
| 64 |  |  | $3.52 \cdot 10^{-5}$ | $9.97 \cdot 10^{-5}$ |  |  | $3.81 \cdot 10^{-6}$ | $3.72 \cdot 10^{-5}$ |
| 8 |  |  | $6.47 \cdot 10^{-5}$ | $7.07 \cdot 10^{-4}$ |  |  | $8.61 \cdot 10^{-5}$ | $1.02 \cdot 10^{-3}$ |
| 16 | 4 | 5 | $1.53 \cdot 10^{-5}$ | $1.76 \cdot 10^{-4}$ |  |  | $2.07 \cdot 10^{-5}$ | $2.63 \cdot 10^{-4}$ |
| 32 |  |  | $6.40 \cdot 10^{-6}$ | $7.31 \cdot 10^{-5}$ | 5 | 5 | $6.17 \cdot 10^{-6}$ | $8.06 \cdot 10^{-5}$ |
| 64 |  |  | $3.02 \cdot 10^{-6}$ | $3.57 \cdot 10^{-5}$ |  |  | $3.19 \cdot 10^{-6}$ | $4.37 \cdot 10^{-5}$ |



Figure 8: Comparing the exact and approximate solutions by using MGLT (Gauss) at $N=8,64$, with $\alpha=2$ and $\beta=4$.
obtained by the proposed method for $\alpha=2, \beta=4$, and two choices of $N$ are shown in Figures 8-9 to make it easier to compare with the analytic solution.

Example 8. We next consider the following nonlinear initial value problem:

$$
\begin{align*}
& D^{2} u(x)+D^{3 / 4} u(x)+u^{2}(x)=g(x) \\
& u(0)=1, \quad u^{\prime}(0)=0, \quad x \in(0,10) \tag{48}
\end{align*}
$$

where

$$
\begin{align*}
g(x)= & \cos ^{2}(\gamma x)-\gamma^{2} \cos (\gamma x) \\
& +\frac{1}{\Gamma(-3 / 4)} \int_{0}^{x}(x-t)^{(-3 / 4)-1} \cos (\gamma t) d t \tag{49}
\end{align*}
$$

and the exact solution is given by $u(x)=\cos (\gamma x)$.
The solution of this problem is obtained by applying the modified generalized Laguerre collocation method. The approximate solution obtained by the proposed method for $\gamma=0.01, \alpha=2, \beta=2$, and two choices of $N$ is shown in Figure 10 to make it easier to compare with the analytic solution. Moreover, the absolute error for $\gamma=0.01, \alpha=2$, $\beta=2$, and $N=20$ is given in Figure 11.


Figure 9: Comparing the exact and approximate solutions by using MGLT (Radau) at $N=8,64$, with $\alpha=2$ and $\beta=4$.


Figure 10: Comparing the exact and approximate solutions at $N=$ $5,10,15$, and 20 , where $\gamma=3 / 4, \alpha=2$, and $\beta=2$.

Example 9. Consider the following nonlinear initial value problem:

$$
\begin{equation*}
D^{\nu} u(x)+u^{2}(x)=x+\left(\frac{x^{\nu+1}}{\Gamma(v+2)}\right)^{2}, \quad 0<v \leq 2 \tag{50}
\end{equation*}
$$

whose exact solution is given by $u(x)=(1 / \Gamma(\nu+2)) x^{\nu+1}$.

TAble 5: Maximum absolute error for $\nu=3 / 2$, with various choices of $N$, for Example 9 in which $x \in(0,1)$.

| $N$ | $\alpha$ | $\beta$ | MGLC | $\alpha$ | $\beta$ |
| :--- | :--- | :---: | :---: | :---: | :---: |
| 3 |  |  | $2.66 \cdot 10^{-2}$ | $2.61 \cdot 10^{-2}$ |  |
| 6 | 0 | 1 | $2.27 \cdot 10^{-3}$ | 2 | $3.04 \cdot 10^{-3}$ |
| 9 |  | $1.30 \cdot 10^{-3}$ | $1.36 \cdot 10^{-3}$ |  |  |
| 12 |  | $5.68 \cdot 10^{-4}$ | $7.52 \cdot 10^{-4}$ |  |  |
| 3 |  |  | $1.39 \cdot 10^{-2}$ | $1.07 \cdot 10^{-2}$ |  |
| 6 |  | $1.87 \cdot 10^{-3}$ | 3 | $1.86 \cdot 10^{-3}$ |  |
| 9 |  | $8.47 \cdot 10^{-4}$ | 6 | $6.94 \cdot 10^{-4}$ |  |
| 12 |  | $4.02 \cdot 10^{-4}$ | $3.63 \cdot 10^{-4}$ |  |  |



Figure 11: The absolute error for $\gamma=1 / 100, \nu=3 / 4, \alpha=2$, and $\beta=2$ at $N=20$.


Figure 12: Comparing the exact and approximate solutions at $N=$ $12, \alpha=0, \beta=1$, and $\nu=1.2,1.4,1.6$, and 1.8.

Comparison between the curves of exact solutions and the approximate solutions at $\alpha=0$ and $\beta=1$ of proposed problem subject to $u(0)=u^{\prime}(0)=0$ for the four different fractional orders $\nu=1.2,1.4,1.6$, and 1.8 in case of $N=12$ and $N=16$ are shown in Figures 12 and 13, respectively.


Figure 13: Comparing the exact and approximate solutions at $N=$ $16, \alpha=0, \beta=1$, and $\nu=1.2,1.4,1.6$, and 1.8 .

The maximum absolute errors at $\nu=1.5$ for various choices of $\alpha, \beta$, and $N$ in the interval $[0,1]$ are shown in Table 5. Moreover, Figures 14 and 15 display a comparison between the curves of exact solutions and the approximate solutions at $\alpha=0$ and $\beta=1$ of proposed problem subject to $u(0)=0$ for the four different fractional orders $v=0.2,0.4,0.6$, and 0.8 in case of $N=12$ and $N=16$, respectively. From all the Figures $12-15$, it can be seen that the numerical solutions are in complete agreement with the exact solutions for all values of $v$. Also, from the numerical results implemented in this example, the classical Laguerre polynomial ( $\alpha=0$, $\beta=1$ ), which is used most frequently in practice, is not the best one, especially when we are approximating the solution of fractional differential equations.

## 6. Conclusions

In this paper, we have proposed two efficient spectral methods based on modified generalized Laguerre polynomials for tackling linear and nonlinear FDEs on the half line. In these methods, the problem is reduced to the solution of a system of algebraic equations in the expansion coefficient of the solution. Numerical examples were given to demonstrate the


Figure 14: Comparing the exact and approximate solutions at $N=$ $12, \alpha=0, \beta=1$, and $\nu=0.2,0.4,0.6$, and 0.8 .


Figure 15: Comparing the exact and approximate solutions at $N=$ $16, \alpha=0, \beta=1$, and $\nu=0.2,0.4,0.6$, and 0.8 .
validity and applicability of the method. The computational results show that the proposed methods can be effectively used in numerical solution of time-dependent fractional partial differential equation and other problems on the half line.
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