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This paper proposed a crime busting model with two dynamic ranking algorithms to detect the likelihood of a suspect and the
possibility of a leader in a complex social network. Signally, in order to obtain the priority list of suspects, an advanced network
mining approach with a dynamic cumulative nominating algorithm is adopted to rapidly reduce computational expensiveness than
most other topology-based approaches. Our method can also greatly increase the accuracy of solution with the enhancement of
semantic learning filtering at the same time. Moreover, another dynamic algorithm of node contraction is also presented to help
identify the leader among conspirators. Test results are given to verify the theoretical results, which show the great performance for
either small or large datasets.

1. Introduction

Nowadays, many crimes are committed by collaboration of
conspirators.Therefore, with the interconnections of conspir-
ators, a complicated conspirator network can be spawned.
However, many conspirators still sustain their social ties with
the outside, and thus conspirator network often hides in a
greater social network.

To identify the hidden conspirators’ network from a com-
plex social network, it calls for us to discover the hidden con-
spirators’ network and analyze its unique features to detect
the leader. Those features of networks can be captured from
various information, such as topological properties of the
network, semantic network analysis of their messages inter-
actions, and other prior knowledge, which contains known
conspirators, known nonconspirators, and background of the
entire social network.

To study this network, manual approach is themost com-
prehensive method. However, it would become extremely
ineffective and inefficient with large database. From many
pervious work [1–4], to deal with the problem of large
database, people have used the graphic-based centrality mea-
sures of network to study the characteristics of conspirators.

Criminals with high betweenness centrality are usually bro-
kers, while those with high degree centrality appreciate better
profit by running higher risks [1]. Morselli also proposed that
leaders of a criminal organization tend to balance profit and
risk by making a careful trade-off between out-degree and
betweenness centrality [2].

However, those static centrality approaches, which only
utilize graphical properties, tend to overlook many other
imperative analytical information such as the network topol-
ogy, the sematic meaning of people’s interactions. Therefore,
the idea of complex network analysis, including subnetwork
detection and block-modeling, has been introduced to detect
the inner patterns of interactions between social actors [3].
Despite they shed light on the internal structures of networks,
these approaches are still burdened with intimidating com-
plexity with large databases.

Inspired by the discussions above, the suspicious rank-
ing system must be modified carefully to combine these
pieces of information with network topology and centrality.
Meanwhile, topics with higher frequency and more contacts
to known conspirators may increase the crime probability.
To provide a better solution to this problem, an advanced
dynamic network mining approach with semantic network



2 Abstract and Applied Analysis

analysis will be introduced in this paper. Notably, based on
modifying the definition of centrality, dynamic cumulative
nominating algorithm to measure each people’s suspicion
will be adopted to serve our model better, which will reduce
computational expensiveness than most other topology-
based approaches. In the meantime, with the enhancement
of semantic learning, the accuracy of solution will be also
increased. Furthermore, with deeper analysis of the struc-
ture of the possible conspirator network, node contraction
algorithm will be presented to help identify the leader
among conspirators. As a final point, the traditional centrality
approach is also performed to verify the inner agreement and
connection with our approach. Through that way, a priority
list based on the possibility of the suspect and suspect’s leader
rank will be dynamically adjusted with new clues added.
Eventually, the model will be promoted into a more common
place which can be applied in other networks.

The algorithmswill be testedwith the data from ICM2012
problem [5] which shows the great performance for either
small or large datasets.

2. Overall Assumptions and Preliminaries

2.1. Overall Assumptions

(i) A conspirator knows all other members in the con-
spiracy.

(ii) A nonconspirator does not know who conspirators
are andhence treats conspirators andnonconspirators
equally.

(iii) A conspirator is reluctant to mention to an outsider
topics related to crime.

(iv) Conspirators tend not to talk frequently with each
other about irrelevant topics.

(v) The leader of the conspiracy is the most inseparable
of the whole conspirators’ network.

(vi) The information of known conspirators and noncon-
spirators is valid.

(vii) The information offered in materials is complete and
reliable. All the messages and the topics represent
their thoughts, ignoring that someone lies during the
eavesdropping.

2.2. Models Preliminaries

2.2.1. Degree. Degree is defined as the number of edges linked
to a node in graph. It can be written as deg(V). In directed
graph, the number of incident edges is input degree degin(V).
The number of emergent edges is output degree degout(V).

2.2.2. Centrality. Centrality of nodes indicates the relative
importance of nodes within a graph. It can be utilized to
determine the center of the suspicious network. Here are
three popular types of centrality.

(i) Degree Centrality. Degree centrality refers to the centrality
of a node with respect to other adjacent nodes. In suspicious

Table 1: Symbol.

Symbols Meaning
deg(V) Degree of a node
𝐶
𝐷
(𝑖) Degree centrality

𝐶
𝐵
(𝑖) Betweenness centrality

𝜔
𝑗,𝑘 The shortest path between two nodes passing node 𝑖
𝑙 Number of topics in one conversation
𝐾(𝑒
𝑖𝑗
) The number of conversations with same person

𝑞𝑛+1
𝑖

The nomination score of the node V
𝑖
after (𝑛 + 1)

iteration

𝑞𝑛
𝑖

The normalized nomination score of the node V
𝑖
after 𝑛

iteration
𝑎
𝑖𝑗 The element in the adjacent matrix of the effect network
𝑤
𝑡 Empirical weight of topic’s effect, in our case 𝑤

𝑡
= 15

𝑇(Vij) Unified topic’s suspicion degree, from V
𝑗
to V
𝑖

network, it reflects activeness of a member. More links to a
member means more possible the member be the leader. For
a given graph 𝐺 := (𝑉, 𝐸) with 𝑉 set of nodes and 𝐸 set of
edges, the normalized degree centrality of node 𝑖 is

𝐶
𝐷 (𝑖) =

∑
𝑁

𝑗=1
𝐾(𝑒
𝑖𝑗
)

𝑁 − 1
, 𝑖 ̸= 𝑗, (1)

where 𝐾(𝑒
𝑖𝑗
) = the number of conversations between V

𝑖
and

V
𝑗
. 𝑒
𝑖𝑗
= binary variable represents whether there is a link

between two nodes. If there is one ormore conversation from
V
𝑖
to V
𝑗
, 𝑒
𝑖𝑗
= 1, otherwise the value is 0;𝑁 = count(V

𝑗
).

(ii) Betweenness Centrality. Betweenness centrality measures
how much a node acts as a medium along the shortest path
between two other nodes. It helps analyzing who has bigger
possibility to be an intermediary to exchange information
between two othermembers.Memberwith high betweenness
centrality also plays an important role in suspicious networks.
The normalized betweenness centrality is

𝐶
𝐵 (𝑖) =

∑
𝑁

𝑗=1
∑
𝑁

𝑘<𝑗
𝜔
𝑗,𝑘 (𝑖)

𝑁 − 1
, 𝑖 ̸= 𝑗, (2)

where 𝜔
𝑗,𝑘

shows whether the shortest path between two
nodes passing node 𝑖.

2.2.3. Symbol Chart. For some symbol and theirmeaning, see
Table 1.

3. Analysis of Suspicious Topics

3.1. Statistical Analysis. Topics among known conspirators
are important information which can be utilized to analyse
conspirator’s characteristics on choosing topics. According
to the statistical characteristics, some unknown conspirators
can be unearthed and some people’s suspicion can be elimi-
nated.



Abstract and Applied Analysis 3

Table 2: Topics among known conspirators.

Jean Alex Elsie Paul Ulf Yao Harvey
Jean 11∗ 8 14
Alex 1 13∗ 11∗ 3, 7∗

Elsie 11∗ 13∗

Paul 11∗ 7∗ 7∗ 4
Ulf 7∗, 11∗, 13∗ 13∗

Yao 13∗ 7∗, 11∗, 13∗ 7∗, 9 13∗ 2, 7∗

Harvey 13∗

Suspicious topics are in bold with ∗.

Text data

Extract Network Analysis

Result

TopicMessage
People

Message

Crime theme
Key theme

Figure 1: Semantic network analysis procedure.

After analyzing the test data from ICM 2012, Table 2
displays the topics relation matrix among known conspir-
ators, and then Table 3 illustrates the comparison of suspi-
cious topic among different kinds of groups. As we know,
conspirators usually talk about known suspicious topics
(topics 7, 11, 13) and rarely mention irrelevant topics to other
conspirators.Therefore, a suspect person ismore likely to be a
conspirator if conspirators often talk about suspicious topics
with him. Conversely, a person who often receives irrelevant
information is probably innocent.

To sum up, the conclusion is as follows.

(i) Topic 13 has more conspiracy possibility than topics
11, 7.

(ii) Topic 11 has more suspects involved. It is an active
topic among the suspects and conspirators.

(iii) Topic 7 has larger frequency among suspects.

3.2. Semantic Network Analysis

3.2.1. Background. Semantic network is a network which
represents semantic relations between concepts. This is often
used as a form of knowledge representation. It is a directed
or undirected graph consisting of vertices, which represents
concepts and edges. Semantic network analysis, a machine
learning technique to analyse large amount of messages in

the foundation of semantic network, is commonly used in
search engines. It can predict user’s identity and inclination
according to the frequently used searching words of the user.
So, semantic analysis can be used to separate given topics into
more detailed parts [6].

The term text analysis describes a set of linguistic,
statistical, and machine learning techniques that model and
structure the information content of textual sources for
business intelligence, exploratory data analysis, research, or
investigation. It attaches importance only to the text itself [7,
8]. Semantic network analysis represents human’s knowledge
and text analysis puts an emphasis on textual data processing.
The procedure of semantic network analysis is demonstrated
in Figure 1.

3.2.2. Basic Assumptions

(i) The meaning of a word could be represented by the
set of its verbal associations [9].

(ii) Social network analysis is based on an assumption
of the importance of relationships among interacting
units [10].

3.2.3. Step Procedures and Results

Step 1. Series of suspicious words and themes related to crime
will be extracted from the known suspicious messages in
Topic.xls.

After machine learning of topic semantic diffusion [11],
four suspicious factors are chosen by the system as follows:

(1) Economic information
(2) Spanish words
(3) Codes
(4) Known conspirators’ names.

Step 2. It is easy for us to analyze the connection between
the original topics and suspicious topics. Then we sort out
topics that are related to these pieces of criminal information
exacted. So, more topics are related to crime. We called the
topics that were not suspicious topics and did not contain the
key theme or word as normal topic.

Step 3. Since the number of conspiratorial topics has
increased, in order to distinguish the degree of suspicion, we
assign different topics to different weights again, depending
on how much they are related to crime. In the process
of calculating the topic weight, 4 variables 𝑖

1
, 𝑖
2
, 𝑖
3
, 𝑖
4
are

promoted to represent these 4 factors. The value of the four
variables is either 1 or 0. Then, the suspicion degree of topics
based on four factors can be presented as

deg
𝑠
= 𝑘
1
𝑖
1
+ 𝑘
2
𝑖
2
+ 𝑘
3
𝑖
3
+ 𝑘
4
𝑖
4
, (3)

where 𝑘
1
, 𝑘
2
, 𝑘
3
, 𝑘
4
are coefficients of each factor and 𝑘

1
+𝑘
2
+

𝑘
3
+ 𝑘
4
= 1.

In order to simplify analysis, we assign same importance
to the four factors, which means 𝑘

1
= 𝑘
2
= 𝑘
3
= 𝑘
4
= 0.25.
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Table 3: Suspicious topics frequency comparison.

Innocent-innocent Innocent-conspirators Innocent-suspect Suspect-conspirators Conspirators-conspirators
Topic 7∗ 0% 0% 8.03% 12.28% 25%
Topic 11∗ 0% 0% 4.16% 8.77% 21.43%
Topic 13∗ 0% 9.09% 0% 5.26% 28.57%
Sum 0% 9.09% 12.5% 26.3% 75%

Table 4: The suspicion degree of topics.

Topic Suspicious keywords deg
𝑠

1 Stock price (1) 0.25
2 Spanish (2) 0.25
3 0
4 Paige (4) 0.25
5 Security (3), Chris (4) 0.5
6 Paige (4) 0.25
7∗ Spanish (2), codes (3), (4) 0.75
8 0
9 Jean (4) 0.25
10 0
11∗ Accounting (1), flaws (3), (4) 0.75
12 Spanish (2) 0.25
13∗ Key in the conspiracy plan 1
14 High price (1) 0.25
15 Computer security (3), Paige (4) 0.5

Table 5: 5 types of topics.

Type 1 Type 2 Type 3 Type 4 Type 5
Topics 13∗ 7∗, 11∗ 5, 15 1, 2, 4, 6, 9, 12, 14 3, 8, 10
deg
𝑠

1 0.75 0.5 0.25 0

According to former equation, the suspicion degrees of all
15 topics are shown in Table 4.

Based on the suspicion degree of each topic, 15 topics can
be divided into 5 types as shown in Table 5.

Similar to pervious statistical analysis, Tables 4 and 5
suggest that suspicious topics 7, 11, 13 are highly relevant to
crime for their bigger weight. Topics 5, 15 show some clues
about crime and other topics indicate little connections with
crime.

Step 4. In order to simplify the situation of multitopic and
multiconversation with the same person, a unified topic
suspicion degree of topic is defined in terms of each topic’s
suspicion degree. For conversation with multitopics, the
suspicion degree of each topic is sum up to as the numerator
of the unified topic suspicion degree. For the situation of
multiconversation with same person for more than one time,
an average value will be calculated. Therefore, the unified
topic suspicion degree can be represented as

𝑇 (V
𝑖𝑗
) =

∑
𝐾(V𝑖𝑗)

𝑘=1
∑
𝑙
deg
𝑠

𝐾(𝑒
𝑖𝑗
)

; V
𝑖𝑗
̸= 0 or 𝐾(V

𝑖𝑗
) ≥ 1, (4)

where 𝑙 = number of topics in one conversation and 𝐾(𝑒
𝑖𝑗
) =

the number of conversations between V
𝑖
and V
𝑗
.

This suspicion degree is a significant indicator to deter-
mine a person’s identity.

4. Cumulative Nominating Algorithm

4.1. Algorithm Descriptions. The likelihood of conspirators’
nodes in the social network can be regarded as the reputation
in the small network of conspirators.Thus, the priority list can
be obtained from the algorithm of cumulative nominating.
Thenomination scores indicate the importance of a particular
node in the small network of conspirator, which reflect
the suspicious degree of a suspect. This algorithm can be
specifically described as 4 simple principles [12].

(1) The new nomination of a node not only includes
its pervious nomination scores but also contains the
effect of the pervious nomination scores of nodes
which it is connected to. To sum up, the nomination
score includes 2 parts: pervious scores and effect of
others [13, 14].

(2) The effect of others includes other’s scores, topic, and
the manage identity.

(3) The initial nomination scores are the conditions of the
problem, which is conspirators = 1, suspect = 0.5, and
innocent people = 0. Normalization is done after each
term of nomination in order to adapt to different size
networks.

(4) After enough time of nomination cycle, when the
nomination scores of suspect are enough for discrim-
ination but not higher than the score of known con-
spirator, we believe that the irritation can be stopped
and the higher cumulative nomination scores, the
higher suspicious degree.

The entire cumulative process can be express as

𝑞𝑛+1
𝑖
= 𝑞
𝑛

𝑖
+∑
𝑗

𝑎
𝑖𝑗
𝑞
𝑛

𝑗
, (5)

where 𝑞𝑛+1
𝑖

= the nomination score of the node V
𝑖
after (𝑛+1)

iteration, 𝑞𝑛
𝑖
= the normalized nomination score of the node

V
𝑖
after 𝑛 iteration, and 𝑎

𝑖𝑗
= the element in the adjacentmatrix

of the effect network.
Considering the effect of topic and the manage identity,

𝑎
𝑖𝑗
can be defined as

𝑎
𝑖𝑗
=
𝑤
𝑡
⋅ 𝑇 (𝑒
𝑗𝑖
) − 𝑤
𝑚
⋅ 𝑒
𝑗𝑖
⋅ 𝑀 (V

𝑖
)

degout (V𝑗) + 1
, (6)
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Figure 2: Topological clustering results of EZ case.

where 𝑤
𝑡
= empirical weight of topic’s effect, in our case

𝑤
𝑡
= 15, 𝑇(𝑒

𝑗𝑖
) = unified topic’s suspicion degree, from V

𝑗

to V
𝑖
, and 𝑤

𝑚
= empirical weight of manage identity’s effect,

in our case 𝑤
𝑚
= 1;𝑀(V

𝑗
) = binary keying variable, if V

𝑗
is a

senior manager, 𝑀(V
𝑗
) = 1, otherwise the value is 0. (The

senior manager is able to talk more sensitive topics, while
others who talk those topics seem suspicious.)

In order to adapt the model to network with different
size, normalization is required to be done after each term
of iteration. Because of this, the normalized nomination
function can be expressed as

𝑞
𝑛+1

𝑖
=

{{{

{{{

{

1 𝑞𝑛+1
𝑖
≥ 1

𝑁 ⋅ 𝑞𝑛+1
𝑖

0 < 𝑞𝑛+1
𝑖
< 1

0 𝑞𝑛+1
𝑖
≤ 0

(7)

whereby ∑
𝑖
𝑞𝑛
𝑖
= ∑
𝑖
𝑞0
𝑖
, 𝑞𝑛
𝑖
∈ [0, 1];

Normalization parameter 𝑁 =
∑
𝑖
𝑞0
𝑖
− count (𝑞𝑛+1

𝑖
= 1)

∑
𝑞
𝑛+1

𝑖
̸= 1
𝑞𝑛+1
𝑖

.

(8)

Known conspirators 𝑞0
𝑖
= 1, suspect 𝑞0

𝑖
= 0.5, and known

innocent people 𝑞0
𝑖
= 0.

During the iteration, if count(𝑞𝑛+1
𝑖
= 1) > count(𝑞0

𝑖
= 1),

the iteration can stop and the final priority list is obtained
based on the nomination score 𝑞𝑛

𝑖
.

4.2. Case Validation. Here, we use two given cases from ICM
2012 to verify our algorithm.

4.2.1. EZ Case. EZ case can be utilized to verify our model
because of its similar suspicious network, small data quantity,
and known result. Given data of EZ case will be substituted
into the cumulative nominating algorithm in our model. The
supervisor has offered some information:

(1) Dave, George are known conspirators and Anne, Jaye
are known nonconspirators;

(2) 28 messages with 5 topics among 10 people;

(3) Ellen, Carol were found based on supervisor’s analy-
sis, but Carol was misjudged;

(4) Bob admitted his involvement in conspiracy;

(5) supervisor was pretty sure that Inez was involved.

After degree clustering, the topological results of EZ case
are shown in Figure 2. In addition, based on semantic
analysis, topics 1, 3, 5 are considered as suspicious topics and,
respectively, weighted as 1, 1, and 1. Other topics are weighted
as 0.

Test result is shown in Figure 3.
The test result shows that Dave, George, Inez, Jaye, and

Ellen are the top five of all 10 people.This result is partly same
to supervisor’s result.

Moreover, Inez is identified by our model and Carol is
also misjudged. The test result also corresponds with known
result.

Bob shows low possibility in our result because he
has few conversations with other people especially known
conspirators and he often talks about nonsuspicious topics.

Therefore, our analysis model displays higher accuracy
than supervisor’s model.
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Figure 3: Priority list of EZ case.

4.2.2. Complex Case. The following are information that ICM
2012 has previously provided to us [5]:

(i) all 83 office workers’ names;
(ii) 15 short descriptions of the topics;
(iii) 364 links of the nodes that transmit messages and the

topic code numbers;
(iv) 7 known conspirators: Jean, Alex, Elsie, Paul, Ulf, Yao,

and Harvey;
(v) 8 known nonconspirators: Darlene, Tran, Jia, Ellin,

Gard, Chris, Paige, and Este;
(vi) senior managers of the company: Jerome, Delores,

and Gretchen.

Two new clues are added as follows:

(i) topic 1 is also connected to the conspiracy;
(ii) Chris is one of the conspirators.

(1) Without New Clues. For complex case, ICM has offered us
some information as shown below:

(i) 364 links of the nodes that transmit messages and the
topic code numbers;

(ii) 7 known conspirators: Jean, Alex, Elsie, Paul, Ulf, Yao,
and Harvey;

(iii) 8 known nonconspirators: Darlene, Tran, Jia, Ellin,
Gard, Chris, Paige, and Este;

(iv) senior managers of the company: Jerome, Delores,
and Gretchen.

After degree clustering, the topological results of complex
case are shown in Figure 4. According to the given data
in “Messages.xls”, “Names.xls”, and Topics.xls, a priority list
based on cumulative nominating algorithm that shows the
likelihood of one’s being conspirator is obtained in Figure 5.

(2) With New Clues. New clues: topic 1 is also connected to
the conspiracy and Chris is one of the conspirators.

After changing Chris’s 𝑞0 = 1, and changing Topic 1’s
deg
𝑠
= 1, the result is obtained as Figure 6.

Even though the new clues cannot coincide with the orig-
inal one, the former actually fluctuates slightly surrounding
the latter. That is to say, they are quite similar to some extent.
As to the big difference of the last node (Chris), it is a result
when Chris becomes a known conspirator. Therefore, the
model still works well and the list remains stable even if some
conditions have changed.

After the iterative computation, the known conspirators’
scores remain equal to one, while some known innocent
persons’ scores change rapidly, which is reasonable because
in later clues some known innocent persons may also change
into the conspirators, like Chris.

However, this algorithm cannot distinguish the possible
leader from the known conspirators and high suspicious sus-
pects because the nomination scores of known conspirators
are all the same equal to one.

5. Node Contraction Algorithm

5.1. Algorithm Description. The model based on cumulative
nomination algorithm cannot clearly differentiate nodes with
high score. Hence, a new analyzing method should be
introduced to compare the difference among nodes within
conspiracy. The leader can be finally identified by this
method.

Node contraction method [15–17] combines the node to
be measured with its adjacent nodes into a new node and
compares the importance of each contracted node based on
its network agglomeration degree. This method suggests that
the most important node is the one whose contraction leads
to the largest increase of the networks agglomeration. Both
degree and position are considered in node contraction.

Assume V
𝑖
is a node within graph𝐺 = (𝑉, 𝐸), the adjacent

nodes of V
𝑖
with total number of 𝑘

𝑖
will combine with V

𝑖
, and

then a new node V
𝑖
substitutes the original 𝑘

𝑖
+ 1 nodes.

As shown in Figure 7, if a node’s agglomeration degree
is Φ(𝐺), the contracted agglomeration degree can be repre-
sented as Φ(𝐺 ∗ V

𝑖
). If V
𝑖
is really important, the contracted

network can be well agglomerated [18, 19].
The agglomeration degree of network depends on two

factors, the connection ability among each node and the
amount of nodes within the network 𝑁. The connection
ability can be measured by an average distance 𝐿which refers
to the mathematical average of distance between two nodes
(node pair). The agglomeration degree of network is defined
as

Φ (𝐺) =
1

𝑁 × 𝐿
=
𝑁 − 1

∑
𝑖 ̸=𝑗
𝑑
𝑖𝑗

, (9)

where𝑁 ≥ 2, 𝑑
𝑖𝑗
= distance between V

𝑖
and V
𝑗
, 0 < Φ ≤ 1.

Then, the importance of node V
𝑖
is expressed as

IMC (V
𝑖
) = [1 −

Φ (𝐺)

Φ (𝐺 ⋅ V
𝑖
)
] ⋅ 𝑞
𝑖
, (10)

where 𝐺 ⋅ V
𝑖
= graph after contraction of V

𝑖
.
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Figure 4: Topological clustering results of complex case.
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Figure 5: Suspect nomination priority list without new clues.

The node V
𝑖
plays more important role if it has more links

𝑘
𝑖
, becausemore other node pairs’ shortest paths pass through

it and the average distance after contraction will be highly
reduced. In a conspiracy, the leader often connects with
more people than other conspirators and messages between
two subordinates often pass through the leader. This two
properties can indicate a person’s importance.

Basic steps of node contraction are shown below.

Step 1. Calculate the distance between a node pair (V
𝑖
, V
𝑗
),

which is 𝑑
𝑖𝑗
.

Step 2. Calculate the initial agglomeration degreeΦ(𝐺) of the
network.
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Figure 6: Suspect nomination priority list with new clues.
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Figure 7: Illustration of node contraction.
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Step 3. Calculate the importance of V
𝑖
.

(a) Calculate 𝑑
𝑙𝑗
of all node pairs (V

𝑙
, V
𝑗
) after contraction.

(b) CalculateΦ(𝐺 ∗ V
𝑖
).

(c) Calculate ICM(V
𝑖
).

5.2. Leader Rank Result. Suspicion score 𝑞
𝑖
of each node

can be obtained from results of former model. Nodes with
suspicion score bigger than 70% can be taken into node
contraction method. Because the final purpose is identifying
the leader, we only consider people with high suspicion score
and compare the importance of these people.The personwith
biggest importance value is judged as leader of the conspiracy.
The result is shown in Figure 8.

From Figure 8, Jean ranks first among all 13 people. So,
Jean can be considered to be the leader of the conspiracy
network.

5.3. Centrality Theory Support. Centrality-based analysis of
criminal networks finds that a leader of a criminal organiza-
tion tends to carefully balance out-degree and betweenness-
centrality. It has been proposed that the leader usually
maintains a high betweenness centrality but a relatively low
out-degree, for enhancing efficiencywhile ensuring safety [2].

In Figure 9, Jean has high relatively betweenness central-
ity with relatively low out-degree, which is in accord with
his identity of a leader. Thus, our conclusion that Jean is the
leader is thus empirically supported by centrality theory.

6. Model Promotion

Networks have a typical pattern that they all consist of nodes
and links. Inmost cases, nodes and links containmany related
information. So, such kind of network can be analyzed by
mathematical method. For our model takes full account of
interactions among nodes and weights of different related
information, it can also be utilized in other similar cases, such
as: social network and biological network.

A common approach of network analysis is presented
below.

(1) Observe the characteristics of the network and trans-
form the complex relations among each individual
into an abstract mathematical network with each
individual as nodes and relations as links or edges.

(2) If detailed information of the network is unknown,
figure out the basic parameters of each node within
the network, degree and centrality. These parameters
can roughly reflect the importance of each person.

(3) For some certain cases, semantic network analysis
should be applied to weigh the suspicion degree
to increase accuracy. What is more, the effect of
interconnection among individuals should be consid-
ered. Combining suspicion degree with interaction, a
cumulative score of each node can be calculated. After
iteration, one can identify, prioritize, and categorize
similar nodes in a network database.

(4) Use node contraction method to measure the impor-
tance of each individual within a small ensemble.
The core of the network is the one with biggest
importance.

In a contagion network, the source of disease can be found.
Infected individuals and uninfected ones can be segregated
by making use of our model. This model is beneficial for
the institution of disease control and prevention to prevent
contagion spreading.

7. Conclusions and Further Discussion

In this paper, we have proposed a crime busting model with
two dynamic ranking algorithms—cumulative nominating
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algorithm and node contraction algorithm in order to detect
the likelihood of a suspect and their leader in a complex
social network. The contributions and further discussion of
our results are list as follows.

7.1. Contributions

(i) Comprehensive: we take both the message and node
position into consideration for identifying, prior-
itizing, and categorizing. So, the solution of our
model pursues high credibility, while reducing the
misjudgment rate.

(ii) Reasonable: the result of our model matches perfectly
with the experience, which proves the rationality and
correctness of our model.

(iii) Extendable: the result of simulation shows that our
model can be applied in other fields, not just crime
busting.

(iv) Flexible: we cannot judge a person to be conspiratorial
or innocent only based on the message traffic. Since
everythingmay be an accident, ourmodel has its false
positive rate which allows the unexpected things to
happen.

7.2. Further Discussion. In fact, our research on crime net-
work is just remaining in the beginning, and many problems
are waiting to be done. First, the criminal psychology is
not taken into consideration while some simple examples
show that some people may lie during the taping. Second,
since there is no clear criteria for the classification, those
conspirators who are slightly behind may be changed while
the conspirators ranking in the front remain unchanged.

In near future, many areas should be studied further, for
instance, how to apply semantic network analysis more effi-
ciently to discover the potential linkage between themessages
and scientifically classify them into different groups, how to
dynamically and automatically select reasonable criteria for
the classification, and so forth.

Appendix

Data Declarations for ICM 2012 Problem

(i) “Elsie” is given as one of the known conspirators. It is
an important data in this problem. However, there are
two “Elsie” with node number “7” and “37”. According
to some statistics about the message with suspicious
topics, it suggests that Elsie with number 7 is more
likely to be the known conspirator than the other
Elsie. Therefore, we consider Elsie with node number
7 as known conspirator.

(ii) There are two “Gretchen” with node number “4” and
“32.” After analyzing some basic statistics, “Gretchen
32” is found to have more message exchanges than
“Gretchen 4.” For common sense, managers have
more communication than others. So, Gretchen with
node number 32 should be regarded as one of the
senior managers in this problem.

(iii) “Topic 18” appears in line 215 of “Messages.xls,” but
“Topic.xls” only contains 15 topics. So, we ignore this
data to correct the error.

(iv) “Dolores” is misspelled as “Delores” in “name.xls.”
This small error should be fixed.
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