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The integral-differential equation of the parabolic type in a Banach space is considered. The unique
solvability of this equation is established. The stability estimates for the solution of this equation

are obtained. The difference scheme approximately solving this equation is presented. The stability
estimates for the solution of this difference scheme are obtained.

1. Introduction

We consider the integral-differential equation

du(t)
dt

+sgn(t)Au(t) = f B(s)u(s)ds+ f(t), -1<t<1 (1.1)
-t

in an arbitrary Banach space E with unbounded linear operators A and B(t) in E with dense
domain D(A) ¢ D(B(t)) and

”B(t)A’l” _<M, -1<t<l. (1.2)

—

A function u(t) is called a solution of (1.1) if the following conditions are satisfied:

(i) u(t) is continuously differentiable on [-1,1]. The derivatives at the endpoints are
understood as the appropriate unilateral derivatives.
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(ii) The element u(t) belongs to D(A) for all t € [-1,1], and the functions Au(t) and
B(t)u(t) are continuous on [-1,1].

(iii) u(t) satisfies (1.1).

A solution of (1.1) defined in this manner will from now on be referred to as a solution
of (1.1) in the space C(E) = C([-1,1], E) of all continuous functions ¢(t) defined on [-1,1]
with values in E equipped with the norm

”‘PHC(E) = max [lp(t)]| - (1.3)

-1<t<1

We consider (1.1) under the assumption that the operator —A generates an analytic
semigroup exp{—tA}(t > 0), that is, the following estimates hold:

ol sm e, s ostsn =

Integral inequalities play a significant role in the theory of differential and integral-
differential equations. They are useful to investigate some properties of the solutions of
equations, such as existence, uniqueness and stability, see for instance [1-11].

Mathematical modelling of real-life phenomena is widely used in various applied
fields of science. This is based on the mathematical description of real-life processes and
the subsequent solving of the appropriate mathematical problems on the computer. The
mathematical models of many real-life problems lead to already known or new differential
and integral-differential equations. In most of the cases it is difficult to find the exact solutions
of the differential and integral-differential equations. For this reason discrete methods play
a significant role, especially with the appearance of highly efficient computers. A well-
known and widely applied method of approximate solutions for differential and integral-
differential equations is the method of difference schemes. Modern computers allow us to
implement highly accurate difference schemes. Hence, the task is to construct and investigate
highly accurate difference schemes for various types of differential and integral-differential
equations. The investigation of stability and convergence of these difference schemes is based
on the discrete analogues of integral inequalities.

Gronwall in 1919 showed the following result [12].

Lemma 1.1. If M = const > 0, 6 = const > 0, and continuous function x(t) > 0 satisfies the
inequalities

t
x(t) <6+ MI x(s)ds, 0<t<T, (1.5)
0
then
x(t) <6exp[Mt], 0<t<T. (1.6)

A number of different generalizations of Gronwall’s integral inequality with one and
two dependent limits have been obtained, see for instance [13, 14].
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In numerical analysis literature, see for instance [15, 16], one can find the following
discrete analogue of Lemma 1.1.

Lemma 1.2. Ifxj, j =0,..., N is a sequence of real numbers with

i-1
|xi| < 6+ hMZ|x]
j=0

, i=1,...,N, (1.7)

where M = const > 0 and 6 = const > 0, then

|xi| < (hM|xo| + &) exp[Mih], i=1,...,N. (1.8)

In the current paper, we will derive the discrete analogue of generalization of the
Gronwall’s integral inequality. It is used to obtain the generalization of Gronwall’s integral
inequality with two dependent limits. We will consider the applications of these inequalities
to the integral-differential equation (1.1) of the parabolic type with two dependent limits in a
Banach space E. The unique solvability of this equation is established. The stability estimates
for the solution of this equation are obtained. The difference scheme approximately solving
this equation is presented. The stability estimates for the solution of this difference scheme
are obtained.

2. Gronwall’s Type Integral Inequality with Two Dependent Limits and
Its Discrete Analogue

First of all, let us obtain the theorems on the Gronwall’s type integral inequalities with two
dependent limits and their discrete analogues. We will use these results in the remaining part
of the paper.

Theorem 2.1. Assume that v; > 0, a; > 0,6; > 0,i = -N,...,N + 2M are the sequences of real
numbers and the inequalities

li-M|+M-1
v; <6 +h > awj-amom ), i=-N,...,N+2M (2.1)
j=—li-M|+M+1

hold. Then for v; the inequalities

vpm-1 < OM-1, oM+t < OMa1, oy < Om + h(ap-16p-1 + am+10Mm41), (2.2)
li-M|+M-1
’U,’S6,’+h Z (aj(sj+a2M—j62M—j)B|i—M\+M—1,j1 i=-N,... M-2,M+2,... N+2M
j=M+1

(2.3)
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are satisfied, where

k
1+h(a,+apn-n)], ifi=M+1,..., k-1,
By, - ng{l[ ( aMm-n)], if ] (2.4)
1, if j =k.

Proof. By putting i = M — 1, M + 1, M directly in (2.1), we obtain the inequalities (2.2),
correspondingly. Let us prove (2.3). We denote

|i-M|+M-1
yi=h > awj-amom ), i=-N,...,N+2M. (2.5)
j=—li-M|+M+1

Then (2.1) gets the form

U,’S(Si+yi, i:—N,...,N+2M. (26)
Moreover, we have
|M—il+M-1
Yom-i = h Z a]'U]'—aMUM =VYi, i= —N,...,N+2M. (2.7)
j=—IM—-il+M+1

Then, using (2.5)-(2.7) fori=M+1,...,N +2M — 1, we obtain

i i-1
Yiv1 —VYi = h Z a]'Uj —apmompm -h Z a]'U]' —apopm
j=2M-i j=2M-i+1

= h(a;vi + axm-iv2m-i) (2.8)
< ha;(yi + 6;) + haoyi—i (Yam—i + 6am—i)

= h(a; + axp-i)yi + h(a;6; + axp-idani—i)-

So,

Yiv1 < [1 + h(ai + azM,l-)]yi + h(ai6,~ + azM,i(SzM,i), i=M+ 1,. . .,N +2M - 1. (29)

Then by induction we can prove that

i-M-1 i-1
y; < H [1 + h(aM+n + aM—n)]]/MH + Z h(a]6] + aZM_]'(SzM_]')B,'_L]' (2.10)
n=1 =M+l

hold fori = M +2,...,N + 2M. Since yms1 = 0, using (2.6), we obtain (2.3) fori = M +
2,...,N+2M.
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Let us prove (2.3) fori = -N,...,M -2. Using (2.5)-(2.7) fori=-N+1,..., M -1, we

have
2M-—i 2M-i-1
Yia—VYi= h Z a]-vj —apmompm -h Z llj?)j —apmompm
j=i j=i+l

= h(aiv; + axm-iv2m-1) (2.11)

< hai(yi + 6;) + haoy—i (Yom-i + 62m-i)

= h(a; + axpm-i)yi + h(a;6; + aap-i6am-i)-
So,

yi-1 < [1+h(a; + axm-i)]yi + h(ai6; + aopm-i6om-i), i=-N+1,..., M -1 (2.12)

Then by induction we can prove that

M-i-1 2M—i-1
vi< [ [1+h(amn + ap-n)lymar + Y. h(a;6; + aam-jGam-j) Bani-icy,j (2.13)
n=1 j=M+1

hold fori =-N,..., M - 2. Since yp-1 = 0, using (2.6), we obtain (2.3) fori=-N,..., M - 2.
The proof of Theorem 2.1 is complete. O

By putting M = 0, §; = const, a; = const, i = —N, ..., N, and using the inequality
1+ x < exp[x] for x > 0 in the Theorem 2.1, we get the following result.

Theorem 2.2. Assume that v; > 0, i = —N,...,N is the sequence of real numbers and the
inequalities

lil-1
vi§6+Lh< > vj—vo>, i=-N,...,N (2.14)

j=—li+1
hold. Then for v; the inequalities
vy < 6 exp[2Lh], v; < 6exp[2Lh(li|-1)], i=-N,...,-1,1,...,N (2.15)

are satisfied.

By putting Nh =1, 2Mh =T and passing to limit h — 0 in the Theorem 2.1, we obtain
the following generalization of Gronwall’s integral inequality with two dependent limits.
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Theorem 2.3. Assume that v(t) > 0, 6(t) > 0 are the continuous functions on [-1,1 + T] and
a(t) > 0 is an integrable function on [-1,1 + T] and the inequalities

v(t) <O6(t) + sgn<t - g) J;t a(s)v(s)ds, -1<t<1+T (2.16)

hold. Then for v(t) the inequalities

v(t)
<o) + J;/z(a(s)ﬁ(s) +a(T -s)6(T —s)) exp f(a(’r) +a(T - T))dT] ds, g <t<1+T,
u(t)
Tt [ (Tt T
<o)+ JT/Z(a(s)6(s) +a(T -s)6(T —s))exp j (a(t) +a(T - T))dT] ds, -1<t< 5
) (2.17)

are satisfied.

Finally, by putting 6(t) = const, a(t) = const, -1 <t <1, and T = 0 in the Theorem 2.3,
we get the following result.

Theorem 2.4. Assume that v(t) > 0 is a continuous function on [—-1,1] and the inequalities
t
v(t)<C+L sgn(t)f v(s)ds, -1<t<1 (2.18)
—t

hold, where C = const > 0 and L = const > 0. Then for v(t) the inequalities

v(t) <Cexp(2L|t]), -1<t<1 (2.19)
are satisfied.

3. The Integral-Differential Equation of the Parabolic Type

Now, we consider the application of the generalizations of Gronwall’s integral inequality
with two dependent limits and their discrete analogues to the integral-differential equation
(1.1) of the parabolic type with two dependent limits in a Banach space E.

First of all, let us give one theorem that will be needed below.
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Theorem 3.1. Suppose that F(t) € C([-1,1],E), K(t,s) € C([-1,1],E). Then there is a unique
solution of the integral equation

z(t) = F(t) +sgn(t) J:K(t, s)z(s)ds, -1<t<1. (3.1)

Proof. The proof of this theorem is based on a fixed-point theorem. It is easy to see that the
operator

Bz(t) = F(t) + sgn(t) Jt K(t,s)z(s)ds, -1<t<1 (3.2)
-t

maps C([-1,1], E) into C([-1,1], E). By using a special value of A in the norm

ol er-101,6) = = maxe o), (3.3)

we can prove that A is the contracting operator on C*([-1,1], E). Indeed, we have

[t]
e || Bz(t) - Bu(t)|| < f IK(t,8)|lp_ pe 1D 2ol z(5) — u(s)|| pds
-t

I¢]
< max IK(9)lpp [ ez
-1t

. ds
_max C([-1L1LE)

g (3.4)
=2 K(t AH-9) dgll 2 — ] :
max Kl [ e szl
1—e M
= Z_Qséan(t/ e~ ellz = ulle 11,8 1
- 2(1-¢e™) Kl
<z = ulle = max Kt s)le-k
for any t € [-1,1]. So,
1Bz = Bullc-((-111,5) < 12 = ll v (-1,11,6)205 (3.5)

where a) = (2(1-e™)/A\)max_1<s4<1||K(t, 8)||[r—r and ay — 0 when A — oo. Finally, we note
that the norms

ol (1,118 = = maxe ot)|g,

(3.6)
lolle-111,8) = = max ||U(t)||E

are equivalent in C([-1,1], E). The proof of Theorem 3.1 is complete. O
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Theorem 3.2. Suppose that assumptions (1.2) and (1.4) for the operators A and B(t) hold. Assume
that f(t) is continuously differentiable on [-1,1] function. Then there is a unique solution of (1.1)
and stability inequality

du(t)
dt

1
+ max [|Au(t)l|p < M” [Ilf(o)llE +f ||f’(s)||Eds] 3.7)
E o -1

-1<t<1

holds, where M* does not depend on f(t) and t.

Proof. The proof of the existence and uniqueness of the solution of (1.1) is based on the
following formula:

u(t) = sgn(t) AL f(t) — sgn(t)e A A £(0) — sgn(t) f t e (=14 A-1 £7(5) ds
t ’ (3.8)
+ sgn(t)j [I - e‘(‘t“ls‘)A]A‘lB(s)u(s)ds, -1<t<1
—t

and the Theorem 3.1.
First, we note that the solution of (1.1) satisfies u(0) = 0. Indeed, assume that u(t) is
the solution of (1.1) with B = 0. Then

W (f) + Au(t) = f(t), 0<t<l,

(3.9)
u'(t) — Au(t) = f(t), -1<t<0,
and from the continuity of f, '(t), and Au att =0 we get
u'(0) + Au(0) = £(0),
(3.10)

1 (0) ~ Au(0) = £(0).

This leads to 2Au(0) = 0, and it follows that #(0) = 0.
Let us now prove (3.8). First, we consider the case when 0 < t < 1. It is well known
that the Cauchy problem

W) | auy = Fp, 0<t<i,
dt (3.11)

u(0) =0

for differential equations in an arbitrary Banach space E with positive operator A has the
unique solution

t
u(t) = f e "I4F(s)ds, 0<t<1 (3.12)
0
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for smooth F(t). By putting
t
F(t) :J B(s)u(s)ds + f(t),
-t
we have

t t s
u(t) = f e 94 (s)ds +J e’(t’S)AJ‘ B(t)u(t)drds, 0<t<1.
0 0 -s
Since

t s ot
j f e AB(T)u(r)dr ds = f I e AB(T)u(r)ds dr
0 0Jr

—S

0 at
+f f e AB(T)u(r)ds dr
-t/ -7

= ft (1-e=94) A7 B(z)u(r)dr
0

0
I- —(t+7)A A—lB d
+ f_t< e ) (T)u(t)dr
_ f (1 e D) A B(syu(s)ds,
—t
f A (9)ds = Af(H) - A ATF(0) - f e AT ! (s)ds,
0 0

we obtain (3.8) for0 <t < 1.
Now, let -1 <t < 0. Then we consider the problem

du(t)
dt

~ Au(t) = F(t), -1<t<0,

u(0) =0

(3.13)

(3.14)

(3.15)

(3.16)

for differential equations in an arbitrary Banach space E with positive operator A, which has

the unique solution

0
u(t) = —J‘ e"94F(s)ds, -1<t<0.
t

By putting

t
F(t) = f_t B(s)u(s)ds + f(t),

(3.17)

(3.18)
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we have

0 0 —-s
u(t) = —f 94 £ (s)ds + L e(t‘s)Af B(t)u(t)drds, -1<t<0. (3.19)

t s

Since

s

0 s -t T
f f e DAB(T)u(t)dr ds = f j e AB(T)u(r)ds dr
t 0o Jt
0 o1
+f f e"AB(T)u(r)ds dr
t )t

= r<1 — et D) AT B(Tu(r)dr
’ (3.20)

n fo <I - e(*‘T)A>A‘1B(T)u(T)dT
t

= I_t<1 - e‘H“S')A)A‘lB(s)u(S)ds,
t
0 0
f e(t—s)Af(S)dS _ A—lf(t) _ etAA—lf(O) + f e—(—t+s)AA—1f/(S)dS’
t t

we obtain (3.8) for -1 <t <0.
From (3.8) it follows that

Au(t) = sgn(t) f(t) —sgn(t)e 4 £(0) - sgn(t) f ; e -IDA £ (5) ds

t (3.21)
+ sgn(t)f [I - e_(‘”"‘s‘)A]B(s)u(s)ds, -1<t<1.

Applying the triangle inequality and assumptions (1.2) and (1.4), we get
I¢]
laut)le < |F Ol + ™), IO+ f e ]| L1 F @)l s

+ f ltlt [+ [l Beoat],  laus)pds

1 (3.22)
< (M+ 1)[||f<0)||E +f1 ||f’(s>IIEds]

t
+sgn(t) M(M + 1)I |Au(s)||gds, -1<t<1.
—t
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Then, using the Theorem 2.4, we have

1
JAu®lle < (M +1) [|| FO, + L I f’(S)||Eds]eZM(M+1)ItI

) (3.23)
< (M +1)2MMD) [||f(0)||E +I ||f’(s)||Eds], -1<t<1.
-1
So,
1
max||Au(t)| < (M + 1)e?MM+) [|| FO)+ L £ (s) ||Eds]. (3.24)

By applying the triangle inequality in (1.1) and assumptions (1.2) and (1.4), we obtain

| %52, < nawcon:+ f” [Be)a™ |, lAu(s)lds + [ £ 1), .
<@ ) maxau®le + 1O+ [ 17 @llds, <<t
So,
max [4O) < onte 1) ma auol + IO+ [ IF@lds 620

Then using (3.24), we have

du(t)
dt

—-1<t<1

1
o+ maxlAu()le <20+ D max LA+ |FOll+ [ 176 s

1
< (20 + 17040 1) £+ [ 1F6) s
-1
3.27)

So, stability inequality (3.7) holds with M* = 2(M +1)?2MM+1) 4 1 The proof of Theorem 3.2
is complete. O

Note that it does not hold, generally speaking

du(t)
dt

< *
o] ot max|lAu(t)|g < M _1m§et1§<1|| f®llg (3.28)

in an arbitrary Banach space E for the general strong positive operator A, see [17, Section 1.5,
Chapter 1]. Nevertheless, we can establish the following theorem.
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Theorem 3.3. Suppose that assumptions (1.4) for the operator A hold and

||B(t)A-1

<M, -1<t<1 (3.29)

a— Ea

Assume that f(t) is a continuous on [-1,1] function. Then there is a unique solution of (1.1) and
stability inequality

du(t)
dt

+ Ault < M* t
HEa max [[Au()][g, < M* (@) max|| £ ()

. (3.30)

=11

holds, where M*(a) does not depend on f(t) and t. Here the fractional spaces E, = E,(E, A) (0 <
a < 1), consisting of all v € E for which the following norms are finite:

[vllg, = sup z'~*||A exp{-zA}o|| - (3.31)

O<z

Proof. First, we rewrite (3.8) as
t t
u(t) = J' e (H-1sDA £ (5) ds + sgn(t)f [1 - e*lfHS')A] A7'B(s)u(s)ds, -1<t<1. (3.32)
0 —t

The proof of the existence and uniqueness of the solution of (1.1) is based on the formula
(3.32) and an analogue of the Theorem 3.1. Let us prove (3.30). From (3.32) it follows that

Au(t) = f; Ae DA £(5)ds + sgn(t) Jtt [1 - e’(“"'sDA]B(s)u(s)ds, -1<t<1.  (3.33)

Applying the triangle inequality, the definition of the norm of the space E, and assumptions
(1.4) and (3.29), we obtain

It
[Au(®)]lg, <

Ae—(ItI—ISI)Af(S)dS
|

,It

+ J'“It [1 + He_(ltl_|5|)A||E_>E] ||B(S)A—1

[¢]
Ae—(ItI—ISI)Af(S)dS

-t

Eq

[Au(s)l|g,ds (3.34)

E,—E,

IN

+sgn(t)yM(M +1) jtt |Au(s)llg, ds.

Eq

By [17, Chapter 1, Theorem 4.1], we obtain

max || £ (¢)

= a(l-a)-1=

[¢]
H ; Ae DA £(5)ds E- (3.35)

Eq
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So,

t
JAu®)lr, < s max IOl +sgn®OMM+ D) [ JAu@leds  636)

for -1 <t < 1. Then, using the Theorem 2.4, we have

MM ] <<, (3.37)

lAu®lls, < —2— max | £(t)

e
a(l-a) <<t Ee

So,
max || Au(t)||z < Lmax lf ) MM, (3.38)
1l Ee = a(1 - a) 124 Ea
Then, using the triangle inequality in (1.1) yields
du(t) MM +1) 2M(M+1)
< ——= .
cg<|| dt g, T a(l-a) Hls%;(lllf(t) Ie.e (339)

Combining last two inequalities, we obtain (3.30) with M*(a) = (M(M+2)/a(1-a))e*MM+1),
The proof of Theorem 3.3 is complete. O

Now, we consider the Rothe difference scheme for approximate solutions of (1.1).

k-1

uk—uk—l+Auk= Z But+¢r, k=1,...,N,
T i=—k+1
Uy — Uk -
T L~ Auyy = _ZBiuiT ¢k, k=-N+1,...,0, (3.40)
i=k

By = B(tx), tx=kr, k=-N,...,N,

uo=0.

Theorem 3.4. Suppose that the requirements of the Theorem 3.2 are satisfied. Then for the solution of
difference scheme (3.40), the following stability inequalities

N
Uk — Uk-1
e ] e s e [l 5 legal] o0

hold, where M* does not depend on ¢, k =-N,...,N.
Proof. By induction we can prove that the initial value problem

Uk — Uk-1

- +Aur=¢r, k=1,...,N, up=0 (3.42)
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for difference equations in an arbitrary Banach space E with positive operator A has a unique

solution
k .
ue = D R"yr, k=1,...,N, (3.43)
i=1
where R = (I + TA)™. By putting ¢ = S5, ., BT + ¢, we obtain
i-1
Auy = AZR" HlgiT + AZR" N But’, k=1,...,N. (3.44)
i=1 i=1 j=—i+1
Using
i k—i+1
T R -1+
i=£j+1
= T<R+ RE+-+ Rk*f) =TR(I - R)’1<I —Rk*f> = A‘1<I— Rk*f), k=1,...,N,
(3.45)
we have

AZRk i Z Bju;m* = A Z

j=—i+1

Furthermore,

S RSB+ A e Y RSB
j=—k+1 i=—j+1 j=1 i=j+1

0 k-1
=AY A (1-R)Bur+ AY AT (1= RT)Buyr - (346)
j=—k+1 j=1

k-1
-y [I—Rk’“‘]BiuiT.
i=—k+1

k

k
AY R ™Mpir = 3 (I - )Ry,
i=1

i=1

k k
— ZRk_l(Pi _ ZRk—Hl(Pi
i=1 i=1

k+1

— ZRk l+1 ZRk l+1
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k k
— ZRkiHl(Pi—l _ Rk‘PO + k — ZRkﬂJrl(Pi
i=1

i=1

k
= ¢ — Ripo — DR (9 — 9ia).

i=1

(3.47)
Putting (3.46)-(3.47) in (3.44), we get
k ' k-1 _
A = g = Rego = YR (g gia) + >, [1- R By (3.48)
i=1 1=i;k6+1
fork=1,...,N.
Since
k _ w_ 1 J‘00 k-1 -t ,~TtA _
Rt=(I+T1A) = -1, t“ete™dt, k=1,...,N, (3.49)
applying estimates (1.4) gives
k M “ k1t g, _
||R ”EﬁEg(k_l)! R dt=M, k=1,...,N. (3.50)
Then, applying the triangle inequality and the estimate (1.2) in (3.48), we obtain
k | kit
Iule < ol + [R], _ Hoolle = SRl gl
S K-l 1
o S e, ], v
i#0
k k k-1
<[220 @in) + g0+ Mllgollp + M llpi = picall g + MM +1) 37 || Auillg
i=1 E i=1 1:i—#k(-)+1
N
<M+1) 3 lgs = pially + M+ Dllgo]l
i=N+1
k-1
+ MM +1) > |Auilgr, k=1,...,N.
i=—k+1
i#0

(3.51)
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So,fork=1,...,N,

N k-1
| Au | < M<||<P0||E + > llgi- ‘Pi—1||5> +MM+1) D) ||Auigr (3.52)
i=——N+1 i=—k+1
i£0

holds, where M = max{M(1+7(M+1)),M +1}.
In a similar way, we can prove that the initial value problem

U — Uk-1

—k
= - Aup_1 = —ZBiu,’T +¢r, k=-N+1,...,0, up=0 (3.53)

i=k

for difference equations in an arbitrary Banach space E with positive operator A has a unique
solution and inequalities

N k-1
||Auk||gsm<||goo||g+ s ||¢i—<pi_1||5>+M<M+1>znAuqur i)

i=—N+1 i:.k-%-l

hold fork=-N...,0.
Now, the proof of this theorem is based on the Theorem 2.2 and the inequalities (3.52)
and (3.54). The proof of Theorem 3.4 is complete. O

Note that it does not hold, generally speaking

Uk — Uk-1

Y kz{rllvarlelAukllg < M*ki%fN”‘P"”E (3.55)

in the arbitrary Banach space E for the general strong positive operator A, see [17, 18].
This approach and theory of difference schemes of [17] permit us to obtain the
following two theorems on stability estimates for the solution of difference scheme (3.40).

Theorem 3.5. Suppose that the requirements of the Theorem 3.2 are satisfied. Then for the solution of
difference scheme (3.40) the following stability inequalities

Ul — Uk

=
(3.56)

.....

hold, where M* does not depend on ¢, k =-N,...,N.
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Theorem 3.6. Suppose that the requirements of the Theorem 3.3 are satisfied. Then for the solution of
difference scheme (3.40), the following stability inequalities

Ul — Uk

+ max ||Auk|p < M*(a) max , .
E, k=7N,4..,N” k”Ea— ( )k?NF__,N”‘Pk”ER (3.57)

hold, where M*(a) does not depend on @i, k = —N,...,N. Here the fractional spaces E, =
E/(E, A) (0 < a < 1), consisting of all v € E for which the following norms are finite:

Iollg, = supz®
0<z

Az + A)’lv”E. (3.58)

Stability estimates could be also proved for the more general Pade difference schemes
of the high order of accuracy, see [17, 19].

4. Conclusion

In this paper, the integral-differential equation of the parabolic type with two dependent
limits in a Banach space is studied. The unique solvability of this equation is established. The
stability estimates for the solution of this equation are obtained. The Rothe difference scheme
approximately solving this equation is presented. The stability estimates for the solution of
this difference scheme are obtained.
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