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## Preface

The theory of bounded translation invariant operators between $L^{p}$ spaces in several variables has attracted much interest in the literature during the past decade, partly due to its applications in some fields such as the theory of partial differential equations. Through the work of Calderón, Zygmund and others real variable methods have been introduced which have permitted the extension to several variables of results originally based on complex methods in the case of a single variable. Further,
a suitable framework for a general theory is given by the theory of distributions, for translation invariant operators are essentially convolutions with distributions (see section 1.1).

The purpose of this paper is thus the study of the spaces $L_{p}{ }^{q}$ of tempered distributions $T$ in $R^{n}$ such that with a constant $C$

$$
\|T * u\|_{Q} \leqslant C\|u\|_{p}
$$

for all infinitely differentiable $u$ with compact support, the norms being $L^{q}$ and $L^{p}$ norms. In section 1.2 we discuss those properties of these spaces which follow from M. Riesz' convexity theorem and the theory of the Fourier transformation in $L^{p}$ spaces. Some of these results are taken over from Schwartz [13], and others have been used implicitly in various papers on convolution transforms. In section 1.3 we study homomorphisms of the Fourier transform $M_{p}{ }^{p}$ of $L_{p}{ }^{p}$ induced by a mapping in $R^{n}$. It turns out that if the mapping is twice continuously differentiable and $p \neq 2$, it must be linear. This improves a result of Schwartz [13], but for $p=1$ it is weaker than known results concerning the algebra $M_{1}{ }^{1}$ of Fourier-Stieltjes transforms. In section 1.4 we prove that the Wiener-Lévy theorem is valid in a certain subalgebra of $M_{p}{ }^{p}$ whose relation to $M_{p}{ }^{p}$ is studied. The proof is rather trivial but we have included it because of its similarity with a result in Chapter II which is essential in Chapter III. (Closely related results concerning sequence spaces are due to Devinatz and Hirschman, Amer. J. Math. 80 (1958), 829-842.)

Chapters II and III are devoted to the numerous estimates which originate from Riesz' theorem on conjugate functions (Riesz [10]). In Chapter II we discuss the real variable method introduced by Calderón and Zygmund [2] in the study of conjugate functions in several variables. It has also been used later by Zygmund [18] to prove the Hardy-Littlewood-Sobolev estimates of potentials and also by Stein [15] in studying estimates of the kind which we discuss in Chapter III. The main theorem in section 2.1 describes the general situation in which such arguments apply. In section 2.2 we show first that our theorem contains the results of Calderón and Zygmund [2] and Zygmund [18] mentioned above. We then show that it also gives a short proof and a slight improvement of a theorem of Mihlin [8], [9]. (The proof given by Mihlin depends on a paper of Marcinkiewicz [7] which is based on the Littlewood-Paley theory (see Chapter III) and on the properties of Rademacher functions.) We end the section by proving a theorem of the Wiener-Lévy type for a certain algebra of homogeneous functions of degree 0 contained in $M_{p}{ }^{p}$. Closely related results are due to Calderón and Zygmund [3] but are not sufficient for the applications in Chapter III.

In Chapter III we study estimates of convolution transforms involving parameters. We do not make a systematic theory similar to that in Chapter I for such families of transforms but restrict ourselves to results parallel to those of Chapter II. In sections 3.1.-3.3 estimates involving $L^{2}$ norms with respect to the parameters are proved. In section 3.4 they are shown to contain the known results concerning the functions of Littlewood-Paley, Lusin and Marcinkiewicz as well as other estimates which may be of interest in the theory of partial differential equations. The proofs are similar to those in Section 2.1. Real variable methods have previously been used by Stein [15] in studying the Marcinkiewicz function in several variables but our method differs considerably from his. By studying the adjoint transformations which map functions in the product space of $R^{n}$ and the parameter space on functions in $R^{n}$, we obtain estimates also when $2<p<\infty$. In that case the results known previously are rather incomplete when $n>1$ and the proofs when $n=1$ seem difficult. We also obtain simple proofs of general "inverse" estimates. The results concerning $M_{p}{ }^{p}$ which follow from the Littlewood-Paley estimates are not studied here so we refer to Littlewood and Paley [5] and Marcinkiewicz [7].

This paper is essentially self-contained, which may be an advantage to the non specialist in view of the extensive literature in the field. Necessary prerequisites are elements of distribution theory, including the Fourier transformation (see [12]); Riesz' convexity theorem (see [11] and [16]), Marcinkiewicz' interpolation theorem (see [18]), and also basic facts concerning bounded operators in Banach spaces. The bibliography is very incomplete so a reader interested in studying the literature closely should consult the references given in the quoted papers also.

## Chapter I

## General theory

### 1.1. Translation invariant operators as convolutions

We denote by $L^{p}, \quad 1 \leqslant p \leqslant \infty$, the space of measurable functions in $R^{n}$ with integrable $p$ th power, and write

$$
\|u\|_{p}=\left(\int|u|^{p} d x\right)^{1 / p}, \quad u \in L^{p} .\left(^{1}\right)
$$

${ }^{(1)}$ It is convenient to set formally $\|u\|_{p}=\infty$ if $u \notin L^{p}$.

When $p=\infty$ this shall be understood as the essential supremum of $|f|$. By $L_{0}^{\infty}$ we denote the space of functions in $L^{\infty}$ which tend to 0 at $\infty$ and by $C$ the space of continuous functions. $M$ will denote the space of bounded measures $d \mu$ normed by $\int|d \mu|$. When $1 \leqslant p \leqslant \infty$ we shall use the notation $p^{\prime}$ for the conjugate exponent defined by $1 / p+1 / p^{\prime}=1$.

If $h \in R^{n}$ we denote by $\tau_{h}$ the operator defined by

$$
\left(\tau_{h} u\right)(x)=u(x-h) .
$$

Definition 1.1. A bounded linear operator $A$ from $L^{p}$ to $L^{q}$ is said to be translation invariant if

$$
\tau_{h} A=A \tau_{h}, \quad h \in R^{n}
$$

Such operators which are non trivial do not exist for all $p, q$.
Theorem 1.1. If $A$ is a bounded translation invariant operator from $L^{p}$ to $L^{q}$ and $p>q$ we have $A=0$ if $p<\infty$ and if $p=\infty$ the restriction of $A$ to $L_{0}^{\infty}$ is 0 .

Proof. First note that if $p<\infty$

$$
\begin{equation*}
\left\|u+\tau_{h} u\right\|_{p} \rightarrow 2^{1 / p}\|u\|_{p}, \quad u \in L^{p} ; h \rightarrow \infty ; \tag{1.1.1}
\end{equation*}
$$

the same is true for $p=\infty$ provided that $u \in L_{0}^{\infty}$. In fact, we can write $u=v+w$ where $v$ has compact support and $\|w\|_{p}<\varepsilon$. For sufficiently large $|h|$ the supports of $v$ and $\tau_{h} v$ do not meet, hence

$$
\left\|v+\tau_{h} v\right\|_{p}=2^{1 / p}\|v\|_{p}
$$

Since $\left|\|v\|_{p}-\|u\|_{p}\right|<\varepsilon$ and $\left|\left\|v+\tau_{h} v\right\|_{p}-\left\|u+\tau_{h} u\right\|_{p}\right|<2 \varepsilon$ and $\varepsilon$ is arbitrary, we obtain (1.1.1).

Now assume that

$$
\begin{equation*}
\|A u\|_{\Phi} \leqslant C\|u\|_{p}, \quad u \in L^{p} \tag{1.1.2}
\end{equation*}
$$

with $q<p<\infty$. The linearity and translation invariance of $A$ give

$$
\left\|A u+\tau_{h} A u\right\|_{q}=\left\|A\left(u+\tau_{h} u\right)\right\|_{q} \leqslant C\left\|u+\tau_{h} u\right\|_{p}
$$

When $h \rightarrow \infty$ it follows from (1.1.1) that

$$
\begin{equation*}
\|A u\|_{q} \leqslant 2^{1 / p-1 / q} C\|u\|_{p}, \tag{1.1.3}
\end{equation*}
$$

which improves (1.1.2) since the exponent is negative. If $C$ denotes the smallest constant such that (1.1.2) holds we thus get a contradiction unless $C=0$, that is, $A=0$. The same arguments apply when $p=\infty>q$ provided that we replace $L^{\infty}$ by $L_{0}^{\infty}$. The proof is complete.

Although somewhat incomplete for $p=\infty$ this result will justify us to assume that $p \leqslant q$ in what follows.

Let $S$ be the space of infinitely differentiable functions $u$ such that

$$
\sup \left|x_{\beta} D^{\alpha} u\right|<\infty
$$

for all $\alpha$ and $\beta$, and with the topology defined by these seminorms. Here $\alpha=\left(\alpha_{1}, \ldots, \alpha_{j}\right)$ and $\beta=\left(\beta_{1}, \ldots, \beta_{k}\right)$ are multi-indices, that is, sequences of indices between 1 and $n$,

$$
D^{\alpha}=\left(-i \partial / \partial x_{\alpha_{1}}\right) \ldots\left(-i \partial / \partial x_{\alpha_{j}}\right) ; x_{\beta}=x_{\beta_{1}} \ldots x_{\beta_{k}} .
$$

We use the notation $|\alpha|$ for the length $j$ of the multi-index $\alpha$. $S$ is dense in $L^{p}$ if $p<\infty$, and its closure in $L^{\infty}$ is $C \cap L_{0}^{\infty}$. The dual space of $S$ is denoted by $S^{\prime}$ and its elements are called tempered distributions. (See Schwartz [12].)

Theorem 1.2. If $A$ is a bounded translation invariant operator from $L^{p}$ to $L^{q}$, then there is a unique distribution $T \in \boldsymbol{S}^{\prime}$ such that

$$
A u=T \star u, \quad u \in S .
$$

For the proof we need a lemma which is a very special case of Sobolev's lemma.
Lemma 1.1. If a function $v$ in $R^{n}$ and its derivatives of order $\leqslant n$ are in $L^{p}$ locally, the definition of $v$ may be changed on a set of measure 0 to make it continuous. Then we have with a constant $C$

$$
\begin{equation*}
|v(x)| \leqslant C \sum_{|\alpha| \leqslant n}\left(\int_{|y-x| \leqslant 1}\left|D^{\alpha} v\right|^{v} d y\right)^{1 / p} . \tag{1.1.4}
\end{equation*}
$$

Proof. The assumptions concerning $v$ are also satisfied with $p=1$ and (1.1.4) follows from Hölder's inequality for every $p$ if it is proved for $p=1$. In the proof we may also assume that $x=0$ and that $v$ has compact support in the unit sphere. For let $\varphi$ be a function in $C_{0}^{\infty}$ with support in the unit sphere and which equals 1 in a neighbourhood of 0 . Then $w=v p$ has compact support in the unit sphere, and Leibniz' formula shows that

$$
\sum_{|\alpha| \leqslant n} \int\left|D^{\alpha} w\right| d y \leqslant C \sum_{|\alpha| \leqslant n}\left(\int_{|y| \leqslant 1}\left|D^{\alpha} v\right| d y\right) .
$$

Hence if we prove the statement of the lemma for $w$, it follows that $v$ is continuos in a neighbourhood of the origin after correction on a null set and that (1.1.4) is valid for $x=0$. The general statement of the lemma then follows by its translation invariance.
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Now let $h(x)=H\left(x_{1}\right) \ldots H\left(x_{n}\right)$ where $H$ is the Heaviside function which equals 1 for $x>0$ and 0 for $x<0$. We then have

$$
\partial^{n} h / \partial x_{1} \ldots \partial x_{n}=\delta
$$

in the distribution sence. Hence, since $w$ has compact support,

$$
w=w * \delta=w *\left(\partial^{n} h / \partial x_{1} \ldots \partial x_{n}\right)=\left(\partial^{n} w / \partial x_{1} \ldots \partial x_{n}\right) * h .
$$

In the right hand side we have a convolution between an integrable and a bounded function, hence a continuous function. $w$ differs from this continuous function only on a null set and if its definition is changed there we have

$$
|w(x)| \leqslant \int\left|\partial^{n} w / \partial x_{1} \ldots \partial x_{n}\right| d x
$$

which completes the proof.
Proof of Theorem 1.2. Let $A$ be the operator in the theorem and $u \in S$. We claim that

$$
\begin{equation*}
D^{\alpha}(A u)=A\left(D^{\alpha} u\right) \tag{1.1.5}
\end{equation*}
$$

in the distribution sense. To prove this it is clearly enough to consider a derivative of the first order. Put $v=A u$ and define $u_{h}(x)=u\left(x_{1}+h, x_{2}, \ldots, x_{n}\right)$ and $v_{h}$ similarly. Since $A$ is invariant for translation we have $A u_{h}=v_{h}$ and hence

$$
A\left(\frac{u_{h}-u}{h}\right)=\frac{v_{h}-v}{h} .
$$

When $h \rightarrow 0$ the difference quotient $\left(u_{h}-u\right) / h$ converges to $\partial u / \partial x_{1}$ in $L^{p}$, hence $\left(v_{h}-v\right) / h$ converges to $A\left(\partial u / \partial x_{1}\right)$ in $L^{q}$ norm. Hence (1.1.5) follows.

Lemma 1.1 now shows that $A u$ is a continuous function after correction on a null set if $u \in S$ and that, this correction being made,

$$
|(A u)(0)| \leqslant C \sum_{|\alpha| \leqslant n}\left\|D^{\alpha} u\right\|_{p} .
$$

Hence $(A u)(0)$ is a continuous linear form on $S$ so that it may be written

$$
(A u)(0)=T(\check{u})=(T * u)(0),
$$

where $\check{u}(x)=u(-x)$ and $T \in \mathcal{S}^{\prime}$. In view of the invariance for translation of both sides we get

$$
(A u)(x)=(T * u)(x)
$$

for every $x$, which proves the theorem since the uniqueness of $T$ follows immediately from the proof.

If $p<\infty$, the space $S$ is dense in $L^{p}$ and the operator $A$ is obtained as the closure of the operator $u \rightarrow T * u$. If $p=\infty$ and $q<\infty$, we have $T=0$ in virtue of Proposition 1.1; and if $p=q=\infty$ the distribution $T$ is obviously a bounded measure. The case $p=\infty$ therefore does not present great interest. Thus the study of the translation invariant operators is essentially equivalent to the study of the spaces $L_{p}{ }^{q}$ of the following definition.

Definition 1.2. The space of distributions $T$ in $S^{\prime}$ such that

$$
\begin{equation*}
\|T * u\|_{q} \leqslant C\|u\|_{p}, \quad u \in S \tag{1.1.6}
\end{equation*}
$$

where $C$ is a constant, is denoted by $L_{p}{ }^{q}$. The smallest constant $C$ which can be used in (1.1.6) will be denoted by $L_{p}{ }^{q}(T)$.
$L_{p}{ }^{d}$ is thus isomorphic to a closed subspace of the Banach space of all bounded linear mappings of $L^{p}$ into $L^{q}$, hence is also a Banach space.

Let $\mathfrak{F}$ denote the Fourier transformation $u \rightarrow \hat{u}$,

$$
\hat{u}(\xi)=\int e^{-2 \pi i\langle x, \xi\rangle} u(x) d x, \quad u \in S
$$

extended to all $T \in S^{\prime}$ by continuity or, equivalently, the formula

$$
\hat{T}(u)=T(\hat{u}), \quad u \in \mathcal{S}
$$

(see Schwartz [12], Chap. VII). We recall that the Fourier transformation is an isomorphism of $S$ and of $S^{\prime}$. Then the mapping $u \rightarrow T * u, u \in S$, can also be written

$$
u \rightarrow \Im^{-1}(\hat{T} \Im u)
$$

and is thus via the Fourier transformation equivalent to multiplication by $\hat{T}$.
Definition 1.3. The set of Fourier transforms $\hat{T}$ of distributions $T \in L_{p}{ }^{q}$ is denoted by $M_{p}{ }^{\text {a }}$ and we write

$$
M_{p}^{q}(\hat{T})=L_{p}^{q}(T)
$$

The elements in $M_{p}{ }^{q}$ are called multipliers of type $(p, q)$.
Sometimes we shall write $L_{p}{ }^{q}(n)$ and $M_{p(n)}{ }^{q}$ in order to emphasize that the number of independent variables is $n$.

### 1.2. Basic properties of $M_{P}{ }^{q}$

Our first theorem in this section is very well known but we formulate it for completeness and reference.

Theorem 1.3. Let $T$ be a distribution $\neq 0$. Then the set of points $(x, y) \in R^{2}$ such that $T \in L_{1 / x}^{1 / y}$ is a convex subset of the triangle

$$
\begin{equation*}
0 \leqslant x \leqslant 1,0 \leqslant y \leqslant 1, y \leqslant x, \tag{1.2.1}
\end{equation*}
$$

which is symmetric with respect to the line $x+y=1$. In this set $\log L_{1 / x}{ }^{1 / y}(T)$ is a convex function of $(x, y)$ with the corresponding symmetry property.

Proof. That the set in question satisfies (1.2.1) follows at once from Theorem 1.1. The symmetry is proved as follows. Let $x^{\prime}, y^{\prime}$ be defined by $x+x^{\prime}=y+y^{\prime}=1$. Then if

$$
\|T * u\|_{1 / \nu} \leqslant C\|u\|_{1 / x}, \quad u \in S
$$

we get from Hölder's inequality

$$
|T * u * v(0)| \leqslant C\|u\|_{1 / x}\|v\|_{1 / y^{\prime}} ; \quad u, v \in S .
$$

Since convolution products are associative and commutative we get from the converse of Hölder's inequality

$$
\|T * v\|_{1 / x^{\prime}} \leqslant C\|v\|_{1 / y^{\prime}} .
$$

Hence $(x, y)$ and $\left(y^{\prime}, x^{\prime}\right)$ belong to the set in the theorem at the same time, and $L_{1 / x}^{1 / y}(T)=L_{1 / y^{1 / x^{\prime}}}(T)$ since the role of ( $x, y$ ) and ( $y^{\prime}, x^{\prime}$ ) may be interchanged in the above argument.

Finally, the convexity follows from Riesz-Thorin's convexity theorem (see Riesz [11], Thorin [16]). The proof is complete.

We next list some cases where $L_{p}{ }^{q}$ is easy to describe precisely.
Theorem 1.4. We have

$$
\begin{equation*}
L_{p}{ }^{\infty}=L_{1}{ }^{p^{\prime}}=L^{p^{\prime}}, p<\infty ; L_{\infty}{ }^{\infty}=L_{1}{ }^{1}=M, \tag{1.2.2}
\end{equation*}
$$

with equality also of the norms.
Proof of the theorem. In view of Theorem 1.3 it is enough to prove that $L_{p}{ }^{\infty}=L^{p^{\prime}}$ and that $L_{\infty}{ }^{\infty}=M$. The last fact is essentially the definition of bounded measures and was already observed after Theorem 1.2. The first follows from the fact that $L^{p^{\prime}}$ is the dual space of $L^{p}$ when $p<\infty$.

Corollary 1.1. $T \in L_{1 / x}^{1 / y}$ for all $(x, y)$ in the triangle (1.2.1) if and only if $T \in L^{1} \cap L^{\infty}$.

Proof. In view of Theorem 1.4 we have $T \in L_{1 / x}{ }^{1 / y}$ for all three corners $(x, y)$ of the triangle if and only if $T \in L^{1} \cap L^{\infty}$. But the convexity property in Theorem 1.3 shows that $T$ is then in $L_{1 / x}{ }^{1 / y}$ for every $(x, y)$ in the triangle.

Corollary 1.2. Let $p \leqslant q$ and set $1 / p-1 / q=1-1 / a$. Then we have $L^{a} \subset L_{p}{ }^{q}$ and

$$
\begin{equation*}
L_{p}{ }^{q}(f) \leqslant\|f\|_{a}, \quad f \in L^{a} . \tag{1.2.3}
\end{equation*}
$$

If $a=1$, one may replace $L^{1}$ by $M$.
Proof. In virtue of Theorem 1.4 the corollary is true for $p=a^{\prime}, q=\infty$ and for $p=1, q=a$. Hence it follows in general from the convexity properties in Theorem 1.3.

Note that (1.2.3) means exactly the well-known inequality

$$
\|f * u\|_{a} \leqslant\|f\|_{a}\|u\|_{p}, \quad f \in L^{a}, \quad u \in S .
$$

We next turn to some results which are best expressed in terms of the $M_{p}{ }^{q}$ spaces.

Theorem 1.5. With equality also of the norms we have

$$
\begin{equation*}
M_{2}{ }^{2}=L^{\infty} . \tag{1.2.4}
\end{equation*}
$$

Proof. Let $T \in L_{2}{ }^{2}$ so that $\hat{T} \in M_{2}{ }^{2}$. Then $T * u \in L^{2}$ for all $u \in S$, hence the Fourier transform $\hat{T} \hat{u} \in L^{2}$. and

$$
\|\hat{T} \hat{u}\|_{2}=\|T * u\|_{2} \leqslant L_{2}^{2}(T)\|u\|_{2}=M_{2}{ }^{2}(\hat{T})\|\hat{u}\|_{2}
$$

for all $\hat{u} \in S$. This proves first that $\hat{T}$ is a locally square integrable function and then that $|\hat{T}(\xi)| \leqslant M_{2}{ }^{2}(\hat{T})$ almost everywhere. On the other hand, if $|\hat{T}(\xi)| \leqslant C$ almost everywhere the same argument proves that $M_{2}{ }^{2}(\hat{T}) \leqslant C$. Hence $M_{2}{ }^{2}(\hat{T})$ is the essential supremum of $\hat{T}$, which proves the theorem.

Corollary 1.3. For every $p$ we have

$$
\begin{gather*}
M_{p}^{p} \subset L^{\infty},  \tag{1.2.5}\\
\|f\|_{\infty} \leqslant M_{p}^{p}(f), \quad f \in M_{p}^{p} . \tag{1.2.6}
\end{gather*}
$$

Proof. The convexity and symmetry stated in Theorem 1.3 show that $M_{p}{ }^{p} \subset M_{2}{ }^{2}$ and that

$$
M_{2}{ }^{2}(f) \leqslant M_{p}{ }^{p}(f) .
$$

Hence the corollary follows from Theorem 1.5.

For $p \neq q$ we can only prove a weaker regularity result. By $L_{\text {loc }}^{p}$ we shall mean the set of functions which belong to $L^{p}$ on every compact set.

Theorem 1.6. The following inclusions are valid:

$$
\begin{equation*}
M_{p}^{q} \subset L_{10 c}^{p} \text { if } p \geqslant 2 ; \quad M_{p}^{q} \subset L^{q^{\prime}}{ }_{10 c} \text { if } q \leqslant 2 . \tag{1.2.7}
\end{equation*}
$$

Proof. Since $M_{p}{ }^{q}=M_{q}{ }^{p^{\prime}}$ according to Theorem 1.2, it is sufficient to prove the latter half of (1.2.7). Let $T \in L_{p}{ }^{q}, q \leqslant 2$. For every $u \in S$ we then have $T * u \in L^{q}$ and in view of the Hausdorff-Young theorem on Fourier transforms of functions in $L^{a}, q \leqslant 2$, (Zygmund [17]), we obtain $\widehat{T} \hat{u} \in L^{q^{\prime}}$ for every $u \in S$, hence for every $\hat{u} \in S$. This proves the theorem.

If $p \geqslant 2$ or $q \leqslant 2$ we thus have $M_{p}{ }^{q} \subset L^{2}{ }_{\mathrm{loc}}$. Elements in two such $M_{p}{ }^{q}$ classes may thus be multiplied together pointwise, giving a locally integrable product. This gives a sense to the statement in the following theorem.

Theorem 1.7. Let $2 \leqslant p \leqslant q \leqslant r$ or $p \leqslant q \leqslant r \leqslant 2$. Then if $f \in M_{p}{ }^{q}$ and $g \in M_{q}{ }^{r}$ we have $f g \in M_{p}{ }^{r}$ and

$$
\begin{equation*}
M_{p}{ }^{r}(f g) \leqslant M_{p}{ }^{q}(f) M_{q}^{r}(g) . \tag{1.2.8}
\end{equation*}
$$

The translation invariant operator corresponding to fg is the product of those corresponding to $g$ and to $f$.

Corollary 1.4. $M_{p}{ }^{p}$ is for every $p$ a normed ring with the operations of point. wise multiplication and addition.

This result is partly given by Schwartz [13]. Note that Theorem 1.4 shows that $M_{1}{ }^{1}=M_{\infty}{ }^{\infty}$ is the algebra of Fourier-Stieltjes transforms.

Proof of the theorem. In view of Theorem 1.3 it is enough to consider the case $p \leqslant q \leqslant r \leqslant 2$. Denote by $A_{f}$ the closure of the mapping

$$
L^{p} \supset S \ni u \rightarrow \mathcal{F}^{-1}(f \hat{u}) \in L^{q} .
$$

$A_{f}$ is a bounded operator from $L^{p}$ to $L^{q}$. Similarly we define a bounded operator $A_{0}$ from $L^{a}$ to $L^{r}$. Then we have

$$
\begin{equation*}
\mathcal{F}\left(A_{f} u\right)=f \hat{u}, \quad u \in L^{p} ; \quad \mathcal{F}\left(A_{g} v\right)=g \hat{v}, \quad v \in L^{q} . \tag{1.2.9}
\end{equation*}
$$

In fact, these identities are valid by definition when $u$ and $v$ are in $\mathcal{S}$. To prove the second identity, for example, we note that the Hausdorff-Young inequality shows that the mapping $L^{q} \ni v \rightarrow \mathcal{F}\left(A_{g} v\right) \in L^{\prime}$ is continuous. Since $g \in L_{\text {loc }}^{2}$ the mapping
$L^{q} \ni v \rightarrow g \hat{v} \in L_{\text {loc }}^{1}$ is also continuous. $S$ being dense in $L^{q}$, the second formula (1.2.9) follows. Taking $v=A_{f} u$ we thus have

$$
\mathcal{F}\left(A_{g} A_{f} u\right)=f g \hat{u}, \quad u \in L^{p}
$$

hence in particular this is true when $u \in S$. This proves that $f g$ is the multiplier corresponding to $A_{g} A_{f}$, hence ( 1.2 .8 ) is valid. The proof is complete.

Without the restriction given on the exponents, Theorem 1.7 would not always have a sense (see Theorem 1.9). However, we can always prove a much weaker statement showing that the local smoothness of the elements in $M_{p}{ }^{q}$ increases with $p$ and decreases with $q$. Combining this with Theorem 1.4 we could also get another proof of Theorem 1.6.

Theorem l.8. If $f \in M_{p}{ }^{q}$ and $g \in S$ we have

$$
g f \in M_{t}^{q} \text { if } r \leqslant p ; \quad g f \in M_{p}^{s} \text { if } s \geqslant q .
$$

Proof. Since $M_{p}{ }^{q}=M_{q}{ }^{p^{\prime}}$ it is sufficient to prove the first statement. Let $f=\hat{T}_{f}$, $g=\hat{T}_{g}$. Then $T_{g} \in S$ and for $u \in S$ we get

$$
\left\|\left(T_{f} * T_{g}\right) * u\right\|_{q}=\left\|T_{f} *\left(T_{g} * u\right)\right\|_{q} \leqslant M_{p}^{q}(f)\left\|T_{g} * u\right\|_{p} \leqslant M_{p}^{q}(f) M_{r}^{p}(g)\|u\|_{r} .
$$

Hence $T_{f} * T_{g} \in L_{r}{ }^{q}$ so that the Fourier transform $g f \in M_{r}{ }^{q}$ and

$$
M_{r}^{q}(g f) \leqslant M_{r}^{p}(g) M_{p}^{q}(f) .
$$

Theorem 1.6 does not give any information when $p<2<q$. We shall now study that case starting with the following lemma.

Lemma 1.2. If $u \in S$ and $u_{t} \in S$ is defined by $\hat{u}_{t}(\xi)=\hat{u}(\xi) e^{i t|\xi|^{2}}$, we have for $p>2$ with a constant $C_{p}$

$$
\left\|u_{t}\right\|_{p} \leqslant C_{p}|t|^{1 / p-1 / 2}, t \in R .
$$

Proof. First note that Parseval's formula gives

$$
\left\|u_{t}\right\|_{2}=\left\|\hat{u}_{t}\right\|_{2}=\|\hat{u}\|_{2}=\|u\|_{2} .
$$

To estimate the maximum of $u_{t}$, we introduce polar coordinates,

$$
\begin{equation*}
u_{t}(x)=\int e^{i\left(2 \pi\langle x, \xi\rangle+t|\xi|^{2}\right)} \hat{u}(\xi) d \xi=\int_{0}^{\infty} \int_{|\omega|=1} e^{i\left(2 \pi\langle x, \omega\rangle r+t r^{r}\right)} \hat{u}(r \omega) r^{n-1} d r d \omega . \tag{1.2.10}
\end{equation*}
$$

We shall integrate by parts with respect to $r$. Note that

$$
\begin{equation*}
\left|\int_{0}^{R} e^{i\left(2 a r+t r^{2}\right)} d r\right| \leqslant C|t|^{-\frac{1}{2}} \tag{1.2.11}
\end{equation*}
$$

for all real $R, a$ and $t$. In fact, a change of variables gives that

$$
\int_{0}^{R} e^{i\left(2 a r+t r^{2}\right)} d r=t^{-\frac{1}{2}} e^{-i \alpha^{2} / t} \int_{b}^{c} e^{i r^{2} d r}
$$

if $t>0$, where $b=\boldsymbol{a} / \sqrt{t}$ and $c=\boldsymbol{R} \sqrt{\boldsymbol{t}}+a / \sqrt{t}$. Since $\int_{-\infty}^{+\infty} e^{i r \boldsymbol{r}} d r$ is convergent as a generalized Riemann integral, (1.2.11) follows for $t>0$, hence by complex conjugation for $t<0$. Integrating by parts in (1.2.10) and using (1.2.11), we obtain

$$
\left|u_{t}(x)\right| \leqslant C|t|^{-\frac{1}{2}} \int\left|\partial \hat{u} / \partial r+(n-1) r^{-1} \hat{u}\right| r^{n-1} d r d \omega=C_{1}|t|^{-\frac{1}{2}}
$$

From this estimate and the fact that $\left\|u_{t}\right\|_{2}$ is constant we obtain

$$
\int\left|u_{t}\right|^{p} d x \leqslant\left(C_{1}|t|^{-\frac{1}{2}}\right)^{p-2} \int\left|u_{t}\right|^{2} d x=C_{p}^{p}|t|^{1-\frac{1}{2} p}
$$

which proves the lemma.
Theorem 1.9. If $p<2<q$ there exist elements in $M_{p}{ }^{q}$ which are distributions of positive order, that is, which are not measures.

Proof. Assume that the statement were false, so that every $f \in M_{p}{ }^{q}$ is a measure. Mapping $f$ on the restriction to the set $\{\xi ;|\xi| \leqslant l\}$ we get a closed everywhere defined mapping from $M_{p}{ }^{q}$ to the space of bounded measures in the unit sphere, with the norm defined as the total variation. In virtue of the theorem on the closed graph the mapping must be continuous. In particular

$$
\begin{equation*}
\int_{|\xi| \leqslant 1}|f| d \xi \leqslant C M_{p}^{q}(f), \quad f \in S \tag{1.2.11}
\end{equation*}
$$

Take a function $u$ in $S$ so that $\hat{u}(0) \neq 0$ and define $u_{t}$ as in the lemma. With $f$ replaced by $\hat{u}_{t}$ the left hand side of (1.2.11) is independent of $t$ and $\neq 0$. In virtue of Theorem 1.4 and Lemma 1.2 we obtain $L_{p^{\prime}}{ }^{\infty}\left(u_{t}\right)=L_{1}{ }^{p}\left(u_{t}\right)=\left\|u_{t}\right\|_{p} \rightarrow 0$ if $p>2$, that is

$$
M_{p^{*}}^{\infty}\left(\hat{u}_{t}\right)=M_{1}^{p}\left(\hat{u}_{t}\right) \rightarrow 0 \text { when } t \rightarrow \infty \text { if } p>2
$$

Further, it follows from Theorem 1.5 that

$$
M_{2}^{2}\left(\hat{u}_{t}\right)=\|\hat{u}\|_{\infty}
$$

which is independent of $t$. The logarithmic convexity of the $M_{p}{ }^{q}$ norm as a function of $1 / p$ and $1 / q$ which is contained in Theorem 1.3 now immediately shows that

$$
M_{p}^{q}\left(\hat{u}_{t}\right) \rightarrow 0 \text { if } p<2<q, t \rightarrow \infty .
$$

Hence we get a contradiction if $f$ is replaced by $\hat{u}_{t}$ in (1.2.11), and $t \rightarrow \infty$. This proves the theorem.

In particular we get the following familiar result.
Corollary 1.5. If $p>2$ there exist functions $u \in L^{p}$ such that $\hat{u}$ is a distribution of positive order.

Proof. Every element in $M_{1}{ }^{p}$ is the Fourier transform of a function in $L^{p}$ (Theorem 1.4).

When $1<p \leqslant 2 \leqslant q<\infty$, an important subclass of $M_{p}{ }^{q}$ is given by Paley's inequality:

Theorem 1.10. Let $\varphi \geqslant 0$ be a measurable function such that

$$
\begin{equation*}
m\{\xi ; \varphi(\xi) \geqslant s\} \leqslant C / s \tag{1.2.13}
\end{equation*}
$$

With a constant $C_{p}$ depending on $p$ and on $C$ we then have when $1<p \leqslant 2$

$$
\begin{equation*}
\left(\int|\hat{u} / \varphi|^{p} \varphi^{2} d \xi\right)^{1 / p} \leqslant C_{p}\|u\|_{p}, u \in L^{p} \tag{1.2.14}
\end{equation*}
$$

Note that the integrand may be written $|\hat{u}|^{p} \varphi^{2-p}$ so that it is natural that we define it to be 0 when $\varphi=0$.

Proof. For the sake of completeness we recall the proof, following Zygmund [18]. When $p=2$ the inequality (1.2.14) follows with $C_{2}=1$ from Parseval's equality. Write $d \mu(\xi)=(\varphi(\xi))^{2} d \xi$ and $T u=\hat{u} / \varphi$. Note that it follows from (1.2.13) that

$$
\begin{equation*}
\mu\{\xi ; \varphi(\xi) \leqslant \sigma\} \leqslant 2 C \sigma . \tag{1.2.15}
\end{equation*}
$$

In fact, writing $m(s)=m\{\xi ; \varphi(\xi) \geqslant s\}$ we have

$$
\mu\{\xi ; \varphi(\xi) \leqslant \sigma\}=\int_{0}^{\sigma} s^{2} d(-m(s)) \leqslant 2 \int_{0}^{\sigma} m(s) s d s+\lim _{s \rightarrow 0} s^{2} m(s) \leqslant 2 C \sigma,
$$

since $s m(s) \leqslant C$ in virtue of (1.2.13). We now obtain

$$
\begin{equation*}
\mu\{\xi ;|(T u)(\xi)| \geqslant s\} \leqslant 2 C\|u\|_{1} / s, u \in L^{1} . \tag{1.2.16}
\end{equation*}
$$

In fact, since $|(T u)(\xi)| \leqslant\|u\|_{1} / \varphi(\xi)$, the set in question is contained in the set where $\varphi(\xi) \leqslant\|u\|_{1} / s$. From the validity of (1.2.14) when $p=2$ it also follows that

$$
\begin{equation*}
\mu\{\xi ;|(T u)(\xi)|>s\} \leqslant\left(\|u\|_{2} / s\right)^{2}, u \in L^{2} \tag{1.2.17}
\end{equation*}
$$

We now only have to invoke Marcinkiewicz' interpolation theorem (Zygmund [18], Theorem 1) in order to conclude from (1.2.16) and (1.2.17) that (1.2.14) is valid.

If we combine Theorem 1.10 with the Hausdorff-Young inequality

$$
\begin{equation*}
\|\hat{u}\|_{p} \leqslant\|u\|_{p}, 1 \leqslant p \leqslant 2 \tag{1.2.18}
\end{equation*}
$$

and use Hölder's inequality, we obtain the following
Corollary 1.6. If $\varphi$ satisfies (1.2.13) and $1<p \leqslant r \leqslant p^{\prime}<\infty$, we have

$$
\begin{equation*}
\left(\int\left|\hat{u} \varphi^{\left(1 / r-1 / p^{p}\right)}\right|^{\tau} d \xi\right)^{1 / r} \leqslant C_{p}\|u\|_{p}, u \in L^{p} . \tag{1.2.19}
\end{equation*}
$$

This reduces to (1.2.18) when $r=p^{\prime}$ and to (1.2.14) when $r=p$.
Theorem 1.11. Let $f$ be a measurable function such that, with $1<b<\infty$, we have for some constant $C$

Then $f \in M_{p}{ }^{q}$ if $\quad 1<p \leqslant 2 \leqslant q<\infty, 1 / p-1 / q=1 / b$.

$$
\begin{equation*}
m\{\xi ;|f(\xi)| \geqslant s\} \leqslant C / s^{b} \tag{1.2.20}
\end{equation*}
$$

Proof. Since $M_{p}{ }^{q}=M_{q}{ }^{p^{\prime}}$ we may assume that $p \leqslant q^{\prime}$, for otherwise we have $q^{\prime} \leqslant\left(p^{\prime}\right)^{\prime}=p$. With $\varphi=|f|^{b}$ and $r=q^{\prime}$, the assumptions of Corollary 1.6 are then satisfied and since $1 / q^{\prime}-1 / p^{\prime}=1 / p-1 / q=1 / b$ we obtain

$$
\|f \hat{u}\|_{q^{r}} \leqslant C_{p}\|u\|_{p}, u \in L^{p} .
$$

Let $T$ be the distribution with $\hat{T}=f$. When $u \in S$ the Hausdorff-Young inequality gives since $q^{\prime} \leqslant 2$

$$
\|T * u\|_{q} \leqslant\|f \hat{u}\|_{q^{r}} \leqslant C_{p}\|u\|_{p}
$$

which proves that $T \in L_{p}{ }^{q}$ and hence that $f \in M_{p}{ }^{q}$. The proof is complete.
When $p \leqslant 2 \leqslant q$ we can thus give bounds on the absolute value of a function $f$ which ensure that the function is in $M_{p}{ }^{q}$. That this is not possible for other values of $p$ and $q$ is shown by the following result.

Theorem 1.12. Suppose that there exists a measurable function $F \geqslant 0$ which is not 0 almost everywhere, such that every measurable function $f$ satisfying the condition $|f| \leqslant F$ belongs to $M_{p}{ }^{q}$. Then we have $p \leqslant 2 \leqslant q$.

Proof. We may assume that $F$ is bounded. The assumption means that $F g \in M_{p}{ }^{d}$ if $g \in L^{\infty}$. Thus the mapping

$$
L^{\infty} \ni g \rightarrow F g \in M_{p}{ }^{a}
$$

is defined everywhere in $L^{\infty}$ and it is obviously closed since it is continuous for the topology of $L^{\infty}$ on the right hand side. Hence the closed graph theorem shows that the mapping is continuous, that is,

$$
M_{p}{ }^{q}(F g) \leqslant C\|g\|_{\infty} .
$$

In view of the definition of $M_{p}{ }^{d}$ this means that for all $u$ and $v \in S$

$$
\left|\int F g \hat{u} \hat{v} d \xi\right| \leqslant M_{p}{ }^{q}(F g)\|u\|_{p}\|v\|_{\alpha^{\prime}} \leqslant C\|g\|_{\infty}\|u\|_{p}\|v\|_{Q^{\prime}}
$$

Hence

$$
\begin{equation*}
\int F|\hat{u} \hat{v}| d \xi \leqslant C\|u\|_{p}\|v\|_{\alpha^{\prime}} \tag{1.2.22}
\end{equation*}
$$

More generally, we get for any $\eta$

$$
\begin{equation*}
\int F(\xi-\eta)|\hat{u}(\xi) \hat{v}(\xi)| d \xi \leqslant C\|u\|_{p}\|v\|_{q^{\prime}} \tag{1.2.22}
\end{equation*}
$$

if in (1.2.22) we replace $u(x)$ by $u(x) e^{-2 \pi i\langle x, \eta\rangle}$ and make a similar substitution for $v$. If $g$ is a continuous positive function with $\int g d \eta=1$ and $G=F \nleftarrow g$, we get by multiplying (1.2.22)' with $g(\eta)$ and integrating

$$
\begin{equation*}
\int G|\hat{u} \hat{v}| d \xi \leqslant C\|u\|_{p}\|v\|_{q^{\prime}}, u, v \in S \tag{1.2.23}
\end{equation*}
$$

This inequality has the advantage over (1.2.22) that $G$ is continuous und positive everywhere. Now take $v$ fixed with $\hat{v} \neq 0$ when $|\xi| \leqslant 1$. It then follows from (1.2.23) that

$$
\int_{\mid \xi \leqslant \leqslant 1}|\hat{u}| d \xi \leqslant C^{\prime}\|u\|_{p}, u \in S .
$$

Thus, if we replace $u$ by the function $u_{t}$ defined in Lemma 1.2 a contradiction results unless $p \leqslant 2$. Similarly, taking $u$ fixed we obtain $q^{\prime} \leqslant 2$, that is, $2 \leqslant q$, which com. pletes the proof.

### 1.3. Homomorphisms of $\boldsymbol{M}_{p}{ }^{p}$

We shall only study homomorphisms of $M_{p}{ }^{p}$ which are induced by a mapping $\xi \rightarrow a(\xi)$ of $R^{n}$ into $R^{m}$. If $f$ is a function in $R^{m}$ a function $a^{*} f$ in $R^{n}$ is defined by

$$
\left(a^{*} f\right)(\xi)=f(a(\xi)), \quad \xi \in R^{n} .
$$

We first consider the case where $a$ is an affine mapping

$$
(a(\xi))_{j}=a_{j 0}+\sum_{k=1}^{n} a_{j k} \xi_{k}, \quad j=1, \ldots, m
$$

Theorem 1.13. If $a$ is an affine mapping of $R^{n}$ onto $R^{m}$, the mapping $a^{*}$ is an isometric mapping of $M_{p}{ }^{p}(m)$ into $M_{p}{ }^{p}{ }_{(n)}$, for every $p$. If $m=n$, the mapping is onto.

Proof. The definition of the $L^{p}$ spaces and hence of $L_{p}{ }^{q}$ was independent of the system of coordinates except that it used a particular Lebesgue measure. However, the norm of an element in $L_{p}{ }^{p}$ is obviously independent of the Lebesgue measure chosen. Further, if $T$ is a distribution whose Fourier transform has a density $\hat{T}(\xi)$, this density is independent of the choice of Lebesgue measure. (This is most easily seen when $T$ is a measure and $\hat{T}(\xi)$ the Fourier-Stieltjes transform.) Hence $M_{p}{ }^{p}$ is invariant for every change of coordinates.

Changing coordinates in $R^{n}$ and in $R^{m}$ (considered as different spaces even if $n=m$ ) we may assume that $a$ is given by

$$
(a(\xi))_{j}=\xi_{j}+a_{j 0}, \quad j=1, \ldots, m
$$

Let $T \in L_{p}{ }^{p}(m)$ and form

$$
T_{1}=e^{-2 \pi i l} T \otimes \delta,
$$

where $l(x)=x_{1} a_{10}+\cdots+x_{m} a_{m 0}$ and $\delta$ is the Dirac measure in the variables $x_{m+1}, \ldots, x_{n}$. The Fourier transform of $T_{1}$ as a distribution in $R^{n}$ is

$$
\hat{T}_{1}=\hat{T}\left(\xi_{1}+a_{10}, \cdots, \xi_{m}+a_{m 0}\right)
$$

so that what we have to prove is that $T_{1} \in L_{p}{ }^{p}{ }_{(n)}$ and has the same norm there as $T$ has in $L_{p}{ }^{p}{ }_{(m)}$. Now, if $u \in S_{(n)}$,

$$
T_{1} * u=e^{-2 \pi i l}\left(T *\left(e^{2 \pi i l} u\right)\right),
$$

where the convolution in the right hand side is taken with respect to $x_{1}, \cdots, x_{m}$, the other variables being fixed. If $C=L_{p}{ }^{p}(T)$ we have

$$
\int\left|T_{1} * u\right|^{p} d x_{1} \cdots d x_{m} \leqslant C^{p} \int|u|^{p} d x_{1} \cdots d x_{m}
$$

for fixed $x_{m+1}, \cdots, x_{n}$. Integrating with respect to these variables, we get

$$
\left\|T_{1} * u\right\|_{p} \leqslant C\|u\|_{p}
$$

which proves that $T_{1} \in L_{p}{ }^{p}{ }_{(n)}$ and has a norm which is at most $C$. That the norm cannot be smaller than $C$ is immediately seen be considering functions $u$ which are products of functions of $x_{1}, \cdots, x_{m}$ and a fixed function $\equiv 0$ of $x_{m+1}, \cdots, x_{n}$. Since the mapping $a$ has an affine inverse if $n=m$, the proof is complete.

We omit the similar but less simple and useful result concerning $M_{p}{ }^{q}$ when $p \neq q$. In that case one can only take $m=n$.

Under certain regularity assumptions it will now be proved that the assumption in Theorem 1.13 that the mapping $a$ is affine is necessary. The essential step in the proof is the following lemma.

Lemma 1.3. $e^{i A|\xi|^{2}}$ is not in $M_{p}{ }^{p}$ for any $p \neq 2$ if $A$ is a real constant $\neq 0$.
Proof. Suppose that $e^{i A|\xi|^{2}} \in M_{p}{ }^{p}$ and that $A \neq 0, p \neq 2$. Since $M_{p}{ }^{p}=M_{p^{p}}{ }^{p^{\prime}}$ we may assume that $p>2$, and since $M_{p}{ }^{p}$ is invariant for conjugation we may also assume that $A<0$. In virtue of Theorem 1.13 applied to the mapping $\xi \rightarrow(-t / A)^{\frac{1}{2}} \xi$, the function $e^{-i t|\xi|^{2}}$ is in $M_{p}{ }^{p}$ for every $t>0$ and $M_{p}{ }^{p}\left(e^{-i t|\xi|^{2}}\right)$ is independent of $t$. Hence we get when $u \in S$

$$
\begin{equation*}
\|u\|_{p} \leqslant C\left\|u_{t}\right\|_{p} \tag{1.3.1}
\end{equation*}
$$

if $u_{t}$ is defined as in Lemma 1.2 by the equation $e^{-i t \mid \xi^{2}} \hat{u}_{t}(\xi)=\hat{u}(\xi)$. When $t \rightarrow \infty$ (1.3.1) contradicts Lemma 1.2 which completes the proof.

Lemma 1.4. Let $A(\xi)$ be a real quadratic form. If $e^{i A} \in M_{p}{ }^{p}$ vhere $p \neq 2$, it follows that $A=0$.

Proof. Assume that $A$ does not vanish identically. With suitable coordinates we may write

$$
A(\xi)=a_{1} \xi_{1}^{2}+\cdots+a_{n} \xi_{n}^{2}
$$

where $a_{1} \neq 0$. In view of Theorem 1.13 we may even assume that

$$
\begin{equation*}
\left|a_{1}\right|>\left|a_{2}\right|+\cdots+\left|a_{n}\right| . \tag{1.3.2}
\end{equation*}
$$

If $k$ is a permutation $\left(k_{1}, \cdots, k_{n}\right)$ of the integers $1, \cdots, n$ we write

$$
A_{k}(\xi)=a_{1} \xi_{k_{1}}^{2}+\cdots+a_{n} \xi{k_{n}}^{2} .
$$

Since $e^{i A} \in M_{p}{ }^{p}$ we have also $e^{i A A_{k}} \in M_{p}{ }^{p}$ in virtue of Theorem 1.13. Hence Corollary 1.4 shows that

$$
\prod_{k} e^{i A_{k}} \in M_{p}{ }^{p}
$$

Now $\sum A_{k}=(n-1)!\left(a_{1}+\cdots+a_{n}\right)|\xi|^{2}=a|\xi|^{2}$ where $a \neq 0$ in view of (1.3.2). This contradicts Lemma 1.3 and hence proves the lemma.

We are now able to prove the main theorems in this section.
Theorem 1.14. Let $f$ be a real valued function $\in C^{2}$. Suppose that there exists a sequence $\boldsymbol{t}_{k}$ of real numbers such that $\boldsymbol{t}_{k} \rightarrow+\infty$ and $e^{i t_{k} f} \in M_{p}{ }^{p}$,

$$
\begin{equation*}
M_{p}^{p}\left(e^{i t_{k} f}\right)<C, \quad k=1, \cdots \tag{1.3.3}
\end{equation*}
$$

where $C$ is a constant and $p \neq 2$. Then $f$ is a linear function.
On the other hand, if $f(\xi)=a+2 \pi\langle h, \xi\rangle$ is a real linear function then $e^{i t f}$ is the Fourier transform of the mass $e^{i t a}$ at $-t h$, hence $M_{p}{ }^{p}\left(e^{i t f}\right)=\mathbf{1}$ for every $p$. (This follows for $p=1,2$ and $\infty$ from Theorems 1.4 and 1.5, and then in general from the convexity in Theorem 1.3.)

Proof of Theorem 1.14. We shall prove that the second derivatives of $f$ vanish. It is sufficient to do so for $\xi=0$, for every translation of $f$ also satisfies (1.3.3) in view of Theorem 1.13. Since $f \in C^{2}$ we have

$$
f(\xi)=a+\langle h, \xi\rangle+A(\xi)+o\left(|\xi|^{2}\right), \quad \xi \rightarrow 0,
$$

where $a$ is a real number, $h$ a real vector, $A$ a real quadratic form. Write

$$
g(\xi)=f(\xi)-a-\langle h, \xi\rangle .
$$

It follows from Corollary 1.4 and the remark above after Theorem 1.14 that $g$ satisfies the same assumptions in the theorem as $f$ does. But now we have $g(\xi)=A(\xi)+$ $+o\left(|\xi|^{2}\right)$, and writing $g_{k}(\xi)=t_{k} g\left(\xi / t_{k}{ }^{\frac{1}{2}}\right)$ it thus follows that

$$
g_{k}(\xi) \rightarrow A(\xi),
$$

uniformly on every compact set. It follows from (1.3.3) and Theorem 1.13 that

$$
M_{p}^{p}\left(e^{i k_{k}}\right) \leqslant C
$$

From the following lemma it follows that $e^{i A} \in M_{p}{ }^{p}$. Hence $A=0$ in view of Lemma 1.4, which completes the proof.

Lemma 1.5. The unit spheres in $M_{p}{ }^{q}$ and in $L_{p}{ }^{q}$ are closed in $S^{\prime}$.
Proof. Only the statement concerning $L_{p}{ }^{q}$ needs to be proved, for the Fourier transformation is an isomorphism of $\boldsymbol{S}^{\prime}$ mapping the unit sphere in $L_{p}{ }^{q}$ onto that in $M_{p}{ }^{q}$. Now the unit sphere in $L_{p}{ }^{d}$ is by definition the set $\left\{T ; T \in \mathcal{S}^{\prime}\right.$ and $|T * u * v(0)|$ $\left.\leqslant\|u\|_{p}\|v\|_{q^{\prime}} ; u, v \in S\right\}$, and since the left hand side of the inequality is the absolute value of a continous linear form on $S^{\prime}$, the assertion is obvious.

Theorem 1.15. Let a be a $C^{2}$ mapping of $R^{n}$ into $R^{m}$. Assume that $a^{*}$ maps $M_{p}{ }^{p}{ }_{(m)}$ into $M_{p}{ }^{p}(n)$ and that $p \neq 2$. Then $a$ is affine and onto.

Proof. Since the mapping $a^{*}$ is obviously closed, it follows from the theorem on the closed graph that $a^{*}$ maps $M_{p}{ }^{p}{ }_{(m)}$ continuously into $M_{p}{ }^{p}{ }_{(n)}$. If $l$ is a linear function in $R^{m}$, the norm of $e^{i t l}$ in $M_{p(m)}{ }^{y}$ is 1 for every $t$. In view of the continuity of $a^{*}$, it follows that the norm of $e^{i t a^{*} l}$ in $M_{p}{ }^{p}(n)$ is bounded for all $t$. Hence Theorem 1.14 shows that $a^{*} l$ is a linear function. Applying this with $l$ equal to the $j$ th coordinate in $R^{m}$, it follows that $(a(\xi))_{j}$ is a linear function of $\xi \in R^{n}$ for $j=1, \cdots, m$. This proves the theorem. For if $a$ were not onto, its range were a null set and every function would be in $M_{p}{ }^{p}{ }_{(n)}$.

For $p=1$, that is, for the algebra of Fourier-Stieltjes transforms, a much more precise result has been given by Beurling and Helson [1] (see also Helson [4]). In particular, it is not necessary in that case to assume that $a \in C^{2}$. (These authors also treat more general homomorphisms. However, the proof of Theorem 1.14 immediately extends to that case if a smoothness assumption replacing the assumption $a \in C^{2}$ is made.) For $p \neq 1$ and $\infty$, however, some smoothness assumption is needed in Theorem 1.14. It may be sufficient to assume that $a \in C^{1}$ but not merely that $a$ is Lipschitz continuous. In fact, using Riesz' theorem on conjugate functions (see Chapter II), Corollary 1.4 and Theorem 1.13 it is easily seen that if $a$ is pieceweise linear (and has only a finite number of pieces) then $a^{*}$ maps $M_{p}{ }^{p}$ into itself, if $1<p<\infty$. For further details see Schwartz [13].

### 1.4. Analytic operations in $M_{p}{ }^{p}$

Our purpose here is to prove an analogue of the Wiener-Lévy theorem concerning $M_{1}{ }^{1}$, or rather the subspace of $M_{1}{ }^{1}$ consisting of the Fourier transforms of functions in $L^{1}$. This subset of $M_{1}{ }^{1}$ can also be regarded as the closure of $S$ in $M_{1}{ }^{1}$ and we are thus led to introduce the following definition.

Definition 1.4. The closure of $S$ in $M_{p}{ }^{p}$ will be denoted by $m_{p}{ }^{p}$.
It is clear that $m_{p}{ }^{p}$ is also a normed ring. Since $M_{p}{ }^{p}(f) \geqslant\|f\|_{\infty}$ according to (1.2.6), it follows that $m_{p}^{p} \subset C \cap L_{0}^{\infty}$. On the other hand, we can prove an opposite result which is only slightly weaker.

Theorem 1.16. If $|1 / q-1 / 2|<|1 / p-1 / 2|$ we have $M_{p}{ }^{p} \cap C \cap L_{0}^{\infty} \subset m_{q}{ }^{q}$.
Remark. If $p=1$ the result is not valid with $q=1$ since there are singular measures with Fourier transforms converging to 0 at infinity. We do not know if it is possible to take $q=p$ for some other value of $p \neq 2$.

Proof of the theorem. Let $f \in M_{p}{ }^{p} \cap C$ and assume first that $f$ has compact support. Take a non negative function $\varphi \in C_{0}^{\infty}$ such that $\int \varphi d \xi=1$ and form

$$
f_{\varepsilon}(\xi)=\int f(\xi-\varepsilon \eta) \varphi(\eta) d \eta
$$

As is well known, $f_{\varepsilon} \in C_{0}^{\infty}$ and converges to $f$ uniformly when $\varepsilon \rightarrow 0$, hence $M_{2}{ }^{2}\left(f-f_{\varepsilon}\right) \rightarrow 0$ as $\varepsilon \rightarrow 0$ (Theorem 1.5). The convexity of the norm in $M_{p}{ }^{p}$ and Theorem 1.13 also give that $M_{p}{ }^{p}\left(f_{c}\right) \leqslant M_{p}{ }^{p}(f)$, hence $M_{p}{ }^{p}\left(f-f_{\varepsilon}\right) \leqslant 2 M_{p}{ }^{p}(f)$. Replacing if necessary $q$ by $q^{\prime}$ we may assume that $1 / q=\alpha / p+(1-\alpha) / 2$ where $0 \leqslant \alpha<1$. Hence the logarithmic convexity of the $M_{q}{ }^{q}$ norm as function of $1 / q$ (Theorem 1.3) shows that

$$
M_{q}^{q}\left(f-f_{\varepsilon}\right) \leqslant\left(M_{p}^{p}\left(f-f_{\varepsilon}\right)\right)^{\alpha}\left(M_{2}{ }^{2}\left(f-f_{\varepsilon}\right)\right)^{1-\alpha} \rightarrow 0 \text { as } \varepsilon \rightarrow 0,
$$

which proves that $f \in m_{q}{ }^{q}$. Next let $f$ be an arbitrary function in $M_{p}{ }^{p} \cap C \cap L_{0}^{\infty}$. Let $\psi \in C_{0}^{\infty}$ be equal to 1 when $|\xi| \leqslant 1$ and set $f_{\varepsilon}(\xi)=f(\xi) \psi(\varepsilon \xi)$. Since $M_{p}{ }^{p}$ is an algebra containing $S$ we get $f_{\varepsilon} \in M_{p}{ }^{p}$, and from what we have already proved it thus follows that $f_{\varepsilon} \in m_{q}{ }^{q}$. Since $M_{p}{ }^{p}\left(f_{\varepsilon}-f\right) \leqslant M_{p}{ }^{p}(f)\left(1+M_{p}{ }^{p}(\psi)\right)$ and

$$
M_{2}^{2}\left(f-f_{\varepsilon}\right) \leqslant(1+\sup |\psi|) \sup _{\varepsilon|\xi|>1}|f| \rightarrow 0 \text { as } \varepsilon \rightarrow 0,
$$

it follows again from the logarithmic convexity of the $M_{q}{ }^{q}$ norm as a function of $1 / q$ that $M_{q}{ }^{q}\left(f-f_{\varepsilon}\right) \rightarrow 0$ as $\varepsilon \rightarrow 0$. Hence $f \in m_{q}{ }^{a}$.

Theorem 1.17. The maximal ideal space of the algebra $m_{p}{ }^{p}$ can be identified with $R^{n}$; the characters are the mappings $f \rightarrow f(\xi), \xi \in R^{n}$.

Proof. The restriction of a continuous character in $m_{p}{ }^{p}$ to $m_{1}{ }^{1}$ is a continuous character in $m_{1}{ }^{1}$, hence of the form $f \rightarrow f(\xi)$ since $m_{1}{ }^{1}$ is the Fourier transform of $L^{1}$. In view of the definition of $m_{F}{ }^{p}$, the set $S$ and a fortiori $m_{1}{ }^{1}$ is dense in $m_{p}{ }^{p}$. Hence all continuous characters on $m_{p}{ }^{p}$ are of the form $f \rightarrow f(\xi)$. Since $S \subset m_{p}{ }^{p} \subset C$ it is obvious that the topology of the space of maximal ideals is the usual topology in $R^{n}$.

Remark. It is not known to the author whether $R^{n}$ is the maximal ideal space of $M_{p}{ }^{p} \cap C$ for some $p \neq 2$. That this is not true for $p=1$ is well known. (Cf. Sreider [14].)

From Theorem 1.17 and the basic results on commutative Banach algebras (see Loomis [6], pp. 78 and 79), we obtain the following theorem.

Theorem 1.18. If $f \in m_{p}{ }^{p}$ and $\Phi$ is analytic in a neighbourhood of the closed range of $f$ and $\Phi(0)=0$, then $\Phi(f) \in m_{p}{ }^{p}$.

Combination of Theorems 1.16 and 1.18 also gives

Theorem 1.19. If $f \in M_{p}{ }^{p} \cap C \cap L_{0}^{\infty}$ and $\Phi$ is analytic in a neighbourhood of the closed range of $f$ and $\Phi(0)=0$, then $\Phi(f) \in M_{q}{ }^{q}$ if $|1 / q-1 / 2|<|1 / p-1 / 2|$.

For another subalgebra of $M_{p}{ }^{p}$ we shall in Chapter II discuss similar results, which are closely related to some theorems of Calderón and Zygmund [3].

## Chapter II

## Estimates for some special operators

### 2.1. Main theorem

Corollary 1.2 shows that $T \in L^{a}$ (or $T \in M$ if $a=1$ ) implies $T \in L_{p}{ }^{q}$ if $1 \leqslant p \leqslant q \leqslant \infty$ and

$$
\begin{equation*}
1 / p-1 / q=1-1 / a \tag{2.1.1}
\end{equation*}
$$

Theorem 1.4 shows that these conditions on $T$ are also necessary in order that $T \in L_{p}{ }^{q}$ for all $p, q$ satisfying (2.1.1) and $1 \leqslant p \leqslant q \leqslant \infty$. The purpose here is to show that if the condition $T \in L^{a}$ (or $M$ ) is slightly weakened we still have $T \in L_{p}{ }^{p}$ if (2.1.1) is fulfilled and $1<p \leqslant q<\infty$.

Let $k$ be a locally integrable function. If $k \in L_{p}{ }^{q}$ and we set with $t>0$

$$
\begin{equation*}
k_{t}^{(a)}(x)=t^{-n / a} k(x / t) \tag{2.1.2}
\end{equation*}
$$

we have also $k_{t}{ }^{(\alpha)} \in L_{p}{ }^{q}$ and, if (2.1.1) holds,

$$
\begin{equation*}
L_{p}{ }^{q}\left(k_{t}{ }^{(\alpha)}\right)=L_{p}{ }^{q}(k) \tag{2.1.3}
\end{equation*}
$$

This follows from Theorem 1.10 when $p=q$ and in fact by a trivial computation for all $p$ and $q$. It is therefore natural that we now introduce a condition involving the family of functions $k_{t}{ }^{(a)}$.

Definition 2.1. We shall say that the locally integrable function $k$ is almost in $L^{a}$ and write $k \in K^{a}$ if there is a compact set $M, a$ neighbourhood $N$ of 0 and a constant $C$ such that

$$
\begin{equation*}
\left(\int_{0 M}\left|k_{t}^{(a)}(x-y)-k_{t}^{(a)}(x)\right|^{a} d x\right)^{1 / a} \leqslant C, \quad y \in N, 0<t \tag{2.1.4}
\end{equation*}
$$

Remark. When $a=1$ it would have been enough to assume that $k$ is a measure and that the analogue of (2.1.4) is valid. However, we do not consider this simple generalization in order not to complicate the notations.

[^0]Examples of functions in $K^{a}$ will be given in the next section. The main result we shall prove is

Theorem 2.1. Let $k \in K^{a}$. Then $k \in L_{p}{ }^{q}$ either for all $p$ and $q$ satisfying (2.1.1) with $1<p \leqslant q<\infty$ or else for no such $p$ and $q$.

In the applications we shall use Theorem 1.5 or 1.11 to prove that $k \in L_{p}{ }^{q}$ for some $p$ and $q$.

We shall prepare the proof of Theorem 2.1 by rewriting the property (2.1.4) in a more useful form. Let $u \in L^{1}$ vanish outside $N$ and form the convolution

$$
\begin{equation*}
\left(k_{t}^{(a)} \nsim u\right)(x)=\int k_{t}^{(a)}(x-y) u(y) d y \tag{2.1.5}
\end{equation*}
$$

which exists almost everywhere (and is the density of the convolution in the distribution sense.) If

$$
\begin{equation*}
\int u d x=0 \tag{2.1.6}
\end{equation*}
$$

we can also write

$$
\begin{equation*}
\left(k_{t}^{(a)} * u\right)(x)=\int\left(k_{t}^{(a)}(x-y)-k_{t}^{(a)}(x)\right) u(y) d y . \tag{2.1.5}
\end{equation*}
$$

Using Minkowski's inequality for integrals and (2.1.4) we thus obtain

$$
\begin{equation*}
\left(\int_{\mathrm{C} M}\left|k_{t}^{(a)} \nsim u\right|^{a} d x\right)^{1 / a} \leqslant C \int|u| d y . \tag{2.1.7}
\end{equation*}
$$

That (2.1.7) is practically equivalent to (2.1.4) is seen by letting $u$ in (2.1.7) converge to the difference between the Dirac measures at $y \in N$ and 0 . (2.1.4) then follows with $C$ replaced by $2 C$.

Let $I_{0}$ be a cube $\subset N$ with centre at 0 and let $I_{0}^{*}$ be another cube with centre at 0 containing $M$. If $I$ is an arbitrary cube we denote by $I^{*}$ the cube with the same centre such that $m\left(I^{*}\right) / m(I)=m\left(I_{0}^{*}\right) / m\left(I_{0}\right)=\gamma$. (By a cube we always mean a cube with edges parallel to the coordinate axes.) When $I=I_{0}$ it then follows from (2.1.7) that

$$
\begin{equation*}
\left(\int_{C I^{*}}\left|k_{t}^{(a)} * u\right|^{a} d x\right)^{1 / a} \leqslant C \int|u| d y \quad \text { if } \int u d x=0 \text { and } u=0 \text { outside } I . \tag{2.1.8}
\end{equation*}
$$

This inequality is in fact valid for every cube $I$. For since (2.1.8) is invariant for translation we may assume that $I$ has its centre at 0 so that $I=s^{-1} I_{0}$ for some $s$.

If $u$ vanishes outside $I$ it follows that $v(x)=s^{n} u(s x)$ vanishes outside $I_{0}$ and an easy computation gives that

$$
\left(k_{t}^{(a)} * v\right)(x)=s^{n / a}\left(k_{s t}^{(a)} * u\right)(s x) .
$$

Applying (2.1.8) with $u$ replaced by $v$ and $I$ by $I_{0}$, and substituting $x$ for $s x$ we thus obtain (2.1.8) with $t$ replaced by st. Since $t$ is arbitrary, this proves (2.1.8) for all $t$. In particular, for $t=\mathbf{l}$ we obtain the following lemma.

Lemma 2.1. Let $k \in K^{a}$. Then with the same constant $C$ as in Definition 2.1, we have for every cube $I$ with $I^{*}$ defined as above

$$
\begin{equation*}
\left(\int_{\mathrm{I}^{*}}|k * u|^{a} d x\right)^{1 / a} \leqslant C \int_{I}|u| d x \text { if } \int u d x=0 \text { and } u=0 \text { outside } I \text {. } \tag{2.1.9}
\end{equation*}
$$

For the proof of Theorem 2.1 we also need a fundamental "covering lemma" due to Calderón and Zygmund [2] (see also Zygmund [18] and Stein [15]). We give it a slightly different form.

Lomma 2.2. Let $u \in L^{1}$ and let $s$ be a number $>0$. Then we can write

$$
\begin{equation*}
u=v+\sum_{1}^{\infty} w_{k}, \tag{2.1.10}
\end{equation*}
$$

where $v$ and all $w_{k} \in L^{1}$,

$$
\begin{gather*}
\|v\|_{1}+\sum_{1}^{\infty}\left\|w_{k}\right\|_{1} \leqslant 3\|u\|_{1}  \tag{2.1.11}\\
|v(x)| \leqslant 2^{n} s \text { almost everywhere, } \tag{2.1.12}
\end{gather*}
$$

and for certain disjoint cubes $I_{k}$

$$
\begin{gather*}
\int w_{k} d x=0, \text { and } w_{k}(x)=0 \text { if } x \notin I_{k},  \tag{2.1.13}\\
\sum_{1}^{\infty} m\left(I_{k}\right) \leqslant s^{-1} \int|u| d x . \tag{2.1.14}
\end{gather*}
$$

If $u$ has compact support, the supports of $v$ and all $w_{k}$ are contained in a fixed compact set.

Proof. Divide the whole space $R^{n}$ into a mesh of cubes of volume $>s^{-1} \int|u| d x$. The mean value of $|u|$ over every cube is thus $<s$. Divide each cube into $2^{n}$ equal cubes and let $I_{11}, I_{12}, I_{13}, \ldots$ be those (open) cubes so obtained over which the mean value of $|u|$ is $\geqslant s$. We have

$$
\begin{equation*}
s m\left(I_{1 k}\right) \leqslant \int_{I_{1 k}}|u| d x<2^{n} s m\left(I_{1 k}\right) \tag{2.1.15}
\end{equation*}
$$

For if $I_{1 k}$ was obtained by subdivision of the cube $I^{\prime}$, the construction gives

$$
s m\left(I_{1 k}\right) \leqslant \int_{I_{1 k}}|u| d x \leqslant \int_{I^{\prime}}|u| d x<s m\left(I^{\prime}\right)=2^{n} \operatorname{sm}\left(I_{1 k}\right) .
$$

We set $\quad v(x)=\frac{1}{m\left(I_{1 k}\right)} \int_{I_{1 k}} u d y, x \in I_{1 k} ; w_{1 k}(x)=\left\{\begin{array}{ll}u(x)-v(x), & x \in I_{1 k} \\ 0 \quad & x \notin I_{1 k}\end{array}\right.$.
Next we make a new subdivision of the cubes which are not among the cubes $I_{1 k}$, select those new cubes $I_{21}, I_{22}, \ldots$ over which the mean value of $|u|$ is $\geqslant s$, and extend the definitions (2.1.16) to these cubes. Continuing in this way be obtain disjoint cubes $I_{j k}$ and functions $w_{j k}$; for convenience in notations we rearrange them as a sequence. If the definition of $v$ is completed by setting $v(x)=u(x)$ when $x \notin O=$ $\cup I_{k}$, it is clear that (2.1.10) holds. To prove (2.1.11) we first note that

$$
\int_{I_{k}}\left(|v|+\left|w_{k}\right|\right) d x \leqslant 3 \int_{I_{k}}|u| d x .
$$

Since the cubes are disjoint, $w_{k}$ vanishes outside $I_{k}$ and $\int_{C O}|v| d x=\int_{C O}|u| d x$, we immediately get (2.1.11). Further (2.1.12) follows from (2.1.15) if $x \in O$. On the other hand, if $x \notin O$, there are arbitrarily small cubes containing $x$ over which to mean value of $|u|$ is $<s$. Hence $|u(x)| \leqslant s$ at every Lebesgue point in $\mathcal{C} O$, that is, almost everywhere. (2.1.13) follows from the construction. To prove (2.1.14) we only note that since the cubes $I_{k}$ are disjoint we get by adding the inequalities (2.1.15)

$$
s \sum m\left(I_{k}\right) \leqslant \int_{0}|u| d x .
$$

The proof is complete.
We now prove an estimate for the case $p=1, q=a$, which is then a substitute for Theorem 2.1. Using this result it will be easy to prove Theorem 2.1.

Theorem 2.2. Let $k \in K^{a}$ and assume that $k \in L_{p}{ }^{q}$ for some $p$ and $q$ satisfying (2.1.1) with $1<p \leqslant q<\infty$. Then we have, when $u$ has compact support and $u \in L^{1}$,

$$
\begin{equation*}
m\{x ;|k * u(x)|>\sigma\} \leqslant C_{1}\left(\|u\|_{1} / \sigma\right)^{a}, \quad \sigma>0 \tag{2.1.17}
\end{equation*}
$$

where $m$ denotes Lebesgue measure and $C_{1}$ a constant.

Proof. We may assume in the proof that $\|u\|_{1}=1$. To simplify the notations we write $\tilde{u}(x)=k \nLeftarrow u(x)$, which exists almost everywhere as an absolutely convergent integral. Form the decomposition of $u$ given by Lemma 2.2. Then we have

$$
\begin{equation*}
|\tilde{u}(x)| \leqslant|\tilde{v}(x)|+\sum_{1}^{\infty}\left|\tilde{w}_{k}(x)\right|, \tag{2.1.18}
\end{equation*}
$$

for every $x$ such that $\int|k(x-y)|\left(|v(y)|+\sum\left|w_{k}(y)\right|\right) d y<\infty$, hence almost everywhere. In virtue of Lemma 2.1 we have

$$
\begin{equation*}
\left(\int_{C I_{k}^{*}}\left|\tilde{w}_{k}\right|^{a} d x\right)^{1 / a} \leqslant C\left\|w_{k}\right\|_{I} \tag{2.1.19}
\end{equation*}
$$

and if $O=\bigcup I_{k}{ }^{*}$ it follows from (2.1.14) that

$$
m(O) \leqslant \gamma s^{-1}\|u\|_{1}=\gamma s^{-1} .
$$

If we restrict the integration in the left hand side of (2.1.19) to C $O$ and use Minkowski's inequality, we get writing $\tilde{w}=\Sigma\left|\widetilde{w}_{k}\right|$

$$
\left(\int_{c} \widetilde{w}^{a} d x\right)^{1 / a} \leqslant C \sum\left\|w_{k}\right\|_{1} \leqslant 3 C\|u\|_{1}=3 C .
$$

Hence the measure of the set of points in $\mathbf{C} O$ where $\widetilde{w}(x) \geqslant \frac{1}{2} \sigma$ is at most $(6 C / \sigma)^{a}$. Choosing $s=\sigma^{a}$ we thus have $\widetilde{w}(x)<\frac{1}{2} \sigma$ except in a set of measure at most $\left(\gamma+(6 C)^{a}\right) / \sigma^{a}$.

Now the assumption that $k \in L_{p}{ }^{q}$ for some $p$ and $q$ means that

$$
\begin{equation*}
\|k * u\|_{q} \leqslant C^{\prime}\|u\|_{p}, \quad u \in S . \tag{2.1.20}
\end{equation*}
$$

$S$ is dense in $L^{p}$ since $p<\infty$. Hence (2.1.20) follows for every $u \in L^{p}$ with compact support (with the convolution defined in the distribution sense, which however is well known to be equivalent to the classical sense since $k$ is locally integrable). In particular, (2.1.20) may be applied to $v$ which gives

$$
\begin{equation*}
\|\tilde{v}\|_{q} \leqslant C^{\prime}\|v\|_{p} \leqslant\left(2^{n} s\right)^{1-1 / p}\|v\|_{1}^{1 / p} \leqslant C^{\prime \prime} s^{(1 / a-1 / q)}=C^{\prime \prime} \sigma^{1-a / q} \tag{2.1.21}
\end{equation*}
$$

in view of (2.1.11), (2.1.12) and (2.1.1). Hence the measure of the set where $|\tilde{v}|>\frac{1}{2} \sigma$ is at most $\left(2 C^{\prime \prime}\right)^{q} \sigma^{-a}$. Since (2.1.18) shows that the set where $|\tilde{u}|>\sigma$ is contained in the union of the set where $|\tilde{v}|>\frac{1}{2} \sigma$ and that where $\tilde{w}>\frac{1}{2} \sigma$, the inequality (2.1.17) follows.

Proof of Theorem 2.1. Let $k \in K^{a}$ and $k \in L_{p_{0}}^{q_{0}}$ where $p_{0}$ and $q_{0}$ satisfy (2.1.1). Then it follows from Theorem 2.2 that (2.1.17) holds. But this means that Marcin-
kiewicz' interpolation theorem (Zygmund [18], Theorem 1) can be applied, and we obtain if $1<p<p_{0}$ and $q$ is defined by (2.1.1)

$$
\begin{equation*}
\|k * u\|_{\Omega} \leqslant C\|u\|_{p} \text { if } u \in L^{p} \text { and } u \text { has compact support. } \tag{2.1.22}
\end{equation*}
$$

In particular, this holds when $u \in C_{0}^{\infty}$ and since $C_{0}^{\infty}$ is dense in $S$ for the $L^{p}$ norm we obtain (2.1.22) for $u \in \mathcal{S}$. Hence $k \in L_{p}{ }^{q}$. To remove the restriction $p<p_{0}$ we only have to use Theorem 1.3. The proof is complete.

Remark. It is important in the applications that the proof gives an estimate of $L_{p}{ }^{q}(k)$ which only depends on $p, q, p_{0}, q_{0}, L_{p_{0}}{ }^{q_{0}}(k)$, the constants $C$ and $\gamma$ connected with (2.1.4) and the dimension $n$. This fact is often useful in estimating $L_{p}{ }^{q}(k)$ even when $k \in L^{a}$. (See for example the proof of Theorem 2.5 below.)

### 2.2. Applications

Our first example is that of Calderón and Zygmund [2], where the methods of section 2.1 were originally introduced. Thus $k$ is a locally integrable function satisfying

$$
\begin{equation*}
k(x)=0 \text { if }|x|<1, \quad k(t x)=t^{-n} k(x) \text { if } t \geqslant 1,|x| \geqslant 1 . \tag{2.2.1}
\end{equation*}
$$

Assume further that $k \in K^{1}$. (In virtue of the footnote on p. 95 in Calderón and Zygmund [2], this follows if $k$ satisfies a Dini condition when $|x|=1$.) We have to examine when the Fourier transform $\hat{k}$ is in $L^{\infty}$ so that $k \in L_{2}{ }^{2}$. First note that if $y \in N$ we have $k(x-y)-k(x) \in L^{1}$ as a function of $x$, since $k \in K^{1}$. Hence the Fourier transform $\left(e^{-2 \pi i\langle y, \xi\rangle}-1\right) \hat{k}$ is continuos. Since this is true for all $y$ in the neigbourhood $N$ of 0 it follows that $\hat{k}$ is a continuous function for $\xi \neq 0$ and bounded when $\xi \rightarrow \infty$. It remains to study the behaviour of $\hat{k}(\xi)$ as $\xi \rightarrow 0$. Noting that the Fourier transform of $\hat{k}_{t}^{(1)}$ is $\hat{k}(t \xi)$, we obtain

$$
\hat{k}(t \xi)-\hat{k}(\xi)=\int_{|\omega|=1} \int_{i}^{1} e^{-2 \pi i\langle\tau \omega, \xi\rangle} k(\omega) d \omega d r / r .
$$

Hence

$$
\lim _{\xi \rightarrow 0}(\hat{k}(t \xi)-\hat{k}(\xi))=-\log t \int k(\omega) d \omega .
$$

Letting $t \rightarrow 0$ we find that if $\hat{k}$ is a bounded function we must have

$$
\begin{equation*}
\int_{|\omega|=1} k(\omega) d \omega=0 \tag{2.2.2}
\end{equation*}
$$

Conversely, if this condition is fulfilled, one can write

$$
\hat{k}(t \xi)-\hat{k}(\xi)=\int_{|\omega|=1} \int_{t}^{1}\left(e^{-2 \pi i r\langle\omega, \xi\rangle}-1\right) k(\omega) d \omega d r / r .
$$

If we take $\xi$ as a unit vector and $0<t \leqslant 1$, the right hand side is bounded by $2 \pi \int|k(\omega)| d \omega$, which proves the boundedness of $\hat{k}$ for $\xi \neq 0$. Thus $\hat{k}$ is the sum of a bounded function and-possibly-a distribution with support at 0 , that is, a linear combination of the Dirac measure at 0 and its derivatives. A component of that form is impossible, however. To see this it is sufficient to show that if $\varphi_{\varepsilon}(x)=\varphi(x / \varepsilon)$, where $\varphi \in C_{0}^{\infty}$, it follows that $\hat{k}\left(\varphi_{\varepsilon}\right) \rightarrow 0$ as $\varepsilon \rightarrow 0$. Now we have

$$
\hat{k}\left(\varphi_{\varepsilon}\right)=k\left(\hat{\varphi}_{\varepsilon}\right)=\int k(x) \hat{\varphi}(\varepsilon x) \varepsilon^{n} d x .
$$

Using the facts that $|\hat{\varphi}(y)| \leqslant C /(|y|+1)$ since $\hat{\varphi} \in S$ and that $\int|k(r \omega)| d \omega \leqslant C / r^{n}$, we get by introducing polar coordinates and computing the integral

$$
\left|\hat{k}\left(\varphi_{\varepsilon}\right)\right| \leqslant C \varepsilon^{n} \log (1+1 / \varepsilon),
$$

and this tends to 0 as $\varepsilon \rightarrow 0$. Hence the following theorem follows from Theorem 2.1.
Theorem 2.3. If $k$ is in $K^{1}$ and satisfies (2.2.1), it follows that $k \in L_{p}{ }^{p}$ for $\mathbf{l}<p<\infty$ if (2.2.2) is fulfilled whereas $k$ is not in $L_{p}{ }^{p}$ for any $p$ if (2.2.2) is not valid.

We briefly recall the consequences of this result for the singular integrals corresponding to $k$. First note that it follows from (2.2.2) that $k_{0}{ }^{(1)}=\lim k_{t}^{(1)}$ exists in the topology of $\mathcal{S}^{\prime}$. In fact, if $u \in S$ we have

$$
k_{t}^{(1)}(u)=\int_{i}^{\infty} \int_{|\omega|=1} u(r \omega) k(\omega) d \omega d r / r,
$$

and in view of (2.2.2)

$$
\int u(r \omega) k(\omega) d \omega=\int(u(r \omega)-u(0)) k(\omega) d \omega=O(r)
$$

as $r \rightarrow 0$. Hence the integral

$$
k_{0}^{(1)}(u)=\int_{0}^{\infty} d r / r \int u(r \omega) k(\omega) d \omega
$$

exists and is the limit of $k_{t}{ }^{(1)}$ as $t \rightarrow 0$. It is clear that $k_{0}{ }^{(1)}$ is a distribution in $S^{\prime}$. Since $\left\|k_{t}^{(1)} * u\right\|_{p} \leqslant C_{p}\|u\|_{p}$ if $u \in S, t>0$ and $1<p<\infty$, the same estimate for $t=0$ follows in the limit. (Cf. Lemma 1.5.) Hence we obtain

Corollary 2.1. Let $k \in K^{1}$ and let (2.2.1), (2.2.2) be valid. Then $\lim _{t \rightarrow 0} k_{t}^{(1)}$ exists in $\mathfrak{S}^{\prime}$ and is an element of $L_{p}{ }^{p}, 1<p<\infty$.

Next consider the potential kernel

$$
k(x)=|x|^{-n / a}, \quad 1<a<\infty .
$$

$k$ is locally integrable and $\in K^{a}$. In fact, $k_{t}^{(a)}=k$ so all we have to estimate is

$$
\left(\int_{C M}|k(x-y)-k(x)|^{a} d x\right)^{1 / a}, \quad y \in N,
$$

where $N$ is the sphere $|y|<1$ and $M$ the set $|x| \leqslant 2$. The mean value theorem gives the estimate

$$
|k(x-y)-k(x)| \leqslant(|y| n / a) /(|x|-1)^{1+n / a} .
$$

Since the function $1 /(|x|-1)^{n+a}$ is integrable over $\mathbf{C} M$, it follows that $k \in K^{a}$. Further, it is well known that the Fourier transform of $|x|^{-n / a}$ is $C_{a}|\xi|^{-n / a^{\prime}}$ where $C_{a}$ is a constant. (This may be proved as follows: $k$ is in $L^{2}$ in a neighbourhood of infinity if $a<2$, hence $\hat{k}$ is a function. Considerations of orthogonal invariance and homogeneity immediately show that $\hat{k}$ is proportional to $|\xi|^{-n / a^{a}}$. For $a>2$ the same result now follows from Fourier's inversion formula and for $a=2$ it is obtained as a limiting case.) Using Theorem 1.11 and Theorem 2.1 we obtain that $k \in L_{p}{ }^{q}$ if (2.1.1) is valid. Hence

Theorem 2.4. If $k$ is a locally integrable function such that

$$
\begin{equation*}
|k(x)| \leqslant C|x|^{-n / a}, \quad a>1, \tag{2.2.3}
\end{equation*}
$$

then $k \in L_{p}{ }^{q}$ if $1<p<q<\infty$ and (2.1.1) is valid.
The proof we have given is essentially the same as that in Zygmund [18]. The theorem itself is due to Hardy and Littlewood when $n=1$ and to Sobolev when $n>1$. (See the references in Zygmund [18].)

The next application is an improvement of a result proved by Mihlin [8], [9].
Theorem 2.5. Let $f \in L^{\infty}$ and assume that

$$
\begin{equation*}
\int_{\frac{1}{2} R \leqslant|\xi| \leqslant 2 R}\left|R^{|\alpha|} D_{\alpha} f\right|^{2} d \xi / R^{n} \leqslant B^{2}, 0<R<\infty,|\alpha| \leqslant x, \tag{2.2.4}
\end{equation*}
$$

where $B$ is a constant and $x$ is the least integer $>\frac{1}{2} n$. Then it follows that $f \in M_{p}{ }^{p}$, $1<p<\infty$.

Remark. Mihlin's hypotheses are of the form (2.2.4) with maximum norms instead of $L^{2}$ norms and involve derivatives up to the order $n$.

In the proof of Theorem 2.5 we need a simple lemma.
Lemma 2.3. There is a function $\varphi \in C_{0}^{\infty}$ with support in the set $\frac{1}{2}<|\xi|<2$ such that

$$
\begin{equation*}
\sum_{-\infty}^{+\infty} \varphi\left(2^{-j} \xi\right)=1, \quad \xi \neq 0 . \tag{2.2.5}
\end{equation*}
$$

Proof. Let $\Phi \geqslant 0$ be a function in $C_{0}^{\infty}$ with support in the set $\frac{1}{2}<|\xi|<2$ and let $\Phi(\xi)>0$ when $1 / \sqrt{2} \leqslant|\xi| \leqslant \sqrt{2}$. Set

$$
\varphi(\xi)=\Phi(\xi) / \sum_{-\infty}^{+\infty} \Phi\left(2^{-j} \xi\right) .
$$

Since the denominator is never 0 for $\xi \neq 0$ it follows that $\varphi \in C_{0}^{\infty}$, and (2.2.5) follows immediately.

Proof of Theorem 2.5. We shall apply Theorem 2.2 to the inverse Fourier transform of $f$. To do so we first decompose $f$ into a sum $\sum f_{j}$ by setting

$$
\begin{equation*}
f_{j}(\xi)=f(\xi) \varphi\left(2^{-j} \xi\right) \tag{2.2.6}
\end{equation*}
$$

The support of $f_{j}$ belongs to the spherical shell $2^{j-1}<|\xi|<2^{j+1}$. Leibniz' formula gives

$$
D_{\alpha} f_{j}(\xi)=\sum_{\beta+\gamma=\alpha} 2^{-j|\beta|}\left(D_{\gamma} f(\xi)\right)\left(\left(D_{\beta} \varphi\right)\left(2^{-j} \xi\right)\right)
$$

Using (2.2.4) with $R=2^{j}$ and the fact that the derivatives of $\varphi$ are bounded, we obtain

$$
\begin{equation*}
\int \sum_{|\alpha| \leqslant x}\left|2^{j|\alpha|} D_{\alpha} f_{j}\right|^{2} d \xi / 2^{n_{j}} \leqslant C B^{2} \tag{2.2.7}
\end{equation*}
$$

(In the whole proof $C$ will denote constants depending only on $n$ but $C$ may have different values in different formulas.)

Let $g_{j}$ be the inverse Fourier transform of $f_{j}$,

$$
g_{j}(x)=\int e^{2 \pi i\langle x, \xi\rangle} f_{j}(\xi) d \xi .
$$

Parseval's formula gives in view of (2.2.7)

$$
\begin{equation*}
\int\left(1+2^{2 j}|x|^{2}\right)^{x}\left|g_{j}\right|^{2} d x \leqslant C B^{2} 2^{n j} \tag{2.2.8}
\end{equation*}
$$

and hence it follows from Cauchy-Schwarz' inequality that

$$
\begin{equation*}
\int\left|g_{j}\right| d x \leqslant C B\left(2^{n j} \int d x /\left(1+2^{2 j}|x|^{2}\right)^{x}\right)^{\frac{1}{2}}=C^{\prime} B \tag{2.2.9}
\end{equation*}
$$

(The integral is convergent since $2 x>n$.) Note that this also shows that $\left|f_{j}\right|=\left|\hat{g}_{j}\right|$ is $\leqslant C^{\prime} B$ almost everywhere, hence that $|f|=\left|\Sigma f_{j}\right| \leqslant 2 C^{\prime} B$ since at most two $f_{j}$ can be $\neq 0$ at any point. Application of Cauchy-Schwarz' inequality also gives, if we drop the term 1 in the brackets on the left hand side in (2.2.8),

$$
\begin{equation*}
\int_{|x| \geqslant t}\left|g_{j}\right| d x \leqslant C B\left(2^{j} t\right)^{\left(\frac{1}{2} n-x\right)} . \tag{2.2.10}
\end{equation*}
$$

Write $\quad \boldsymbol{F}_{N}=\sum_{-N}^{N} f_{j}, \quad G_{N}=\sum_{-N}^{N} g_{j}$.
We then have $\left|F_{N}\right| \leqslant 2 C^{\prime} B$, hence

$$
\begin{equation*}
L_{2}{ }^{2}\left(G_{N}\right)=M_{2}{ }^{2}\left(F_{N}\right) \leqslant 2 C^{\prime} B . \tag{2.2.12}
\end{equation*}
$$

Further, we shall estimate

$$
\int_{|x| \geqslant 2 t}\left|G_{N}(x-y)-G_{N}(x)\right| d x, \quad|y| \leqslant t .
$$

To do so we first note that (2.2.10) gives

$$
\int_{|x| \geqslant 2 t}\left|g_{j}(x-y)-g_{j}(x)\right| d x \leqslant C B\left(2^{j} t\right)^{\left(\frac{1}{2} n-x\right)},
$$

which is a good estimate when $2^{j} t \geqslant 1$, the exponent being negative. Further, (2.2.9) and Bernstein's inequality give

$$
\begin{equation*}
\int\left|g_{j}(x-y)-g_{j}(x)\right| d x \leqslant C B 2^{j+1} t, \quad|y| \leqslant t \tag{2.2.13}
\end{equation*}
$$

since the spectrum of $g_{j}$ is contained in the sphere with radius $2^{j+1}$. (It is also easy to obtain (2.2.13) by a direct estimation without using Bernstein's inequality.) Hence, when $|y| \leqslant t$,

$$
\begin{equation*}
\int_{|x| \geqslant 2 t}\left|G_{N}(x-y)-G_{N}(x)\right| d x \leqslant C B \sum_{-\infty}^{+\infty} \min \left(2^{j} t,\left(2^{j} t\right)^{\left(\frac{1}{1} n-x\right)}\right) \tag{2.2.14}
\end{equation*}
$$

and since the sum is obviously a bounded function of $t$ we get

$$
\begin{equation*}
\int_{|x| \geqslant 2 t}\left|G_{N}(x-y)-G_{N}(x)\right| d x \leqslant C B, \quad|y| \leqslant t, \tag{2.2.15}
\end{equation*}
$$

which is equivalent to

$$
\begin{equation*}
\int_{|x| \geqslant 2}\left|G_{N_{t}}^{(1)}(x-y)-G_{N_{i}}^{(1)}(x)\right| d x \leqslant C B, \quad|y| \leqslant 1 . \tag{2.2.15}
\end{equation*}
$$

From (2.2.12) and (2.2.15) it now follows in view of the remark at the end of section 2.1 that

$$
\begin{equation*}
M_{p}^{p}\left(F_{N}\right)=L_{p}{ }^{p}\left(G_{N}\right) \leqslant C_{p} B, \quad 1<p<\infty, \tag{2.2.15}
\end{equation*}
$$

where $C_{p}$ only depends on $p$ and the dimension $n$. Since $F_{N}(\xi) \rightarrow F(\xi)$ for $\xi \neq 0$ and is uniformly bounded, we have $F_{N} \rightarrow F$ in $\boldsymbol{S}^{\prime}, N \rightarrow \infty$. Hence it follows from Lemma 1.5 that $F \in M_{p}{ }^{p}$ and that

$$
\begin{equation*}
M_{p}^{p}(F) \leqslant C_{p} B \tag{2.2.16}
\end{equation*}
$$

The proof is complete.
Using Theorem 2.5 we shall now prove some results similar to those in section 1.4. They are modifications of theorems proved by Calderón and Zygmund [3].

Definition 2.2. We shall denote by $H_{p}, 1<p<\infty$, the closure in $M_{p}{ }^{p}$ of the set $h^{\infty}$ of functions $f$ which are in $C^{\infty}$ for $\xi \neq 0$ and homogeneous of degree 0 , that is,

$$
f(t \xi)=f(\xi), \quad t>0 .
$$

Note that Theorem 2.5 shows that $h^{\infty} \subset M_{p}^{p}$, and that $H_{p}$ is obviously a normed ring.

Theorem 2.6. Let $f \in M_{p}{ }^{p}$ be continuous for $\xi \neq 0$ and homogeneous of degree 0. Then we have $f \in H_{q}$ if $|1 / q-1 / 2|<|1 / p-1 / 2|$.

Proof. The theorem is quite parallel to Theorem 1.16 and so is the proof. Let $O_{n}$ be the orthogonal group, with elements denoted by $A, B, \ldots$ and let $d A$ be the Haar measure in $O_{n}$. For $j=1,2, \ldots$ take a function $\varphi_{j} \geqslant 0$ in $O_{n}$ which is infinitely differentiable so that any neighbourhood of the identity in $O_{n}$ contains the supports of all $\varphi_{j}$ except a finite number. Let $\int \varphi_{j}(A) d A=1$ and set

$$
f_{j}(x)=\int f(A x) \varphi_{j}(A) d A
$$

It is obvious that $f_{f}$ is homogeneous of degree 0 and in view of Theorem 1.13 and the convexity of the norm $M_{p}{ }^{p}$ we have $M_{p}{ }^{p}\left(f_{j}\right) \leqslant M_{p}{ }^{p}(f)$, hence $M_{p}{ }^{p}\left(f_{j}-f\right) \leqslant 2 M_{p}{ }^{p}(f)$. Further $f_{j} \rightarrow f$ uniformly when $j \rightarrow \infty$. It is sufficient to verify this when $\xi$ is on the unit sphere and then it follows at once from the uniform continuity of $f$. Thus $M_{2}{ }^{2}\left(f_{j}-f\right) \rightarrow 0$, and as in the proof of Theorem 1.16 it follows that $M_{q}{ }^{q}\left(f_{j}-f\right) \rightarrow 0$ as $j \rightarrow \infty$. It remains to prove that $f_{i} \in h^{\infty}$, that is that the restriction of $f_{j}$ to the unit sphere is infinitely differentiable. But this is obvious since

$$
f_{j}(B x)=\int f(A B x) \varphi_{j}(A) d A=\int f(A x) \varphi_{j}\left(A B^{-1}\right) d A, \quad B \in O_{n}
$$

and the right hand side is an infinitely differentiable function of $B$.
Theorem 2.7. The only continuous multiplicative linear forms on $H_{p}$ are the mappings $f \rightarrow f(\xi),|\xi|=\mathbf{l}$.

Proof. Let $f \rightarrow T(f)$ be such a form. If $h^{\infty}$ is identified with $C^{\infty}(\Sigma)$, where $\Sigma=\{\xi ;|\xi|=1\}$, the restriction to $h^{\infty}$ of $T$ can be considered as a distribution $T$ in $\Sigma$. In fact, Theorem 2.5 or more precisely inequality (2.2.16) shows that $M_{p}{ }^{p}\left(f_{n}\right) \rightarrow 0$, hence $T\left(f_{n}\right) \rightarrow 0$, if $f_{n} \in h^{\infty}$ and the derivatives of $f_{n}$ of order $\leqslant \frac{1}{2}(n+1)$ converge to 0 uniformly in $\Sigma$. Thus $\hat{T}(x)=T\left(e^{-2 \pi i\langle x, \cdot\rangle\rangle}\right)$ is continuous and satisfies the equation $\hat{T}(x+y)=\hat{T}(x) \hat{T}(y)$. Hence $\hat{T}(x)=e^{-2 x i\langle x, \xi\rangle}$ for some complex $\xi$, but since $T$ has support in $\sum$ it follows that $\xi \in \sum$. Hence

$$
\begin{equation*}
T(f)=f(\xi), \quad f \in h^{\infty} . \tag{2.2.17}
\end{equation*}
$$

Since $h^{\infty}$ is dense in $H_{p}$, the equality (2.2.17) is valid for every $f \in H_{p}$, the two sides being continuous functions of $f \in H_{p}$. The proof is complete.

The result we need in Chapter III is the following
Corollary 2.1. Let $f$ be continuous for $\xi \neq 0$ and homogeneous of degree 0 . Further assume that $f \in M_{p}{ }^{p}$ for all $p$ with $\mathbf{1}<p<\infty$ and that $f(\xi) \neq 0$ when $\xi \neq 0$. Then $1 / f \in M_{p}{ }^{p}$ when $\mathbf{l}<p<\infty$.

Proof. Theorem 2.6 shows that $f \in H_{q}$ for all $q$ with $1<q<\infty$. Hence the corollary follows from Theorem 2.7 and basic facts concerning commutative Banach algebras (Loomis [6], pp. 78 and 79).

## Chapter III

## Estimates for some families of operators

### 3.1. Preliminaries

Our aim in this chapter is to supplement the investigation of the convolution transforms $k_{t}^{(a)} * u$ made in Chapter II by studying these as functions of $t$ also. For simplicity we only consider the case $a=1$, but in view of some important applications we shall admit several parameters. Thus let $T$ be a set in $R^{m}$ such that $0 \notin T$ and $T \cup\{0\}$ is a closed $\left({ }^{1}\right)$ cone. Thus

$$
\begin{equation*}
\alpha t \in T \text { if } \alpha>0 \text { and } t \in T \tag{3.1.1}
\end{equation*}
$$

Write $R^{n}=X$. We shall consider a function $K(x, t)$ defined and measurable in $X \times T$, such that

$$
\begin{equation*}
K(\alpha x, \alpha t)=\alpha^{-n} K(x, t), \quad(x, t) \in X \times T, \quad \alpha>0 . \tag{3.1.2}
\end{equation*}
$$

With suitable assumptions on $K$ and on $u$ we shall study the convolution

$$
\int K(x-y, t) u(y) d y, \quad(x, t) \in X \times T
$$

Writing $\tilde{K}(x, t)=\bar{K}(-x, t)$ we shall also for functions $U$ in $X \times T$ study the adjoint transformation which maps $U$ on the function

$$
\int_{x} \int_{T} \tilde{K}(x-y, t) U(y, t) d y d t /|t|^{m}
$$

In the estimates we shall use norms on measurable functions $U$ in $X \times T$ of the form (3.1.3) with $1 \leqslant p \leqslant \infty, \quad 1 \leqslant q \leqslant \infty$,

$$
\begin{equation*}
X^{p} T^{q}(U)=\left(\int_{X}\left(\int_{T}|U(x, t)|^{q} d t /|t|^{m}\right)^{p / q} d x\right)^{1 / p} \tag{3.1.3}
\end{equation*}
$$

(3.1.3) has a sense, finite or infinite, in view of the Fubini theorem. (It is clear how (3.1.3) should be interpreted if $p$ or $q$ is infinite.) We write $X^{p} T^{q}$ for the set of measurable $U$ such that the norm (3.1.3) is finite. This is a Banach space. In fact, the convexity of $X^{p} T^{q}(U)$ follows by repeated use of Minkowski's inequality in $L^{p}$ spaces. Similarly one proves the convergence in the $X^{p} T^{q}$ norm of a series of elements in $X^{p} T^{q}$ whose $X^{p} T^{q}$ norms form a convergent series. Hence $X^{p} T^{q}$ is complete.
${ }^{(1)}$ This assumption is merely made to get shorter statements.

We shall also use the notation

$$
T^{q}(U)=\left(\int|U|^{q} d t /|t|^{m}\right)^{1 / q}
$$

If $U \in X^{p} T^{q}$ this function of $x$ is finite almost everywhere.
Hölder's inequality takes the following form.
Theorem 3.1. Let $U$ and $V$ be measurable in $X \times T$. Then

$$
\begin{equation*}
\int_{X \times X} \int_{T}|U||V| d x d t /|t|^{m} \leqslant X^{p} T^{q}(U) X^{p^{\prime}} T^{q^{\prime}}(V) . \tag{3.1.4}
\end{equation*}
$$

Proof. We may assume in the proof that the factors in the right hand side are finite. For almost all $x$ we can then use Hölder's inequality for the integral with respect to $t$ and another use of Hölder's inequality completes the proof of (3.1.4).

It would be easy to show that the dual space of the set of all measurable $U$ with the norm $X^{p} T^{q}(U)<\infty$ is the corresponding space with $p$ and $q$ replaced by $p^{\prime}$ and $q^{\prime}$, provided that $p$ and $q$ are finite. However, we content ourselves with the following converse of Hölder's inequality.

Theorem 3.2. Let $U$ be a measurable function in $X \times T$ and assume that for all measurable $V$ with compact support in $X \times T$ we have with constant $C$

$$
\begin{equation*}
\left|\int_{X \times T} \int_{T} U V d x d t /|t|^{m}\right| \leqslant C X^{p^{\prime}} T^{q^{\prime}}(V), \tag{3.1.5}
\end{equation*}
$$

which shall mean in particular that the integral in the left hand side exists if the right hand side is finite. Then it follows that

$$
\begin{equation*}
X^{p} T^{q}(U) \leqslant C . \tag{3.1.6}
\end{equation*}
$$

Proof. We may assume that $U \geqslant 0$, that $X^{p} T^{q}(U)<\infty$ and that $U$ has compact support. In fact, if the theorem is known when this hypothesis is made a priori we only need to form $U_{N}$ defined as $\min (|U|, N)$ when $|x| \leqslant N, 1 / N \leqslant|t| \leqslant N$ and as 0 otherwise. $U_{N}$ satisfies (3.1.5) and our requirements, so we will get $X^{p} T^{q}\left(U_{N}\right) \leqslant C$. Letting $N \rightarrow \infty$, we obtain (3.1.6). Now if the assumptions made above are fulfilled and $p<\infty, q<\infty$, we take

$$
V=U^{q} / U\left(\int_{T} U^{q} d t /|t|^{m}\right)^{1-p / q}
$$

which we define as 0 when a factor in the denominator vanishes. A simple computation then gives (3.1.6). The case when $p$ or $q=\infty$ is easily handled in a similar way.

The following variant of Lemma 2.2 is important in this chapter.
Lemma 3.1. Let $U \in X^{1} T^{q}$. For every $s>0$ ue can then write

$$
\begin{equation*}
U=V+\sum_{1}^{\infty} W_{k} \tag{3.1.7}
\end{equation*}
$$

where $V$ and all $W_{k} \in X^{1} T^{q}$ and for certain disjoint cubes $I_{k}$ in $X$

$$
\begin{gather*}
X^{1} T^{q}(V)+\sum_{1}^{\infty} X^{1} T^{q}\left(W_{k}\right) \leqslant 3 X^{1} T^{q}(U)  \tag{3.1.8}\\
\left(T^{q}(V)\right)(x) \leqslant 2^{n} s \text { for almost all } x  \tag{3.1.9}\\
\int W_{k}(x, t) d x=0 \text { for almost all } t \text { and } W_{k}(x, t)=0 \text { if } x \notin I_{k},  \tag{3.1.10}\\
\sum_{1}^{\infty} m\left(I_{k}\right) \leqslant s^{-1} X^{1} T^{q}(U) . \tag{3.1.11}
\end{gather*}
$$

If $U=0$ outside a compact set, then there is another compact set such that $V$ and all $W_{k}$ vanish outside that set.

Proof. Let $u=T^{q}(U)$. We have $u \in L^{1}$ so we can form the decomposition of $u$ given by Lemma 2,2. We take the cubes $I_{k}$ associated with $u$ and $s$ in that lemma and set

$$
\begin{gather*}
V(x, t)=\left(m\left(I_{k}\right)\right)^{-1} \int_{i_{k}} U(y, t) d y, \quad x \in I_{k}  \tag{3.1.12}\\
W_{k}(x, t)=U(x, t)-V(x, t), \quad x \in I_{k} \tag{3.1.13}
\end{gather*}
$$

which has as sense for almost all $t$. When $x \notin I_{k}$ we set $W_{k}=0$ and when $x \notin \cup I_{k}$ we set $V=U$. Minkowski's inequality and (2.1.12) give

$$
\begin{equation*}
\left(\int|V(x, t)|^{q} d t /|t|^{m}\right)^{1 / q} \leqslant\left(m\left(I_{k}\right)\right)^{-1} \int_{I_{k}} u d y=\left(m\left(I_{k}\right)\right)^{-1} \int_{I_{k}} v d y<2^{n} s, \quad x \in I_{k} \tag{3.1.14}
\end{equation*}
$$

When $x \notin \cup I_{c}$ we have

$$
\left(\int|V(x, t)|^{q} d t /|t|^{m}\right)^{1 / q}=u(x) \leqslant s
$$

almost everywhere which proves (3.1.9). (3.1.11) follows trivially from Lemma 2.2 for the right hand side is $s^{-1} \int u d x$. Since (3.I.14) gives

$$
\int_{I_{k}}\left(\int|V(x, t)|^{q} d t /|t|^{m}\right)^{1 / q} d x \leqslant \int_{I_{k}} u d y
$$

we obtain

$$
X^{1} T^{q}\left(W_{k}\right) \leqslant 2 \int_{I_{k}} u d y, \quad X^{1} T^{q}(V) \leqslant \int u d y .
$$

This proves (3.1.8).

## 3.2. $L^{2}$ estimates

Let $K$ be a locally integrable function in $X \times T$ and form

$$
\begin{equation*}
(K * u)(x, t)=\int K(x-y, t) u(y) d y \tag{3.2.1}
\end{equation*}
$$

where $u$ is integrable and has compact support. The integral exists for almost all $(x, t)$ and is a locally integrable function in $X \times T$ in view of the Fubini theorem. We shall study conditions in order that the inequality
shall hold.

$$
\begin{equation*}
X^{2} T^{2}(K * u) \leqslant\|u\|_{2} \tag{3.2.2}
\end{equation*}
$$

Theorem 3.3. Let $K(x, t)$ be in $S^{\prime}$ for almost all fixed $t \in T$, and assume that there is a locally integrable function $\hat{K}(\xi, t)$ which defines the Fourier transform of $K(x, t)$ as a function of $x$ for almost all $t$. If

$$
\begin{equation*}
T^{2}(\hat{K}) \leqslant C \text { almost everywhere }, \tag{3.2.3}
\end{equation*}
$$

the inequality (3.2.2) holds for all $u \in L^{2}$ with compact support.
Proof. For almost all $t$ we get by Parseval's formula

$$
\int|K * u|^{2} d x=\int|\hat{\mathcal{R}}(\xi, t) \hat{u}(\xi)|^{2} d \xi .
$$

Hence

$$
\begin{equation*}
\iint|K * u|^{2} d x d t /|t|^{m}=\int|\hat{u}(\xi)|^{2} d \xi \int|\hat{K}(\xi, t)|^{2} d t /|t|^{m} \leqslant C^{2} \int|\hat{u}(\xi)|^{2} d \xi \tag{3.2.4}
\end{equation*}
$$

which proves (3.2.2).
When (3.2.3) holds, the mapping $u \rightarrow K * u$ can thus be extended to a continuous mapping $A$ of $L^{2}$ into $X^{2} T^{2}$. To compute the adjoint $A^{*}$ let $U \in C_{0}^{\infty}(X \times T)\left({ }^{1}\right)$ and form with $u \in C_{0}^{\infty}(X)$, which is a dense set in $L^{2}$,

$$
\iint(K * u) \bar{U} d x d t /|t|^{m}=\iint \bar{U} d x d t /|t|^{m} \int K(x-y, t) u(y) d y
$$

(1) By this we mean that $U$ is the restriction to $X \times T$ of a function in $C_{0}^{\infty}\left(R^{n} \times\left(R^{m}-\{0\}\right)\right)$.

The integrations may be interchanged since the integrand vanishes except when ( $x, y, t$ ) is in a compact set, and $K$ is locally integrable. Hence

$$
\begin{equation*}
\int(K * u) \bar{U} d x d t /|t|^{m}=\int u \overline{\tilde{K} * U} d x \tag{3.2.5}
\end{equation*}
$$

where we have used the notation $\widetilde{K}(x, t)=\overline{K(-x, t)}$ and

$$
(\tilde{K} * U)(x)=\int \tilde{K}(x-y, t) U(y, t) d y d t /|t|^{m}
$$

Since an operator between Hilbert spaces and its adjoint have the same bounds, we have

Theorem 3.4. If the hypotheses of Theorem 3.3 are fulfilled it follows that

$$
\begin{equation*}
\|\widetilde{K} * U\|_{2} \leqslant C X^{2} T^{2}(U), \quad U \in C_{0}^{\infty}(X \times T) \tag{3.2.6}
\end{equation*}
$$

where $C$ is the same constant as in (3.2.3) and (3.2.2).
$A^{*}$ is thus the closure of the mapping $X^{2} T^{2} \supset C_{0}^{\infty}(X \times T) \ni U \rightarrow \tilde{K} \nVdash U \in L^{2}(X)$. We shall now compute $A^{*} A$. When $u \in C_{0}^{\infty}(X)$ (3.2.4) may be written

$$
\left(X^{2} T^{2}(A u)\right)^{2}=\int|\hat{u}|^{2}\left(T^{2}(\hat{K})\right)^{2} d \xi
$$

that is,

$$
\begin{equation*}
\left(A^{*} A u, u\right)=\int|\hat{u}|^{2}\left(T^{2}(\hat{K})\right)^{2} d \xi, \quad u \in C_{0}^{\infty}(X) \tag{3.2.7}
\end{equation*}
$$

Polarization of this identity gives since $A^{*} A$ is a self-adjoint operator

$$
\left(A^{*} A u, v\right)=\int \hat{u} \overline{\hat{v}}\left(T^{2}(\hat{K})\right)^{2} d \xi, \quad u, v \in C_{0}^{\infty}(X)
$$

Thus, if $\mp$ denotes the Fourier transformation, we have

$$
\begin{equation*}
A^{*} A u=\mathfrak{J}^{-1}\left(\left(T^{2}(\hat{K})\right)^{2} \mathfrak{F} u\right), \quad u \in C_{0}^{\infty} \tag{3.2.8}
\end{equation*}
$$

so that $A^{*} A$ is the convolution operator corresponding to the multiplier $\left(T^{2}(\hat{K})\right)^{2}$. This will be essential later on. For future reference we also remark here that it follows immediately from (3.1.2) that $T^{2}(\hat{K})$ is homogeneous of degree 0 , that is,

$$
\begin{equation*}
\left(T^{2}(\hat{K})\right)(\alpha \xi)=\left(T^{2}(\hat{K})\right)(\xi), \quad \alpha>0 \tag{3.2.9}
\end{equation*}
$$

### 3.3. Main theorem on mixed $L^{\mathbf{2}}$ estimates

In this section we assume throughout that $K$ is locally in $X^{1} T^{2}$. By this we mean that a function $K_{1}$ which is equal to $K$ in a compact subset of $X \times T$ and equal to 0 elsewhere in $X^{1} T^{2}$. Then

$$
\begin{equation*}
(\tilde{K} * U)(x)=\iint \tilde{K}(x-y, t) U(y, t) d y d t /|t|^{m} \tag{3.3.1}
\end{equation*}
$$

exists as an absolutely convergent integral almost everywhere and defines a locally integrable function, if $U$ is in $X^{1} T^{2}$ and has compact support. To prove this it is sufficient to study (3.3.1) with $K$ replaced by $K_{1}$. But then we can apply the Fubini theorem to the measurable function $\tilde{K}_{1}(x-y, t) U(y, t) /|t|^{m}$ of $(x, y, t)$, for

$$
\begin{aligned}
\iiint\left|\tilde{K}_{1}(x-y, t) U(y, t)\right| d x d y d t /|t|^{m} & \leqslant \iint T^{2}\left(\tilde{K}_{1}(x-y, \cdot)\right) T^{2}(U(y, \cdot)) d x d y= \\
& =X^{1} T^{2}\left(\tilde{K}_{1}\right) X^{1} T^{2}(U)<\infty
\end{aligned}
$$

Also note that the same argument shows that (3.2.5) is valid for all $u \in C_{0}^{\infty}$ if $U \in X^{1} T^{2}$ and has compact support. Thus the operator $A^{*}$ discussed in section 3.2 is defined by $A^{*} U=\tilde{K} * U$ and (3.2.6) is valid for all $U \in X^{2} T^{2}$ with compact support.

The principal aim of this section is to prove the following theorem.
Theorem 3.5. Let $K$ be locally in $X^{1} T^{2}$ and satisfy the hypotheses of Theorem 3.3. Further assume that there is a neighbourhood $N$ of 0 in $X$ and a compact set $M$ in $X$ such that

$$
\begin{equation*}
\int_{\mathbf{c} M} d x\left(\int_{T}|K(x-y, t)-K(x, t)|^{2} d t /|t|^{m}\right)^{\frac{1}{2}} \leqslant C, \quad y \in N \tag{3.3.2}
\end{equation*}
$$

where $C$ is a constant. For $1<p<\infty$ there then exists a constant $C_{p}$ such that if $u \in L^{p}$ has compact support in $X$

$$
\begin{equation*}
X^{p} T^{2}(K * u) \leqslant C_{p}\|u\|_{p} \tag{3.3.3}
\end{equation*}
$$

and if $U \in X^{p} T^{2}$ and has compact support in $X \times T$.

$$
\begin{equation*}
\|\tilde{K} * U\|_{p} \leqslant C_{p^{\prime}} X^{p} T^{2}(U) \tag{3.3.4}
\end{equation*}
$$

Proof. It is sufficient to prove (3.3.3) and (3.3.4) when $1<p \leqslant 2$, for (3.3.3) is equivalent to (3.3.4) with $p$ replaced by $p^{\prime}$ in view of the duality used in the proof of Theorem 3.4. In fact, if (3.3.4) is known with $p$ replaced by $p^{\prime}$ we get using (3.2.5) and Hölder's inequality

$$
\left|\int(K * u) \bar{U} d x d t /|t|^{m}\right| \leqslant\|u\|_{p} C_{p} X^{p^{\prime}} T^{2}(U)
$$

hence (3.1.5) gives $X^{p} T^{2}(K * u) \leqslant C_{p}\|u\|_{p}$. The argument may of course be reversed. Also note that Theorems 3.3 and 3.4 show that the theorem is valid for $p=2$.

We now prove a theorem concerning the mapping $u \rightarrow T^{2}(K * u)$ which combined with Marcinkiewiez' interpolation theorem gives (3.3.3) for $1<p \leqslant 2$.

Theorem 3.6. Let the assumptions of Theorem 3.5 be fulfilled. Then there is a constant $C_{1}$ such that if $u \in L^{1}$ and has compact support we have

$$
\begin{equation*}
m\left\{x ;\left(T^{2}(K * u)\right)(x)>\sigma\right\} \leqslant C_{\mathbf{1}}\|u\|_{\mathbf{1}} / \sigma, \quad \sigma>0 . \tag{3.3.5}
\end{equation*}
$$

Proof. To prove this theorem we have essentially only to repeat the proof of Theorem 2.2. There is no restriction in assuming that the sets $N$ and $M$ in (3.3.2) are cubes with centre at 0 ; we may write $N=I_{0}$ and $M=I_{0}{ }^{*}$. We then define a cube $I^{*}$ for every cube $I$ as in section 2.1 so that $m\left(I^{*}\right) / m(I)=m\left(I_{0}{ }^{*}\right) / m\left(I_{0}\right)=\gamma$. In view of (3.1.2) it then follows by a trivial computation that the inequality

$$
\begin{equation*}
\int_{x \in I^{\star}} d x\left(\int_{T}|K(x-y, t)-K(x, t)|^{2} d t /|t|^{m}\right)^{\frac{1}{2}} \leqslant C, \quad y \in I \tag{3.3.2}
\end{equation*}
$$

is valid for every cube with centre at 0 . Now let $u \in L^{1}$ have support in $I$ and assume that

$$
\begin{equation*}
\int u d x=0 \tag{3.3.6}
\end{equation*}
$$

Then we have $\quad(K * u)(x, t)=\int(K(x-y, t)-K(x, t)) u(y) d y$.
Hence Minkowski's inequality for the $X^{1} T^{2}$-norm and (3.3.2)' give

$$
\begin{equation*}
\int_{x \in I^{*}} T^{2}(K * u) d x \leqslant C\|u\|_{1} . \tag{3.3.7}
\end{equation*}
$$

In view of its invariance for translation, (3.3.7) must hold also for cubes with arbitrary centre.

In proving (3.3.5) we may assume that $\|u\|_{1}=1$. To simplify the notations we write $u^{*}(x, t)=(K * u)(x, t)$, which exists almost everywhere as an absolutely convergent integral. Form the decomposition of $u$ given by Lemma 2.2 with $s=\sigma$. Then we have

$$
\begin{equation*}
\left|u^{*}(x, t)\right| \leqslant\left|v^{*}(x, t)\right|+\sum_{1}^{\infty}\left|w_{k}^{*}(x, t)\right| \tag{3.3.8}
\end{equation*}
$$

for all $(x, t)$ such that $\left(|K| *\left(|v|+\sum\left|w_{k}\right|\right)\right)(x, t)<\infty$, hence almost everywhere in $X \times T$. In virtue of (3.3.7) we have

$$
\begin{equation*}
\int_{x \in I_{k}^{*}} T^{2}\left(w_{k}^{*}\right) d x \leqslant C\left\|w_{k}\right\|_{1} . \tag{3.3.9}
\end{equation*}
$$

(2.1.14) gives an estimate of the measure of the set $O=U I_{k}{ }^{*}$,

$$
m(O) \leqslant \gamma \sigma^{-1}\|u\|_{1}=\gamma / \sigma .
$$

Restricting the integration in the left hand side of (3.3.9) to C $O$ and adding, we get if $w^{*}=\sum\left|w_{k}{ }^{*}\right|$

$$
\int_{x_{\&} O} T^{2}\left(w^{*}\right) d x \leqslant C \sum_{1}^{\infty}\left\|w_{k}\right\|_{1} \leqslant 3 C\|u\|_{1}=3 C
$$

where the last inequality follows from (2.1.11). Hence the measure of the set of points in $\mathrm{C} O$ where $T^{2}\left(w^{*}\right) \geqslant \frac{1}{2} \sigma$ is at most $6 C / \sigma$. Thus it follows that $T^{2}\left(w^{*}\right) \leqslant \frac{1}{2} \sigma$ except in a set of measure at most $(\gamma+6 C) / \sigma$.

Further, since $v \in L^{2}$ and has compact support, we may apply (3.2.2) to $v$ and obtain

$$
X^{2} T^{2}\left(v^{*}\right) \leqslant C\|v\|_{2} \leqslant C\left(2^{n} \sigma\right)^{\frac{1}{2}}\|v\|_{1}^{\frac{1}{2}} \leqslant \sqrt{3} C\left(2^{n} \sigma\right)^{\frac{1}{2}} .
$$

Hence

$$
m\left\{x ; T^{2}\left(v^{*}\right)>\frac{1}{2} \sigma\right\} \leqslant 3 C^{2} 2^{n+2} / \sigma
$$

Since (3.3.8) shows that the set where $T^{2}\left(u^{*}\right)>\sigma$ is contained in the union of the set where $T^{2}\left(v^{*}\right)>\frac{1}{2} \sigma$ and that where $T^{2}\left(w^{*}\right)>\frac{1}{2} \sigma$, the inequality (3.3.5) follows. This proves Theorem 3.6 and thus (3.3.3) follows from Marcinkiewicz' interpolation theorem when $1<p \leqslant 2$.

We next prove a theorem from which (3.3.4) follows for $1<p \leqslant 2$. Since Marcinkiewicz' interpolation theorem has to be somewhat modified in order to be applicable here, we have to supply an extra argument after Theorem 3.7 in order to obtain (3.3.4).

Theorem 3.7. Let the assumptions of Theorem 3.5 be valid. Then there is a constant $C_{1}$ such that if $U \in X^{1} T^{2}$ and has compact support in $X \times T$, we have

$$
\begin{equation*}
m\{x ;|(\tilde{K} * U)(x)|>\sigma\} \leqslant C_{1} X^{1} T^{2}(U) / \sigma, \quad \sigma>0 . \tag{3.3.10}
\end{equation*}
$$

Proof. The proof is parallel to that of Theorem 3.6 but uses Lemma 3.1 instead of Lemma 2.2. First we shall prove that if $U(x, t)=0$ when $x \notin I$, where $I$ is a cube, and if

$$
\begin{equation*}
\int U(x, t) d x=0 \tag{3.3.11}
\end{equation*}
$$

for almost all $t$, then

$$
\begin{equation*}
\int_{x \notin I^{*}}|\tilde{K} * U| d x \leqslant C X^{1} T^{2}(U) . \tag{3.3.12}
\end{equation*}
$$

To prove this it is sufficient to assume that $I$ is a cube with centre at 0 , for (3.3.11) is invariant for translation. In view of (3.3.11) we can write

$$
(\tilde{K} * U)(x)=\int U(y, t)(\tilde{K}(x-y, t)-\tilde{K}(x, t)) d y d t /|t|^{m}
$$

Hence it follows from Cauchy-Schwarz' inequality that

$$
|(\tilde{K} * U)(x)| \leqslant \int\left(T^{2}(U)\right)(y)\left(\int_{T}|\tilde{K}(x-y, t)-\tilde{K}(x, t)|^{2} d t /|t|^{m}\right)^{\frac{1}{2}} d y
$$

Integrating this inequality over $C I^{*}$ and using (3.3.2), we obtain (3.3.12).
In proving (3.3.10) we assume that $X^{1} T^{2}(U)=1$. To simplify the notations we write $U^{*}(x)=(\tilde{K} * U)(x)$. Form the decomposition of $U$ given by Lemma 3.1 with $s=\sigma$ and $q=2$. Then we have

$$
\begin{equation*}
\left|U^{*}(x)\right| \leqslant\left|V^{*}(x)\right|+\sum_{1}^{\infty}\left|W_{k}^{*}(x)\right| \tag{3.3.13}
\end{equation*}
$$

for all $x$ where $\left(|\tilde{K}| *\left(|V|+\sum\left|W_{k}\right|\right)\right)(x)<\infty$, hence almost everywhere in $X$. In virtue of (3.3.12) we have

$$
\begin{equation*}
\int_{\substack{x \notin I_{k}^{*}}}\left|W_{k}^{*}\right| d x \leqslant C X^{1} T^{2}\left(W_{k}\right) \tag{3.3.14}
\end{equation*}
$$

(3.1.11) gives an estimate of the measure of the set $O=\bigcup I_{k}{ }^{*}$,

$$
m(O) \leqslant \gamma \sigma^{-1} X^{1} T^{2}(U)=\gamma / \sigma
$$

Restricting the integration in the left hand side of (3.3.14) to $C O$ and adding, we get if $W^{*}=\sum\left|W_{k}^{*}\right|$

$$
\int_{x \notin O} W^{*} d x \leqslant C \sum_{1}^{\infty} X^{1} T^{2}\left(W_{k}\right) \leqslant 3 C X^{1} T^{2}(U)=3 C
$$

where the last inequality follows from (3.1.8). Hence the measure of the set of points in $C O$ where $W^{*} \geqslant \frac{1}{2} \sigma$ is at most $6 C / \sigma$. Thus it follows that $W^{*}=\sum_{1}^{\infty}\left|W_{k}^{*}\right|<\frac{1}{2} \sigma$ except in a set of measure at most $(\gamma+6 C) / \sigma$.

Further, since $V \in X^{2} T^{2}$ and has compact support in $X \times T$, we may apply (3.2.6) to $V$ and obtain

$$
\left\|V^{*}\right\|_{2} \leqslant C X^{2} T^{2}(V) \leqslant C\left(2^{n} \sigma X^{1} T^{2}(V)\right)^{\frac{1}{2}} \leqslant \sqrt{3} C\left(2^{n} \sigma\right)^{\frac{1}{2}} .
$$

Hence

$$
m\left\{x ;\left|V^{*}\right|>\frac{1}{2} \sigma\right\} \leqslant 3 C^{2} 2^{n+2} / \sigma
$$

Since (3.3.13) shows that the set where $\left|U^{*}\right|>\sigma$ is contained in the union of the set where $\left|V^{*}\right|>\frac{1}{2} \sigma$ and that where $\sum_{1}^{\infty}\left|W_{k}{ }^{*}\right|>\frac{1}{2} \sigma$, the inequality (3.3.10) follows.

End of proof of Theorem 3.5. As we have already mentioned, the inequality (3.3.4) for $1<p \leqslant 2$ follows from Theorem 3.7 by means of the usual proof of Marcinkiewicz' interpolation theorem although the theorem itself does not seem applicable. Thus let $U \in X^{p} T^{2}$ and assume that $U$ has compact support in $X \times T$. Take a number $s>0$ and set $U_{1}(x, t)=U(x, t)$ if $\left(T^{2}(U)\right)(x) \leqslant s$ and $U_{1}(x, t)=0$ otherwise. Define $U_{2}(x, t)=U(x, t)-U_{1}(x, t)$. Then we have $\left|U^{*}\right| \leqslant\left|U_{1}{ }^{*}\right|+\left|U_{2}{ }^{*}\right|$ and hence

$$
m(s)=m\left\{x ;\left|U^{*}(x)\right|>s\right\} \leqslant m\left\{x ;\left|U_{1}^{*}\right|>\frac{1}{2} s\right\}+m\left\{x ;\left|{U_{2}}^{*}\right|>\frac{1}{2} s\right\} .
$$

To estimate the terms in the right hand side we use (3.2.6) and (3.3.10) respectively. This gives

$$
\begin{aligned}
m(s) & \leqslant(2 / s)^{2} C^{2}\left(X^{2} T^{2}\left(U_{1}\right)\right)^{2}+(2 / s) C_{1} X^{1} T^{2}\left(U_{2}\right)= \\
& =(2 / s)^{2} C^{2} \int_{T^{2}(U) \leqslant s}\left(T^{2}(U)\right)^{2} d x+(2 / s) C_{1} \int_{T^{2}(U) \geqslant s} T^{2}(U) d x .
\end{aligned}
$$

With a change of the order of integrations we now obtain

$$
\int\left|U^{*}\right|^{p} d x=\int_{0}^{\infty} m(s) d\left(s^{p}\right) \leqslant\left(4 C^{2} p /(2-p)+2 C_{1} p /(p-1)\right) \int\left|T^{2}(U)\right|^{p} d x
$$

which proves (3.3.3) for $1<p<2$. This completes the proof of Theorem 3.5.
Our results easily give "inverse estimates" also:
Theorem 3.8. Let $K_{j}, j=1, \ldots, J$, be kernels satisfying the hypotheses of Theorem 3.5 and assume that

$$
x=\sum_{1}^{J}\left(T^{2}\left(\hat{K}_{j}\right)\right)^{2}
$$

is continuous and $\neq 0$ when $\xi \neq 0$. Then for $1<p<\infty$ there is a constant $C_{p}$ such that if $u \in L^{p}$ and has compact support

$$
\begin{equation*}
C_{p}^{-1}\|u\|_{p} \leqslant \sum_{\mathbf{1}}^{J} X^{p} T^{2}\left(K_{j} * u\right) \leqslant C_{p}\|u\|_{p} \tag{3.3.15}
\end{equation*}
$$

Proof. The last inequality follows from Theorem 3.5. Let $A_{j p}$ be the bounded mapping of $L^{p}$ into $X^{p} T^{2}$ obtained by closing the mapping $u \rightarrow K_{j} * u$ defined for all $u \in L^{p}$ with compact support. In view of the remarks at the beginning of this section, the adjoint $A_{j p}^{*}$ is the closure of the mapping $U \rightarrow \tilde{K}_{j} * U$ defined for all $U \in X^{p} T^{2}$ with compact support. If $u \in L^{p} \cap L^{2}$ we have $A_{j p} u=A_{j_{2}} u$ and if $U \in X^{p} T^{2} \cap X^{2} T^{2}$ we have $A_{j p}^{*} U=A_{j 2}^{*} U$. Hence if $u \in C_{0}^{\infty}$ it follows from (3.2.8) that

$$
\begin{equation*}
\sum_{1}^{J} A_{j p}^{*} A_{j p} u=\sum_{1}^{J} A_{j 2}^{*} A_{j 2} u=\mathcal{F}^{-1}(\varkappa \mathfrak{F} u) \tag{3.3.16}
\end{equation*}
$$

Let $T$ be the distribution in $S^{\prime}$ such that $\hat{T}=\varkappa^{-1}$. Since it follows from (3.3.16) that $x \in M_{p}{ }^{p}$, Corollary 2.2 implies that $x^{-1} \in M_{p}{ }^{p}$, hence $T \in L_{p}{ }^{p}$. Let $B$ be the closure in $L^{p}$ of the mapping $S \ni v \rightarrow T * v$. The operator $B$ is then bounded and Theorem 1.7 gives

$$
B \sum_{1}^{J} A_{j p}^{*} A_{j p} u=u
$$

Hence

$$
\|u\|_{p} \leqslant\|B\| \sum_{1}^{J}\left\|A_{j p}^{*}\right\| X^{p} T^{2}\left(A_{j p} u\right) \leqslant C_{p} \sum_{1}^{J} X^{p} T^{2}\left(K_{j} * u\right)
$$

This proves (3.3.15) if $u \in C_{0}^{\infty}$ and by approximation (3.3.15) follows for arbitrary $u$ in $L^{p}$ with compact support.

### 3.4. Examples of mixed $L^{2}$ estimates

As a first example we shall study the Marcinkiewicz' function (see Stein [15] and the references given there). Thus let $\Omega(x)$ be a (positively) homogeneous function of degree 0 , that is,

$$
\Omega(t x)=\Omega(x), \quad t>0
$$

which for $x \neq 0$ satisfies a Dini condition. By this we mean that there is an increasing function $\delta(t), t>0$, such that

$$
|\Omega(x)-\Omega(y)| \leqslant \delta(|x-y|) \text { if }|x| \geqslant 1,|y| \geqslant 1
$$

and

$$
\begin{equation*}
\int_{0}^{1} \delta(t) d t / t<\infty \tag{3.4.1}
\end{equation*}
$$

The homogeneity of $\Omega$ gives that when $x$ and $y$ are $\neq 0$

$$
\begin{equation*}
|\Omega(x)-\Omega(y)| \leqslant \delta(|x-y| / \min (|x|,|y|)) . \tag{3.4.2}
\end{equation*}
$$

Let $\alpha$ be a positive constant and set $T=(0, \infty)$. For $t \in T$ we define

$$
\begin{align*}
K(x, t) & =\Omega(x)|x|^{\alpha-n} t^{-\alpha} & \text { if }|x| \leqslant t  \tag{3.4.3}\\
& =0 & \text { if }|x|>t .
\end{align*}
$$

$(\alpha=1$ in Stein [15]). Then $K$ satisfies the homogeneity condition (3.1.2). We have to examine if $(3.2 .3)$ holds. First note that $\hat{K}(\xi, t)=\hat{R}(\xi t, 1)$. Since $\hat{K}(\xi, 1)$ is an analytic function of $\xi$, it is clear that if $T^{2}(\hat{K})$ is finite we must have $\hat{K}(0,1)=0$, that is,

$$
\begin{equation*}
\int_{|\omega|=1} \Omega(\omega) d \omega=0 \tag{3.4.4}
\end{equation*}
$$

Conversely, if this inequality is fulfilled it follows that $\hat{K}(\xi, 1) /|\xi|$ is bounded, hence $|\tilde{K}(\xi, t)| \leqslant C|\xi| t$. Thus the integral

$$
\begin{equation*}
\int_{0}^{1}|\hat{K}(\xi, t)|^{2} d t / t \tag{3.4.5}
\end{equation*}
$$

is uniformly bounded when $|\xi|=1$. To estimate the integral from 1 to $\infty$ we have to use the Dini condition. Noting that the Fourier transform of $K(x+h, 1)-K(x, 1)$ is $\left(e^{2 \pi i\langle h, \xi\rangle}-1\right) \hat{K}(\xi, 1)$ we obtain

$$
2|\sin \pi\langle h, \xi\rangle||\hat{K}(\xi, 1)| \leqslant \int|K(x+h, 1)-K(x, 1)| d x
$$

Taking $h=\xi / 2|\xi|^{2}$ and estimating the integral on the right hand side separately for $|x|<|h|$, for $|h|<|x|<1-|h|$ and for $|x|>1-|h|$ one easily obtains

$$
|\hat{K}(\xi, 1)| \leqslant C^{\prime}\left(|\xi|^{-\frac{1}{2}}+|\xi|^{-\alpha \mid 2}+\delta\left(4|\xi|^{-\frac{1}{2}}\right),|\xi| \geqslant 1 .\right.
$$

The detailed verification may be left to the reader. In view of (3.4.1) it follows that the integral

$$
\int_{i}^{\infty}|\hat{K}(\xi, t)|^{2} d t / t=\int_{1}^{\infty}|\hat{K}(t \xi, 1)|^{2} d t / t
$$

is uniformly convergent when $|\xi|=1$. Hence $T^{2}(\hat{K})$ is a continuous function of $\xi$ for $\xi \neq 0$.

It remains to prove that (3.3.2) is valid. We shall do so taking for $N$ the unit sphere and for $M$ the concentric sphere with radius 2 . Let $z=x-y$. Since $|x| \geqslant 2$ and $|y| \leqslant 1$ we have $|z| \geqslant|x|-1 \geqslant \frac{1}{2}|x|$, hence $|\Omega(z)-\Omega(x)| \leqslant \delta(2 /|x|)$. Assuming for example that $|z| \leqslant|x|$ we have

$$
\begin{aligned}
\int_{0}^{\infty}|K(z, t)-K(x, t)|^{2} d t / t & =|\Omega(z)|^{2}|z|^{2(\alpha-n)} \int_{|z|}^{|x|} t^{-1-2 \alpha} d t+ \\
& +\left.|\Omega(z)| z\right|^{\alpha-n}-\left.\Omega(x)|x|^{\alpha-n}\right|^{2} \int_{|x|}^{\infty} t^{-1-2 \alpha} d t
\end{aligned}
$$

Since $|x| \leqslant|z|+1$ the first integral in the right hand side is at most $|z|^{-1-2 \alpha}$, the second integral is $|x|^{-2 \alpha} / 2 \alpha$. The mean value theorem gives

$$
\|\left. z\right|^{\alpha-n}-|x|^{\alpha-n}\left|\leqslant|\alpha-n|(|x|-1)^{\alpha-n-1}\right.
$$

and combining this with the Dini condition for $\Omega$ we obtain

$$
\begin{equation*}
\left(\int_{0}^{\infty}|K(z, t)-K(x, t)|^{2} d t / t\right)^{\frac{1}{2}} \leqslant C\left(|x|^{-n-\frac{1}{2}}+\delta(2 /|x|)|x|^{-n}\right) . \tag{3.4.6}
\end{equation*}
$$

In the same way we also obtain (3.4.6) if $|x| \leqslant|z|$. From (3.4.1) it follows again that the right hand side of (3.4.6) is integrable over the set $|x| \geqslant 2$. Hence Theorems 3.5 and 3.8 give

Theorem 3.9. If $K$ is defined by (3.4.3) where $\Omega$ satisfies the Dini condition (3.4.1), (3.4.2) and also (3.4.4), then for all $u$ in $L^{p}, 1<p<\infty$, with compact support

$$
X^{p} T^{2}(K * u) \leqslant C_{p}\|u\|_{p}
$$

If $K_{j}$, are a finite number of kernels of this type and if there does not exist any real $\xi \neq 0$ such that the integral of all the kernels $K_{j}(x, t)$ over the plane $\langle x, \xi\rangle=1$ vanishes for all $t$, then for $1<p<\infty$ and the same $u$ as above

$$
C_{p}^{-1}\|u\|_{p} \leqslant \sum_{j} X^{p} T^{2}\left(K_{j} * u\right) \leqslant C_{p}\|u\|_{p}
$$

We next give an application containing estimates for the Littlewood-Paley and Lusin functions (see Stein [15]) as well as for similar functions connected with elliptic partial differential equations other than the Laplacean.

Thus let $K$ be a homogeneous function of degree $-n$ in $X \times T$ which is Hölder continuous of order $\alpha, 0<\alpha<1$, in $X \times \bar{T}$ except at $(0,0)$. We also require that

$$
\begin{equation*}
K(x, 0)=0, \quad x \neq 0 . \tag{3.4.7}
\end{equation*}
$$

From the Hölder continuity it then follows that $|K(x, t)| \leqslant C|t|^{\alpha}$ if $|x|+|t|=1$, hence the homogeneity gives

$$
\begin{equation*}
|K(x, t)| \leqslant C|t|^{\alpha} /(|t|+|x|)^{n+\alpha} \tag{3.4.8}
\end{equation*}
$$

in $X \times T$. This means in particular that $K$ is integrable for fixed $t$ and that the Fourier transform $\hat{K}(\xi, t)$ is continuous in $X \times T$. The homogeneity of $K$ gives

$$
\begin{equation*}
\widehat{K}(\varepsilon \xi, t)=\hat{K}(\xi, \varepsilon t) \quad \varepsilon>0 . \tag{3.4.9}
\end{equation*}
$$

If $T^{2}(\hat{K})<\infty$ we must thus have $\hat{R}(0, t)=0$, that is,

$$
\begin{equation*}
\int K(x, t) d x=0, \quad t \in T \tag{3.4.10}
\end{equation*}
$$

We shall now show that the conditions listed are sufficient to make the results in section 3.3 applicable. First note that if $|t|=1$ the estimate

$$
|\hat{K}(\xi, t)|=|\hat{K}(\xi, t)-\hat{K}(0, t)| \leqslant C \int\left|e^{-2 \pi i\langle x, \xi\rangle}-1\right| /(1+|x|)^{n+\alpha} d x \leqslant C_{1}|\xi|^{\alpha}
$$

follows if the integrals when $|x| \leqslant 1 /|\xi|$ and when $|x|>1 /|\xi|$ are estimated separately. Hence (3.4.9) gives for all $(\xi, t) \in X \times T$

$$
\begin{equation*}
|\hat{K}(\xi, t)| \leqslant C_{1}(|\xi||t|)^{x} . \tag{3.4.11}
\end{equation*}
$$

Further, since the Fourier transform of $K(x+h, t)-K(x, t)$ with respect to $x$ is $\left(e^{2 \pi i\langle h, \xi\rangle}-1\right) \hat{K}(\xi, t)$, we obtain

$$
2|\sin \pi\langle h, \xi\rangle||\widehat{K}(\xi, t)| \leqslant \int|K(x+h, t)-K(x, t)| d x
$$

Now the Hölder continuity gives that

$$
\begin{equation*}
|K(x+h, t)-K(x, t)| \leqslant C|h|^{\alpha} /(|x|+|t|)^{\alpha+n}, \quad|h| \leqslant \frac{1}{2}|t| . \tag{3.4.12}
\end{equation*}
$$

In fact, in view of the homogeneity it is sufficient to prove this when $|x|+|t|=1$ and then it follows at once from the Hölder continuity. Hence we obtain if $|t|=1$

$$
|\sin \pi\langle h, \xi\rangle||\hat{K}(\xi, t)| \leqslant C_{1}|h|^{\alpha}, \quad|h|<\frac{1}{2} .
$$

Taking $h=\xi / 2|\xi|^{2}$ we get $|\hat{K}(\xi, t)| \leqslant C_{2}|\xi|^{-\alpha}$ if $|\xi| \geqslant 1$, hence

$$
\begin{equation*}
|\hat{K}(\xi, t)| \leqslant C_{2}|t|^{-\alpha}|\xi|^{-\alpha} \text { if }|t||\xi| \geqslant 1 . \tag{3.4.13}
\end{equation*}
$$

The estimates (3.4.11) and (3.4.13) together show that $\int|\hat{K}(\xi, t)|^{2} d t /|t|^{m}$ is uniformly convergent when $|\xi|=1$. Hence $T^{2}(\hat{K})$ is bounded and continuous, and since (3.3.2) follows from (3.4.8) we can thus apply Theorems 3.5 and 3.8 and obtain

Theorem 3.10. If $K$ is Hölder continuous in $X \times \bar{T}$ except at $(0,0)$ and satisfies (3.4.7), (3.4.10) then for all $u$ in $L^{p}, 1<p<\infty$, with compact support

$$
X^{p} T^{2}(K \star u) \leqslant C_{p}\|u\|_{p}
$$

If $K_{j}$ are a finite number of kernels of this type and if there does not exist any real $\xi \neq 0$ such that the integral of all the kernel $K_{j}(x, t)$ over the plane $\langle x, \xi\rangle=1$ vanishes for all $t$, we have for the same $u$

$$
C_{p}^{-1}\|u\|_{p} \leqslant \sum_{j} X^{p} T^{2}\left(K_{j} * u\right) \leqslant C_{p}\|u\|_{p} .
$$

A particular case in which these conditions are fulfilled is obtained in the following way. Let $K(x, t), t \in T=(0, \infty)$, be a homogeneous function of degree $-n$ with Hölder continuous first derivatives in $X \times \bar{T}$ except at $(0,0)$, which is integrable and has a non vanishing integral for some $t$. Then the kernels $K_{j}(x, t)=t \partial K(x, t) / \partial x_{j}$ satisfy the conditions in the theorem. The verification of this may be left to the reader. Taking $K$ to be the Poisson kernel $P$ we obtain estimates of the LittlewoodPaley function. The estimates for the Lusin function follow if we take $K(x, t)$ $=P\left(x_{1}-t_{1}, \ldots, x_{n}-t_{n}, t_{n+1}\right)$ and for $T$ the cone $\left|t_{1}\right|+\cdots+\left|t_{n}\right| \leqslant C t_{n+1}$, where $C$ is a constant.
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