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Introduction 

1. T h e  m u l t i p l i c a t i v e  n o t a t i o n  e m p l o y e d  i n  t h e  s t u d y  of g r o u p s  l eads ,  in  a n a t u r a l  

w a y  t o  t h e  n o t i o n  of r o o t s  i n  g r o u p s .  T h u s  if n is a p o s i t i v e  i n t e g e r  a n d  g is a n  e l e m e n t  of 

a g r o u p  G t h e n  a s o l u t i o n  x of t h e  e q u a t i o n  

X n ~ g  
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is called an n-th root of g. In  general g may not have an nth root; on the other hand it may 

have more than one. If every element in G has an nth root for every positive integer n 

then G is called a divisible or complete group. 

Divisible groups appeared first in the theory of abelian groups; one of the classical 

theorems in this connection asserts that  every abelian group can be embedded in a divisible 

group, which is also abelian. In  recent years a large number of Russian mathematicians 

have carried out investigations of particular classes of divisible groups which have certain 

commutativity properties. Thus ~ernikov [7] has studied divisible groups with an ascending 

central series which sweeps out the whole group, and Mal'cev [25], [26] has studied locally 

nilpotent groups which are divisible. In  particular Marcev [25] proved the beautiful theorem 

that  every torsion-free locally nilpotent group can be embedded in a torsion-flee locally 

nilpotent divisible group. Mal'cev [25] proved also that the extraction of roots is unique 

in a torsion-free locally nilpotent group G; in other words for any x, y E G and any non-zero 

integer n, the equation 
x n __ yn 

implies x = y. Groups with this property were given the name of R-groups by Kontorovi6 

[18], [19] who extended some earlier work by Baer [1] on torsion-free abelian groups to 

the larger class of R-groups. 

We shall be concerned here with three kinds of groups which contain divisible groups, 

R-groups and divisible R-groups as special cases: For each non-empty set of primes ~o 

we define 3 associated classes of groups. Thus E~ denotes the class of groups in which pth 

roots exist for all pEco, and U~ denotes the class of groups in which pth roots are unique 

for all p Co); consequently E~ N U~ is the class of those groups in which pth roots not only 

exist, but are unique--we shall henceforth denote the class E~ n U~ by D~. If  G E Eo~ we 

call G an E~-group; on the other hand, if GEU~ we call G a U~-group; if G E D ~  we call 

G a D~-group. So in the particular case where ~o coincides with the set of all primes, 

an E~-group is a divisible group, a U~-group is an R-group and a D~-group is a divisible 

R-group. 

2. Part  I of this work is concerned with miscellaneous properties of E~-groups, Uo~- 

groups and D~-groups. Here (and throughout this paper) we are motivated by the concepts 

of universal algebra to fix some of our attention on certain subgroups of E~-groups and 

D~-groups. One of our results in this connection is that  the derived group of a locally nil- 

potent D~-group is itself a D~-group. We concern ourselves also with various "extension" 

problems. Thus we prove that  an extension of a ZA-group in E~ by a periodic group in 

U~ belongs to E~. A similar, although unrelated, result is the following: A locally nilpotent 
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group which is an extension of a D,-group by a D~-group is a Do-group. Another topic 

treated in Part  I is the construction of U~-groups, Eo-groups and D~-groups. 

3. The class of groups Do forms a "variety" of algebras in the sense of P. Hall; equi- 

valently, it is equationally definable. To see this we introduce a set f~o of unitary operators 

in a fixed one-to-one correspondence with co, ;r Cf2o corresponding to p Eco; these, together 

with the group operations, are to be the operators of the variety Do. The laws of Do are 

the group laws together with the further laws, 2 for each p Co: 

( x ~ F  - x ,  x ' ~  = x .  

I t  is easy to see that  a group which admits the operators Jr (in the sense of Higgins [14]) 

is a D~-group and conversely. 

Now it follows from general results on varieties of algebras (Birkhoff [5]) that  there 

are free algebras in the variety Do; we call these free algebras D~-free groups. Although 

the existence of D~-free groups is thus taken care of there are still a large number of im- 

portant questions that the bare knowledge of the existence will not answer. 

The notion of a free group is of vital importance in the theory of groups. I t  seems likely 

that  a Do-free group will play as important a role in the study of D~-groups. A simple 

"normM form" with reference to a fixed set of free generators is available for the elements 

of a free group. This normal form facilitates the proof of a large number of theorems about 

free groups. One of the difficulties involved in the study of Do-free groups is the absence, 

at first sight at least, of a useful simple normal form. This makes difficult the proof of such 

a seemingly obvious, and in fact true, assertion as: A Do-free group is torsion-free. The 

most important part  of this paper seems to be Part  I I  in which a Do-free group is con- 

structed as the union of an ascending sequence of U~-groups; these Uo-groups are them- 

selves generalised free products of Uo-groups with a single amalgamation. The complica- 

tions involved in the study of generMised free products therefore occur here and so this 

construction serves also to illustrate the difficulties inherent in such groups. However we 

are able to utilise it to investigate the structure of D~-free groups. In particular we prove 

the surprising result that  every Eo-group is the homomorphic image of a Do-free group. 

4. B. H. Neumann [27] has shown that a free product of groups can be defined by 

means of a homomorphism property. We define, analogously, a Do-free product of Do~- 

groups. The existence of this product is established by an actual construction which 

enables us to derive some of the properties of Do-free products. 

5. Only a small number of the questions that  present themselves in connection with 

Do-free groups and Do-free products of Do-groups have been answered here. The solution 
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of some of these questions seem, by  the very nature of the groups involved, to offer more 

than token resistance. However the methods developed here make possible, at  least theo- 

retically, the solution of most of these questions; we hope to deal with further questions 

in later papers. 

6. Acknowledgments. I take this opportunity to express my  gratitude and appreciation 

to m y  Parents, without whose help and encouragement this opportunity for further study 

would have been both unwanted and impossible. 

I t  is a very great pleasure to acknowledge the help of Dr. B. H. Neumann who, with 

his ever-ready advice, criticism and creative remarks, has made it a privilege and a delight 

to have him as a supervisor. 

7. Notation. For the reader 's  convenience we list some of the notations used. 

(D 

gp(X, R) 

[g, h] 

[G, H] 

a '  = r (G) = Pl (G) 

P~+I(G) 
gh 

g h l + h ~ +  �9 �9 + h  n 

gmU 

g~ 
~§ 

~(G) 

IGI 
ISI 
c (s, G) 
C(S) 

C (8, G) 

C(s) 

N (z, G) 
N(z) 

nm (S) 

a non-empty set of primes. 

the group generated by  the set X with defining relations R. 

the commutator  g-lh-lgh of g and h. 

the group generated by the commutators [g, h], g E G, h E H. 

[G, G], the derived group of G. 

[F~ (G), Ft (G)], the i + 1st derived group of G. 

the transform h-lgh of g by  h, g, hGG. 

gh,.gh,.., ghn (g, hi ' h2 . . . . .  hn in the group G). 

gh. gh ... ga, with m > 0 an integer. 
m 

the image of g under the homomorphism ~ of the group G. 

g~. gV, where here T and ~p are homomorphisms of the group G into the 

group H. 

the centre of the group G. 

the order of the group G. 

the cardinality of the set S. 

the centraliser of the subset S in the group G. 

the centraliser of the subset S in the group G, where G here is understood. 

c ({8}, G). 

c({8}). 
the normaliser of the subset S in the group G. 

the normaliser of the subset S in the group G, where here G is understood. 

the normal closure of the subset S in the group G, i.e. the intersection 

of all normal subgroups of G containing S. 



H*A~ 
).cA 

F l-x- _F~ ~ ... * F n 

{A.B; 
1-I A~ 

2cA 

A •  

{14 • 8; H} 

H <~G 

H < G  

H<a G 

z(p ~) 

(m~ n )  

S - T  
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the free product of the groups A~ (2 EA). 

the free product of F1, F 2 . . . . .  Fn. 

the free product of A and B with amalgamated subgroup H. 

the (restricted) direct product of the A~ (~ EA). 

the direct product of A and B. 

the direct product of A and B with amalgamated subgroup H. 

H is a subgroup of G. 

H is a proper subgroup of G (here we do not exclude the possibility 

H = I ) .  

H is a normal subgroup of G. 

the multiplicative group of all p%h roots of unity, where p is a fixed 

prime and n ranges over the non-negative integers. 

the greatest common divisor of the integers m and n. 

the set-theoretical difference between S and T, where T is a subset of S. 

8. Preliminaries. 

Suppose tha t / ,  g and h are elements of a group G. Then the following relations between 

commutators hold: 

[g/, h] - [g, hit[l, h] and [g,/hi  = [g, h] [g, /]h. 

We refer the reader to Kurosh [21] vol. 2 for the definitions of a free group, a free 

product, upper central series of a group, lower central series of a group, nilpotent group, 

ZA-group, locally nilpotent group, soluble group and derived series of a group. 

We say that  G is an extension of A by B if A <~ G and G / A  ~ B; an extension is 

called central if A <~ ~ (G). 
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P A R T  I 

CHAPTER I 

Definitions and generalities 

9. Let  H be a subgroup of an  a rb i t ra ry  group G. Then  we call H an  co-subgroup(1) of 

G if the relat ion g~EH implies gEH for any  pair g and  p, with gEG and  pEw. If  H<~ G 

we call H an w-ideal(e) of G if G/H E Uo). These two concepts are relative; however, if there 

is no ambigu i ty  involved we shall s imply call an  w-subgroup o/G an ~o-subgroup and  an co- 

ideal o] G an o~-ideal. 

LEMlVIA 9.1 The intersection o/w-subgroups is an w-subgroup. 

Proo/. Let {H~} be a set of ~o-subgroups of G, ~ ranging over an  index set A. If g in 

G, p in w are such tha t  g~E N H~, then  gPE H~ for all  g E A, so g E H~ for all ~ E A. Thus  
acEA 

r l  H~ is an  m-subgroup. 
cr 

LEMMA 9.2. The intersection o/m-ideals is an ~o-ideal. 

Proo/. Let {H~) be a set of w-ideals of G, ~ ranging over an  index set A, and  let H be 

their  intersection. Then  H <~ G. Fur thermore  G/H E Uo,. For suppose p E o~, gl, gz E G and  

(glH) p =  (g2H) p. Then  (glH~) p =  (g2H~) p and  hence glH~ =g2H~ for every a E A .  I n  other 

words gig2-1 E H~ for every a E A and  hence gig21 E H. Consequent ly  gl H = g2H. 

Suppose t ha t  H is a normal  w-subgroup of G. I t  does no t  follow, in  general, t ha t  H 

is an  (o-ideal of G, even if we presuppose t ha t  G E U~. For  let 

C = g p ( a ,  b; a 2 =b2); 

i t  can be verified directly t ha t  C contains no elements of order 2 (and in fact no elements 

of finite order). Next  present  C as a factor group of a free group G by  a normal  subgroup H:  

C~= G/H. 

Now a free group is a U(2~-group (it is in fact an  R-group, see e.g. ] (ontorovi5 [18] or 

Theorem 17.2 of this paper). I t  is clear tha t  H is a (2)-subgroup of G because C contains no  

elements of order 2. So here we have a normal  o)-subgroup of a U~-group which is no t  an  

(1) In the case where eo coincides with the set of all primes and GC U~ an o)-subgroup of G is called 
isolated by Kurosh [21] vol. 2, p. 243. 

(2) In the case where GEDo) the co-ideals defined here coincide with the ideals defined by Hig- 
gins [14]. 



SOME ASeECTS OF OROVPS WIT~ U~IQUE ROOTS 223 

w-ideal. For D~-groups it is more difficult to make an example of such a situation; we 

shall however give an example of this kind in 39. 

Now let S be a subset of an arbitrary group G. By Lemma 9.1 there is a unique minimal 

o)-subgroup of G containing S, namely the intersection of the w-subgroups of G containing 

S; we call this w-subgroup of G the o~-closure o / S  in G and we shall denote it by cl~ (S, G) 

or by cl~ (S), if there is no consequent ambiguity. I t  is useful to have an alternative charac- 

terisation of cl. (S). This is provided by Theorem 9.3. 

THEOREM 9.3. Let S be a subset o] a group G. Put  S 1 = S and H 1 =gp(S1). Define 

Hi+ 1 inductively by putting 

S~+1 = (gig~eHi ,  gEG, pew} 

and Hi+l = gp (Si+l). 

Then c]~ (S) = 5 Hi. 
i = l  

Proo/. Let H* = 5 H~ and suppose g'E H*, where g E G and p Ew. Thus g 'E H i for some 
i = l  

i and hence, by definition, gESi+i and so gEH*.  Consequently H* is an w-subgroup of G 

containing S and therefore 

H* ~> cl~ (S). (9.31) 

On the other hand, it is clear that  cl~(S)>~ H 1. Suppose in fact that  cl~(S)>~ H~. 

Obviously then clo (S)/> Si+ 1 and so cl~ (S) ~> H~+ 1. I t  follows by induction that  cl~ (S) >~ Hj 

for all j and so 

cl~ (S) >/H*. (9.32) 

Putting (9.31) and (9.32) together we have the required result. 

COROLLARY 9.4. The w-closure o/ a normal subset S o /  a group G is a normal sub- 

group o/ G. 

Proo/. We make use here of the representation of cl~(S) afforded by Theorem 9.3; 

consequently we adopt the notation used there. The proof is by induction. Suppose we 

have proved H i ~ G. Then Si+l is also normal in G. For let g E Si+l and x E G. Since gP E Hi ~ G 

we have x-lgPx = (x- lgx)  ~ E H i and so x-igx E S~+ 1. Consequently Hi+ 1 ~ G. I t  follows that  

Hi <~ G for all i and so 

cl~ (S) = 5 Hi <~ G. 
1=1  

In  a similar way one can prove that the w-closure of a characteristic subset is charac- 

teristic and that the w-closure of a fully invariant subset is fully invariant. 
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10. If  pEo~ and GE U~ then pth roots are unique in G. Thus we may speak of " the" 

pth root of g E G whenever g has a pth root. We shall sometimes denote the pth root of g, 

if it exists, by g~. 

In  U~-groups there is a certain interaction between elements and their pth roots. The 

corollaries to the following lemma illustrate this interaction. 

LEMMA 10.1. Let G, H E  U~ and let 0 be a homomorphism o/ G into H. Then 

(g~)O = (gO)~; (lO.11) 

this is to be interpreted as stating that gO has a p-th root i / g  does and in this case (10.11) holds. 

Proo/. By applying 0 to the equation (g~)V = g  we obtain 

(g~)'O = ((g~)OF = gO 

I t  follows that gO has a pth root and that  

( ( g ~ ) 0 ) ' ~  = (g~)O = (gO)~. 

COROLLARY 10.2. Let g, hEG, GE U~. Then 

g-l  h z g  = (g-l hg)z~. 

Proo/. The mapping ~ defined by x~ = g- lxg ,  where g is fixed and x ranges over the 

elements of G, is an automorphism; hence Lemma 10.1 applies and the result follows. 

COROLLARY 10.3. (Kontorovi6) Suppose GEU~,, g, bEG, p, qE~o and that k and 1 

are non-negative integers. Then g,k and h q~ are permutable i / a n d  only i / g  and h are permutable. 

Proo/. We may assume k = 1, 1 = 0. Corollary 10.2 can now be applied: 

g = g ~  = (h-lgPh)~ = h -1 (gPz)h = h- lgh,  

and so g and h are permutable if g~ and h are permutable. The converse is immediate. 

COROLLARY 10.4. Let g, h be two permutable elements in a U~-group G. Then 

(gh)Te = gT~h~; (10.41) 

this is to be interpreted as stating that i / gh ,  g and h have p-th roots then (10.41) holds. 

Proo/. Since g and h commute so do gz  and h~ (by Corollary 10.3). Hence 

(gzchze) ~ = (g7~) p (h~) p =gh, 

and the result follows on applying g to this equation. 
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11. W e  shall  a d o p t  the  following no t a t i ona l  conventions:  I n s t e a d  of U(v}, E{v) and  

D(v) we shall  wri te  Up, E v and  D v respect ively .  A D2-grou p will be called a a -group and  a 

Da-group a v-group. The square roo t  of an  e lement  g in a (~-group G will  be deno ted  b y  

ga; the  cube roo t  of an  e lement  g in a T-group G will  be deno ted  b y  gT. 

W e  have  seen in Corol lary  10.4 t h a t  if g and  h are  p e r m u t a b l e  e lements  of a Dv-grou p 

then  (gh)~ = g~hz.  The converse is no t  t rue  in general .  However ,  we shall  prove  this  

converse in some special cases. 

THEORE3~ 11.1. Two elements g and h in a (~-group G are permutable i/ and only i/ 

(gh)(~ = gc~h~. 

Pro@ Suppose (gh)a -gahcr.  Squar ing  bo th  sides of th is  equa t ion  yields  

gh =gah(~gaha; 

on cancel la t ion of ga  on the  left  and  h a  on the  r ight  this  equa t ion  reduces to  

gah(~ =hag(~. 

Consequent ly  g h = (ga) ~ (ha) ~ = (ha) e (ga) e = hg. 

On the  o ther  hand,  if gh = hg t hen  (gh)a - g a h a ,  b y  Corol lary 10.4. 

C O r O L L A r Y  11.2. In  a a-group G the mapping which takes each element into its square 

root is an automorphism i] and only i / G  is abelian. 

W e  need to  digress for the  m o m e n t  to  record  a few proper t ies ,  connected  wi th  e lements  

of f inite order,  of U~-groups and  D~-groups.  

W e  shall  call  a group G (o-free if i t  does no t  conta in  e lements  of order  p if p e w .  

LEMMA 11.3. I /  GEU,,  then G is e)./ree. 

Proo/. Let  g E G, p E co and  suppose g~ = 1. Then  

gV = 1 = i v, 

and  as G E U~ we have  g = 1. 

L]~MMA 11.4. Let G be an extension O/a U~-group A by a Uo~-group B. Let / ,  gEG have 

/inite order modulo A and suppose 

F = gV (p Eco). (11.41) 

Then / = g. 
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By  hypothesis  there exists m prime to p such that /m,  gmEA ; hence (el. (11.41)) Proof. 

(fm)~ = (gm)~ 

is an equat ion in the U~-group A and so 

/m= gm. (11.42) 

We choose 2,/~ so tha t  2m + / z p  = 1; 

this is possible since (m, p) = 1. Then, making use of (11.41) and (11.42) we have 

g ~ ~r ~ g,tm gpp = f).m fI~P = f X m + / a p  = f ,  

which completes the proof. 

The following lemma is due, in part ,  to P. Hall. 

THEOREM 11.5. Let G be an extension o / a  Uo~-group A by a periodic m-free group B. 

Then G 6 U~,. If, in addition, A E E~ then G E D~. 

Proof. The first par t  of the theorem is an immediate  consequence of Lemma 11.4; 

thus we are left only with the second part .  Suppose then tha t  g E G and p Era. There exists 

an  integer m prime to  p such tha t  gmE A. Therefore we can find a E A such tha t  

gm = a T. (11.51) 

Since A ~ G, g - lagEA and so the resulting equat ion (cf. (11.51)) 

(g-lag)P = a T 

is an equat ion involving only elements of A, therefore 

g-lag = a. (11.52) 

Since (m, p) = 1 we can choose 2,/~ such tha t  2m + # p  = 1. Then (cf. (11.51) and  (11.52)) 

g = g~m+,p = aa~ g , ,  = (a ~ g,) ,  

and so g has a p th  root, and this completes the proof. 

COROLLARY 11.6. A periodic group G is a D~-group i /and  only if it is m-free. 

Proof. I f  G is m-free we can apply  Theorem 11.5 to deduce tha t  GED~--we m a y  take  

A = 1. On the other hand, if GED~ then Lemma 11.3 applies and G is w-free. 

We make use of Corollary 11.6 to  give an example of a si tuation in which GeD, and 
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g, h in G are such tha t  ( g h ) z  = gJrh~ al though gh # hg. This is given in order to show tha t  

Theorem 11.1 cannot  be genera]ised in the obvious way. We take 

G = g p ( a ,  b; a 4 = b  ~ =  1, a - l b a  =b3). 

Now ]G I = 20 and so by  Corollary 11.6 G is a z-group. I t  can easily be verified tha t  

(ab) 3 = a3b 3. 

Hence (a3b3)T = (ab)3 T = ab = aa Tb3 v. 

However,  it follows from the defining relations of G tha t  

a ~ b 3 # b 3 a s. 

I n  this example G is not  even nilpotent; for locally nilpotent groups however the 

result for z-groups corresponding to Theorem 11.1 does hold: 

T ~ O R E M  11.7. 

i f  and only i /  

Two  elements g and h in  a locally nilpotent z-group G are permutable 

(gh)T = gTh~.  

Proo/.  If  gh = hg then (gh)~ = gThT by  Corollary 10.4. 

I t  remains to show tha t  gh = hg whenever (gh)T = g v h v .  To this end let H be any  

nilpotent subgroup of G containing gv  and hT- - the  existence of such a subgroup H is 

taken care of by Theorem 15.1. The proof t h a t  9 and h commute  will be by  induction over 

the class c of H. I f  c = 1 the result is immediate.  I f  c > 1 then the factor  group H / Z ,  with 

Z the centre of H,  is a y-group of class c-1 (see e.g. Corollary 14.4). Now 

( g Z h Z ) ~  = (ghZ)T = (gh)~Z = (g~hT)Z  = g T Z h ~ Z  = (gZ)~(hZ)T .  

Thus inductively 

g Z h Z  = h Z g Z .  

consequently 

g T Z h ~ Z  = (gZ)~ (hZ)v  = (hZ)~ (gZ)T  = h ~ Z g v Z .  

Hence [hv, gT] = z EZ. 

We have (gh)T = g~hv ,  by  the hypothesis; on cubing this equation we obtain 

gh = g~hTg~hTgvh~:  = (gT)2hT [hv, g v ] h T g T h v  = 

= (gT) 2 (h~)2gThTz (since z EZ) = (g~)a (hT)2 [(by)2, gv] hTz  

= (q~)3 (h~)a [hv, gT]h~[h~, gT]z = g h z  a. 

15 -- 60173033.  Acta mathematica. 104. I m p r i m 6  le 21 d 6 c e m b r e  1960 

(11.71) 
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I t  follows t h a t  z a = 1. 

B u t  GED~;  therefore  z = 1. Hence  g v h v  = h T g v  (by 11.71) and  so 

gh = h g .  

This completes  the  proof  of the  theorem.  

I t  follows from this  theorem t h a t  if a local ly  n i lpo ten t  T-group G has the  p r o p e r t y  t h a t  

the  mapp ing  which takes  eve ry  e lement  into i ts  cube roo t  is an  au tomorph i sm,  t hen  G is 

abel ian.  However ,  the  res t r ic t ion  t h a t  G be local ly  n i lpo ten t  is r edundan t .  

T H ~ o g ~ M  11.8. Let  G be a T-group in  which the m a p p i n g  which takes every element 

into its cube root is an  automorphism.  Then  G is abelian. 

Proo/.  Let  g, h E G. Then  

(gh)w = g z h v ,  (hg)T = hTgw. 

The resul t  of cubing bo th  sides of the  equa t ion  (gh)T = g v h T  and  then  cancell ing gv  on 

the  left  and  hv  on the  r ight  is the  fur ther  equa t ion  

(gv) ~ (h~) ~ = (h T gT) 2. 

Star t ing  ins tead  f rom the  equa t ion  (hg)T = hTgT and  proceeding s imi la r ly  the  corresponding 

equa t ion  

(hT) ~ (gT) ~ = (gvhT) ~ 

can be obta ined .  Hence  

(gw)e h = (g~)e (h T)3 = (gw)~ (h T)2h ~ = (h T gT)2 h v 

= hT (gvhTg'~hw) = hT (gTh~c) e = hT (hT) ~ (gT) ~ = h (gT) 2. 

Thus  h commutes  wi th  (gT) 2 and  therefore  so also does hT. Consequent ly  

(hTg~) 2 = (gT)  ~ (hT)  ~ = ( h ~ )  ~ (g~)~ .  

This leads af ter  cancel la t ion of h~ on the  left  and  gT on the  r ight  to  

g v h v = h ~ g T ,  

and  so g and  h also commute  and  G is abel ian.  This completes  the  proof.  

A n  example  of a non-abe l ian  Dr-group in which g acts  as an  au tomorph i sm is the  

qua tern ion  group Q of order  8: 

Q = g p (a, b; a 4 = b 4 = 1, [a, b] = a 2 = b2). 
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W e  m a y  t ake  p here to  be the  pr ime  5. Then  

( e d ) ~  = c ~ d ~  

for all  c, d 6 Q since each e lement  in Q coincides wi th  i ts  f i f th  root.  This example  shows 

Theorem 11.8 cannot  be ex tended  to  include al l  Dr-groups.  

CHAPTER II 

Locally nilpotent groups, ZA-groups and nilpotent groups 

12. W e  shall  be concerned here wi th  groups sa t is fying cer ta in  c o m m u t a t i v i t y  condi-  

tions. Fo r  example  we prove  t h a t  the  t e rms  of the  upper  centra l  series of a Z A - g r o u p  in 

E(o are  og-ideals. The ma in  resul t  in this  chap te r  is of a different  kind:  The og-closure of a 

n i lpo ten t  subgroup of class c of a Uo~-group is n i lpo ten t  of class c. W e  deduce a number  of 

re la ted  resul ts  and,  in par t icu la r ,  a sort  of dua l  to  the  resul t  men t ioned  a t  the  outset :  

The  f irst  o9 te rms  of the  lower centra l  series of a local ly  n i lpo ten t  D~-group are og-ideals. 

Some of the  resul ts  s ta ted ,  and  somet imes p roved  here, are, pe r  se, s imilar  to  known  

resul ts  for R-groups  and  divisible  groups; in pa r t i cu la r  there  is a cer ta in  amoun t  of over- 

l app ing  be tween our resul ts  and  those of Kontorovi~  [18] and  Cernikov [7]. 

13. A set of groups {H~}, where i ranges over  a wel l -ordered index set 1, is said to  form 

an  ascending sequence if H~ < H j  whenever  i < ]. Suppose now t h a t  each H~ is a o9-subgroup 

of some f ixed supergroup(1) G and  le t  H = LIH~. Then H is i tself  a ~o-subgroup of G. F o r  
i E I  

if g e G, p co9 and  g~ 6 H,  then  g~ 6 H~ for some i 61.  Consequent ly  g e H~ and  so g 6 H.  Thus 

we have  p roved  

LEMMA 13.1. The union o/ an ascending sequence o/ og-subgroups o/ an arbitrary 

group is an og-subgroup. 

I n  a s imilar  w a y  we can prove:  

LEMMA 13.2. The union o/ an ascending sequence of og-ideals of an arbitrary group is 

an og-ideal. 

The following theorem and  Corol lary  13.4 are  immedia t e  general isa t ions  of a theorem 

of Kontorovi~  [18] on R - g r o u p s - - t h e  proofs are  s imilar  and  are  therefore  omi t ted .  

THEOlCEZ~ 13.3. The centraliser o/ an arbitrary set of elements o/ a U~o-group is an 

og-subgroup. 

(1) G is a supergroup of H~ if H~ ~< G. 
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COROLLARY 13.4. The terms o/the upper central series of a U~-group are m-ideals. 

COROLLARY 13.5. An  w-subgroup H o /a  U~-group G which is contained in the centre 

is an w-ideal o/G. 

Proo/. Suppose pew,  x, yEG and (xH) p = (yH) p. Then 

xP=yPh, hEH. (13.51) 

The centre ~(G)is an co-ideal of G (Corollary 13.4); furthermore ~(G) contains H. Conse- 

quently (x ~ (G)) p = (y~ (G)) p and so x~ (G) = y~ (G). Thus x = yz, z E ~ (G) and 

x p = yPz p. (13.52) 

On comparing (13.51) and (13.52) we see that  h = z p. But as H is an w-subgroup of G, z E H. 

Consequently x H  = y H  and H is therefore an m-ideal of G. 

We saw in 9 that  a normal w-subgroup of a group is not necessarily an ~o-ideal; however, 

this is always true whenever the factor group is locally nilpotent. This follows immediately 

from the following theorem, which is due to Mal'cev [26] and Cernikov (see Kurosh [21] 

vol. 2, p. 247). 

THEOREM 13.6. A locally nilpotent group is a U~-group i /and  only i / i t  is co-/ree. 

COROLLARY 13.7. A normal w-subgroup N o / a  group G is an o).ideal o/G i / G / N  is 

locally nilpotent. 

Proo/. By Theorem 13.6 G/N e U~, since it is m-free. 

14, We shall consider in this section some properties of various kinds of E~-groups. 

First we prove: 

THEOREM 14.1. Let G be a ZA-group, let p e w  and let G be an E~-group. Then the 

set o/ elements o/ G whose orders are a power o /p /orms  a subgroup contained in the centre 

olG. 
The proof of Theorem 14.1 depends on the following lemma (cf. Kurosh [21] vol. 2, 

p. 234). 

LEMMA 14.2. Let G be a ZA-group in the class E~. Then the centre Z =~(G) is an 

co-ideal o/G. 

Proo/. Let  1 =# geG, let peru and suppose gPeZ. Choose a so that(l) 

(1) We define ~1 (G) = ~ (G), 

by ~ (G/~ ~ (G)) = ~a+l (G)/~a (G). 

~a (G)= [.J ~ (G) if ~ has no predecessor, and ~+1 
~<~ 
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gr gE~+~(G). 

If  ~ = 0, t hen  gEZ, as required.  Suppose,  if possible,  t h a t  ~ = 1 and  le t  x be an  a r b i t r a r y  

e lement  of G. Le t  x 0 be a p t h  roo t  of x. Then 

1 = [g ' ,  x ]  = [g, x3]  = [g, x ]  

and  so a ~ 1. Le t  us now suppose t h a t  any  e lement  of $~ (G) which has a p t h  power  in Z, 

for every  fi sa t isfying 1 ~f i  ~< ~, is conta ined  in Z. Then  

[x, g] = x lg-lx.g e ~ (G), 

and  as bo th  g and x-lg-lx have  order  p modulo  Z, [x, g] i tself  has  order  modulo  Z a power  

of p(1) and  hence belongs to  Z. This holds for al l  xEG and  so g E ~ ( G ) ,  which, as we showed 

above,  implies  g EZ. This completes  the  proof  since a no rma l  co-subgroup of a local ly  nil- 

p o t e n t  group is an  co-ideal (Corollary 13.7). 

The proof  of Theorem 14.1 now follows easily.  F o r  if g~" = 1 then  gP'E~(G), and  so, 

b y  L e m m a  14.2, g E ~ (G). 

The  first  of the  following two corollaries is due to  ~e rn ikov  [1]; the  proof  of Theorem 

14.1 is based  on his original  proof.  

COROLLARY 14.3. In a divisible ZA-group the elements o//inite order/orm a subgroup 

o/the centre. 

COROLLARY 14.4. The terms o/the upper central series o /a  ZA-group G in E~ are 

co-ideals. 

Proo/. B y  Corollary 14.2 Z = ~ (G) is a w-ideal.  Thus G/Z is a U~-group and  so b y  

Corol lary 13.4 the  t e rms  ~ (G)/Z of the  upper  centra l  series of G/Z are co-ideals of G/Z. I t  

follows easi ly t h a t  the  t e rms  ~ (G) of the  upper  cent ra l  series of G are co-ideals of G. 

W e  r e m a r k  t h a t  t he  centre of a loca l ly  n i lpo ten t  E~-group is no t  necessar i ly  an  co-ideal 

since every  local ly  n i lpo ten t  p -group  can be embedded  in a divisible  local ly  n i lpo ten t  

p-group wi th  a t r iv ia l  centre  (see Baumslag  [3]) (cf. Corol lary 14.3). 

THEOREM 14.5. The terms o/the lower central series o/a nilpotent group G in E~ are 

themselves E~-groups. 

(1) In a locally nilpotent group the elements of order a power of p form a subgroup (see Kurosh 
[21] vol. 2, p. 215). 
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Proo 1. The proof is by induction on the class c of G. In  the case c = 1 the result is im- 

mediate, so we have a basis for induction. Now Fc(G) is generated by the commutators: 

[g,h], gCG, heF~_I(G). 

If  pEco then g has a pth root, say gu. Hence 

[g, h] = [gg, h] = [go, h]" 

and so [g, h] has a pth root in Fc (G). Consequently every element of the abelian group 

Fc (G) has a pth root and therefore Fc (G)E E~. Consider now the factor group H = G/F~ (G). 

Then H E E~ and is nilpotent of class c - 1 and we may apply induction to deduce that  

F~(H)=F~(G)/F~(G) is an E~-group for i = l ,  2 . . . . .  c. I t  follows immediately that  

1~ (G)E E~ for i = 1, 2 . . . . .  c and the theorem is proved. 

I t  is easy to make examples of nilpotent E~-groups in which the terms of the lower 

central series are not co-ideals. On the other hand, for nilpotent D~-groups such examples 

cannot exist. 

COROLLARY 14.6. The terms o / the  lower central series o / a  nilpotent group G in D~ 

are co-ideals. 

Proo/. A normal co-subgroup of a (locally) nilpotent U~-group is an co-ideal (Corollary 

13.7) and so the result follows from Theorem 14.5, because an E~-group which is a sub- 

group of a U~-group is an co-subgroup of that  group. 

By Corollary 14.6 the derived group of a nilpotent D~-group is an co-ideal. This result 

is, however, not true for D~-groups in general. An example of a D~-group in which the 

derived group is not an co-ideal will be given in Part  I I  (see Theorem 37.2). 

If  we consider the more general class U~, then again Corollary 14.6 is no longer true. 

For let 

G = g p ( a ,  b, c; [a, b] = c  2, ca = a c ,  cb =bc) .  

I t  is easy to verify that  GE U s and that  G is nilpotent of class two; but the derived 

group of G is generated by c 2 and so is not an co-ideal of G. 

15. Mal'ccv [25] has proved that  if G is a torsion-free locally nilpotent group then 

G can be embedded in a torsion-flee locally nilpotent divisible group G*. We shall prove 

here, as an application of the main theorem of this section, that  if G is a torsion-flee locally 

nilpotent group and if K is a supergroup of G, which is a divisible R-group, then G*, the 
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0-closure of G in K (~ being the  set of all primes) has no op t ion  o ther  t h a n  to  be a local ly  

n i lpo ten t  divisible  group.  

The ma in  theorem is the  following. 

TH]~OnEM 15.1. Let G be a subgroup o/ a U~o-group K. Then, i / G  is nilpotent o] class 

c, so is cl~ (G, K).  

Proo/. Let  

1 < Z  1 < Z 2  < " "  < Z c  = G  

be the  upper  centra l  series of G. I t  follows, on app ly ing  Theorem 13.3 that(1) 

[cl(Z)~ G] = 1, 

and  s imi lar ly  t h a t  [cl(G), el(Z)] = 1. (15.11) 

Thus we see from (15. i 1) t h a t  cl (Z) is a subgroup  of the  centre  of cl (G) and  so, b y  Corol lary  

13.5, cl(Z) is an  o)-ideal of cl(G); we shall  make  use of th is  fact  in the  sequel. 

Now if c = 1 then,  b y  (15.11), [cl(G), cl(G)] = 1 and  so cl(G) is a b e l i a n - - t h u s  we have  

p roved  the  theorem in the  case c = 1. We shall  use this  fact  as the  basis for an  induct ion:  

if L is a subgroup of a U~o-group M and  if L is n i lpo tcn t  of class d(d<~c-  1) we shall  

assume cl~ (L, M)  is n i lpo ten t  of class d. 

W e  now make  use of Theorem 9.3. We p u t  

S 1 = e "  c l  ( Z l ) ;  

according to  Theorem 9.3 if H 1 = gp(S1), S~+ 1 = {g[gVEH~, gEK, pew} ,  H~+I = gp(S~+l), 
r162 

then  cl(S1) = U1H~. We shall  show t h a t  H~ is n i lpo ten t  of class e for i = 1, 2, . . .  and  conse- 

quen t ly  t h a t  c l (G.cl(Zx)  ) is n i lpo ten t  of class c. I t  follows f rom (15.11) t h a t  $1 is a sub- 

group; therefore  H x = Gcl(Z1). Now 

H1/cl (ZI) ~- ~/G n el (Z~) = G/Z~; 

thus  H 1 is n i lpo ten t  of class c since cl (Z1) ~< ~ (H1). 

Suppose  now t h a t  we have  p roved  H~ n i lpo ten t  of class c for al l  i ~ ], for some ] ~> 1. 

W e  now well-order  the  e lements  of Sj+I: 

Sj+ 1 ~ {al, a2 , . . . ,  a . . . . .  ). 

(1) Throughout the proof of this theorem we sha.ll simply write el (H) for the o)-closure of H in K. 
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Define F~ = gp(H] ,  al ,  a s . . . . .  a~ . . . .  ; ~ </~). 

Now F 1 is n i lpo ten t  of class c. To see th is  we consider HJcl(Z1) as a n i lpo ten t  subgroup  

(of class c - 1) of F1/cl(Z1). There  is a p r ime  p e w  for which (a 1 cl (Z))P e H Jc l  (Z1) and  so, b y  

induct ion,  F1/cl (Z1) = cl ( H J c l  (Z1), F1 /c l  (Z~)) is n i lpo ten t  of class c - 1. But  cl (Z~) ~< $ (F1) 

and  so F 1 is n i lpo ten t  of class c. I t  follows b y  t ransf in i te  induct ion  t h a t  

Hi+l : U F~ 

is the  union of an  ascending sequence of subgroups,  each n i lpo ten t  of class c and  so Hi+ 1 

is n i lpo ten t  of class c. Therefore,  b y  induct ion,  each H t is n i lpo ten t  of class c and  hence 

e l (G.c l (Z))  = U H~ is n i lpo ten t  of class c. I n  pa r t i cu la r  el(G) is n i lpo ten t  of class c and  
i = l  

th is  completes  the  proof  of the  theorem.  

COROLLARY 15.2. Let G be a subgroup o / a  U~-group K. I] G is locally nilpotent then 

its co-closure in K is also locally nilpotent. 

Proo]. Le t  ~ ,  g2 . . . . .  ~ be n e lements  t a k e n  a rb i t r a r i l y  f rom cl (G) and  le t  

H = g p ( ~ ,  ~2 . . . .  , ~ ) .  

W e  have  to  show t h a t  H is n i lpotent .  W e  make  use of Theorem 9.3. and  wri te  

el (G) = U Hi ,  
t = l  

where H 1 = G x = G, 

Ht+l  = gp (G~+l) 

and  G i+l = {gig 6 K, g~ 6Hi for some p 6co). 

This  expression for el (G) enables  us to  f ind a f ini te  set  

such t h a t  H ~< cl((g~, g2 . . . . .  g~)).  

To see this  let  us consider  the  case of a single e lement  g E cl (G). Since g belongs to  the  

union of the  H i i t  mus t  belong to one of them,  say  to  Hi .  Therefore we can wri te  

g = hlh 2 ... h~, 
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where h~ C Gj and has therefore a prime p,  Coo associated with it such that 
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h~, EHj_I. 

Now, inductively, corresponding to each element in Hi_ 1 we can find a finite set of elements 

in G whose og-closure contains that element. Thus we can find 

such that  ]~Ptt (~cl({g/~, l  ' gtt, 2, . . . ,  gtt, n i t} ) .  

Then, since p~Eeo, we have also 

~.  e cl({g. ,1,  g.,2, . . . ,  g., n.)). 

Hence gEcl(gl,1, gl, s . . . . .  g~,n~).  

I t  follows that we can, in a similar way, find a set 

such that 

= {gl, g2 . . . .  , gin} (gi e G), 

~ , e c l ( g )  ( i =  1 , 2  . . . .  ,n};  

consequently H < cl (0). 

The group generated by a finite subset ~ of a locally nilpotent group G is necessarily nil- 

potent. Furthermore, by Theorem 15.1, the co-closure of a nilpotent subgroup of a U,~- 

group is again nilpotent. Now el(G ) = cl (gp(O)); thus H is a subgroup of a nilpotent group 

and so is itself nilpotent. This completes the proof of the corollary. 

COROLLARY 15.3. Let K E U,~, let G be nilpotent o/class c and suppose G is a subgroup 

o / K .  Suppose, /urthermore, that every element k E K has a power k n E G, where all the prime 

divisors o] n belong to r Then K is nilpotent o/class c. 

Proo/. The to-closure of G is K, so the theorem follows on applying Theorem 15.1. 

I t  may be of interest to note a connection between Corollary 15.3 and a theorem of 

Duguid and Maclane [8] which states that  a subgroup of finite index in a torsion-free 

nilpotent group of class c is also of class e. Since a torsion-free nilpotent group is an 

R-group (Theorem 13.6) their theorem is an immediate consequence of Corollary 15.3. 

Corollary 15.3 has an analogue for locally nilpotent groups, for it follows easily from 

Corollary 15.2 that ff KE U~ and ff G is a locally nilpotent subgroup of K such that  every 
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]c E K has a power /c~E G, where all the prime divisors of n belong to (o, then K is itself 

locally nilpotent. One m a y  also prove a similar result  for ZA-groups .  

THEOREm 15.4. The /irst eo terms o/ the lower central series o/ a locally nilpotent 

D~.group G are m-ideals o /G.  

Proo/. Let  

G = H o >~ H I >~ . . . >~ H ~ >~ . . . >~ I 

be the lower central series of G. Suppose p e w ,  gEG and g~EH~ for some finite integer i; 

then g~ can be wri t ten as a product  of (say) n / - f o l d  commuta tors  involving the n(i  + 1) 

elements 

gl,1, gl, 2, .. . ,  g1.~+1, ..., gn. i+l; 

a 1-fold commuta to r  is a simple commuta to r  [x, y] and, inductively, an / - fo ld  commuta to r  

is the commuta to r  of an  (i - 1)-fold commuta to r  and an  element of G. We put  

H = gp (gl. 1, gl. 2 . . . . .  g~. i + l ) "  

Then H is nilpotent and so therefore el(H) is also nilpotent, by  Theorem 15.1. The terms 

of the lower central series of cl (H) are ~o-ideals, by  Corollary 14.6; thus since gP belongs to  

the i th  member  of the lower central series of cl (H) (by the choice of H), g belongs also to  

the i th member  of the lower central series of cl(H). Consequently g EH~ and hence H~ is an 

w-subgroup of G. Fur thermore  H~ is normal  in G and so on applying Corollary 13.7 we 

see tha t  H,  is an ~o-ideal of G. The same analysis holds for every i and so we have H,  is an 
oo 

co-ideal of G for i = 1, 2, . . . .  Hence H~ = ['IH~ is also an w-ideal of G (Lemma 9.2). This 
i = l  

completes the proof of the theorem. 

I do not  know whether  it is possible to extend this theorem so as to include all the 

members of the lower central series of a locally nilpotent Due-group. 

COROLLARY 15.5. The terms o / the  derived series o/ a locally nilpotent D~-group are 

w-ideals. 

Proo/. By L c m m a  9.2 the intersection of o-ideals is an w-ideal and the corollary follows 

immediately  from this remark  and Theorem 15.4. 

We complete this section with the proof of the following theorem and its corollary. 

TtIEOREM 15.6. Let G be a nilpotent group and suppose that G is generated by its p-th 

powers,/or each prime pEw.  Then G is an E~-group. 
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G = Ho > HI > . . . > H~ = I 
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is the  lower centra l  series of G. The theorem is obvious ly  t rue  when c = 1; we shall  use th is  

fact  as a basis for an  induct ion  over  the  class c of G. 

We prove  first  t h a t  H~_ 1 is an  E~-group.  The e lements  of He_ 1 can be wr i t t en  as 

p roduc ts  of commuta to r s  of the  form 

h = [g, g'], geG,  g'eH~_2. 

~ o w  G is genera ted  b y  i ts  p t h  powers  and  so g can be wr i t t en  in the  form 

(15.61) 

p p g = g l g ~  . . .  g~, 

where the  g~ are e lements  of G. W e  subs t i tu te  th is  expression for g in equa t ion  (15.61) and  

make  use of the  equa t ion  

[lg, h] = [1, h] ~ It ,  h] 

to  show t h a t  h is a p t h  power  of an  e lement  in H~_ 1. Exp l i c i t l y  

P P.  . P p P 
h = [g~g~ ... g~, g'] = [g~, g,]g2 % " % .  [g2 g~ ... g~, g'] 

= [gL g'] [g~,~ g,] ~ 3  ~ ~n.  [g~ . . .  g~, g,] = I t ,  g,]~ [g2," g'] . . . . . .  = 

= I t ,  g ']~ [g~, g ' ]~ . . .  [g~, g ' F  = f i g ,  g ' ]  [g~, g ' ]  . . .  [g~, g ' ] ]Y .  

Thus h is a p t h  power  of an  e lement  in He_ 1 and  i t  follows t h a t  every  c lement  of He_ 1 is a 

p t h  power  of an  c lement  in H c - r  This  proccdurc  applies  for al l  p e w  and  since Hc-x is 

abel ian,  i t  is an  E~-group.  Now G is genera ted  b y  i ts  p t h  powers  for each p in ~o; therefore  

so also is G/Hc_I. Now G/Ho_ 1 is n i lpo tcn t  of class c - 1 and  so we arc able  to  a p p l y  the  

induct ion  hypothes is  to  asser t  t h a t  G/Hc_ 1 is in fact  an  E~-group.  Thus G is a centra l  

extens ion of an  E~-group b y  an  Eo~-group and  so b y  Theorem 21.2 (see Chap te r  IV) G is 

itself an  Er This completes  the  proof  of the  theorem.  

CHAPTER I I I  

Construction of U~-groups, E~-groups and D~-groups 

16. I n  this  chap te r  we shall  make  use of t h e / r e e  product and  the  second nilpotent pro- 

duct. W e  shall  l a te r  also require  t h e / t e e  product with an amalgamated subgroup, and,  more  

general ly,  the  generalised/ree product. I t  is convenient  therefore  to  give here a shor t  exposi-  
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tion on such products and to record some of their properties which we shall need in sub- 

sequent work. As far as generalised free products are concerned, we shall take this op- 

portuni ty to draw heavily from B. H. Neumann's  "An essay on free products of groups 

with amalgamations";  we even go so far as to take the liberty of quoting from this essay 

(B. H. Neumann [27]). 

Let  F be a group and let F~ be subgroups of F,  where ~ ranges over an index set A. 

We call F the generalised/ree product o/the F~ if i) F is generated by its subgroups F~, 

and ii) for every group G and every set of homomorphic mappings ~ of each F~ into G, 

every two W~, ~,  of which agree where both are defined, there exists a homomorphic map- 

ping ~ of F into G tha t  coincides with ~ on each Fa (see B. H. Neumann [27], Theorem 

1.1). Now suppose # is the generalised free product of its subgroups F~(AEA) and put  

F~nF,,=H~,,(=H,.a), ~,#eA. 

I f  all the intersections H~, coincide to form a single subgroup H: 

F~n F~ =H, (;t. ~) 

then F is called the (generalised) /ree product o/the F~ with au amalgamated subgroup H. 

In  the case where H = 1, the trivial subgroup, then F is called simply the / t ee  product, or, 

to emphasise the distinction, the ordinary/ree product o/the Fa. 

Let now groups F~ be given, where ~ runs over a suitable non-empty index set A. 

In  every F~ and to every index ~eA let a subgroup HA~ be distinguished; H n  is always 

to be the whole group F~. I f  there exists a group F which is the generalised free product 

of groups F~ with intersections 

~%. = F~ n ~',, = H ~ ,  

and if there are isomorphic mappings ~z of F~ onto ~ ,  

such that  always / ~  = H~.,~ 

then we say tha t  the generalised /tee product o/the F~ with amalgamated H~t, exists, or simply 

the generalised free product of the F~ exists. The generalised free product does not always 

exist; however, in the special case of the generalised free product with a single subgroup 

amalgamated,  the generalised free product does always exist (Schreier [32]). 

I t  is often convenient when dealing with generalised free products not to distinguish 
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between a group and an isomorphic copy of it; we shall adopt this convention whenever 

it is both convenient and unambiguous. 

Let us suppose for the moment that  F is the free product of the groups F~ with 

amalgamated subgroup H (2EA). The elements in 2' can be represented by a certain 

normal/orm: We choose in every group F~ a system S~ of left coset representatives modulo 

H containing the unit element; thus every element ]E F~ can be uniquely represented in 

the form 

]=  sh (sES~, hEH). 

Now we distinguish certain words in elements of the F~; specifically we call 

W ~ 8 1 8 2  . . .  snh 

a normal word if it satisfies the following three conditions: 

(i) Every component s~(1 ~ i ~ n) is a representative ~ 1 belonging to one of the S~. 

(ii) Successive components s~ belong to different systems of representatives; in other 

words, if 1 <~ i <~ n, s~ES~, s~+IES., , then ~4=/~. 

(iii) The last component belongs to the common subgroup h EH. 

We call n the length of the normal word. Note that  a word is a string of symbols; if 

we interpret it as a product (which is written in the same way) we obtain an element of 

the group, and we say the word represents the element. Then every element is represented 

by one and only one normal word (ef. B. H. Neumann [21] Theorem 2.4). The uniquely 

determined normal word representing / we call the normal/orm o / / a n d  we call the length 

of the normal word representing / the length o/ the dement /; we write ~ ( / ) - n  if ] is of 

length n. The following lemma is due to B. It. Neumann [27]: 

LEMMA 16.1. I /  n > l,  i/ 

/ =/d~ .../~, 

and i /no  two successive/actors/~,/~+1 are elements o/the same group F~, then n i8 the length o//.  

I /  n = 1, the length o / / i s  0 or 1 according as / lies in H or not. 

We call the element /E F cyclically reduced if none of its conjugates in F has smaller 

length than itself. The following ]emma is due to B. H. ~Teumann [27]. 

LEMMA 16.2. I /  / is cyclically reduced and i/ it has the normal/orm 

/ ~ Sl8~.  . . .  8 n h  

o/ length n > 1, then s 1 and sn belong to different groups F~ =~ F, .  
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LE~)~A 16.3. (B. H.  N e u m a n n  [27].) I] / has length n > 1 and i/ in its normal/orm 

/ = s i s 2 . . ,  snh 

the components s 1 and sn belong to di//erent groups F~ and YF~, then / is cyclically reduced. 

T H E O R E ~  16.4. (B. H.  N e u m a n n  [27].) 

]Let F be the ]ree product o/ groups F~ with amalgamated subgroup H; i/ / is an element o/ 

/inite order in _Y, then / is conjugate to an element in (at least) one o/ the F~. 

COROLLARY 16.5. (B. H.  N e u m a n n  [27].) The/ree product o/ locally in/inite groups with 

an amalgamated subgroup is locally in/inite. 

Suppose now t h a t  F is a group generated b y  its subgroups F~, where 2 ranges over  an 

ordered index set A. Then  F is a regular product of the groups F~ (Golovin [11], [12]) if 

every  element  /E F has a unique regular representation of the form 

/ = ])*(1) ]).(2) " '" /.~(n) U,  

where h(~) E F~r )~ (1) < ~t (2) < .-. < ~t (n), u E nm ([F~]) 

and  [F~.]=gp([/~, /s]; h E F t , / ~ E F  s, ~ # ,  ,~, #EA). 

We rever t  to the case where F is the  free produc t  of the  groups F~, 2 E A ,  A 

an ordered index set. Le t  

I[F~] = nm ([F~]), k[F~] = [F, k-l[F~]], 

where/c  = 2, 3 . . . . .  Then Golovin [ l l ]  calls the factor  group 

F/~ [F~] 

the  Ic-th nilpotent product of the  groups F~, A EA; fur thermore  he proves  t h a t  the kth  nil- 

po ten t  product  of groups is in fact  a regular  product .  

17. We consider now methods  of construct ing 'new'  Uo)-groups, E~-groups and  D~- 

groups f rom given U~-groups, E~-groups and  D~-groups. 

The proof of the following l emma  is s t ra ightforward and is omit ted.  

:L~MMA 17.1. The restricted direct product and the unrestricted direct product o/ X~,- 

groups is an X~-group where X here stands/or any o/ the three letters U, E and D. 
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Kontorovi5  [8] has p roved  t h a t  the  free produc t  of R-groups is an R-group; we 

genera]ise this result  to the following 

T~EOREM 17.2. The/ree product F o/ Uo)-groups F~., where ~ ranges over an index set 

A, is a U~-group. 

Proo/. Suppose peso,/ ,  gCF and 

/" = g ~ ( / .  1). (17.21) 

We m a y  assume / is cyclically reduced; then  the proof t ha t  / = g  falls na tura l ly  into two 

parts:  

(i) 2(/) = 1. We have  g-1]pg =]~ and s i nce /@ 1 , / P +  1 and so 

1 =,: (g-~Fg) =,~ (g~) >~ ,~ (g). 

Thus ~ ( g ) d l  and therefore, by  (17.21), A(g) is precisely 1. I t  follows then  with the  aid 

of (17.21) t h a t  / and g belong to the same subgroup,  say to F2.. Bu t  F~. is a U,o-group and 

therefore (17.21) yields / = g. 

(ii) 2 (/) > 1. Let  us suppose t h a t  the normal  form for / is 

/ is cyclically reduced and  consequent ly  ~ ( 1 ) 4  )~ (m) (Lemma  16.2); therefore the normal  

form of /~  is 

/~  = A(I>/~(~) . . .  A~,,,~ I~<:) - . -  &m>. 

Now, by  (i), the  length of g is a t  least 2. Le t  then  

g = g,( l )  g,(2) . . .  g ,  Cn) ( n  > 1) 

be the normal  form of g. We assert  t h a t  g is itself cyclically reduced. For  it follows f rom 

(17.21) t ha t  g a n d / 9  are pe rmutab le  i.e. 

g,(1) g/~(2) -.. gl~(~) I~(1)/~(2) ..- /~(,~) = A(~)/~(2) --- /~(~) g~(~) g~(2) .-- gi~(~). (17.22) 
rap m p  

I f /~  (n) 4= ~ (1) and # (1) 4= 2 (m) then  we see immedia te ly  f rom (17.22) t h a t  # (1) = 2 (1) and  

ff (n) - ~ (m) and  so g is cyclically reduced since ~ (1) 4 ~ (m) (Lemma 16.3). I f  # (n) 4= ~ (1) 

and #(1) = A(m) then  

X (g~,(~) g,(2> . . .  g , ( ~ ) / ~ ( : )  h(2) . . .  /~(ra)) = n + p m > ~ (h(~) A(~) . . -  A(ra) g , ( : )  . . .  g,<~)),  
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which is incompat ib le  wi th  (17.22) and so this case does not  arise. Final ly  if #(n)  = ~(1) 

and  ~u (1) = 2 (m) then  we have,  once more,  g cyclically reduced. Hence  we mus t  a lways have  

g~ = g,(1) g~(~) ... g~(n) g~(1) ... g~(~), 

which is the  normal  form of gP; and  so it follows f rom (17.21) t ha t  ] and  g are in fact  identical. 

This completes the  proof. 

I t  is clear t h a t  the  flee produc t  of more than  one nontr ivia l  E~-group is not  an E~- 

group since ext rac t ion of p th  roots is not  a lways possible. One m a y  ask whether  or not  

certain regular  products  of U~-groups are again U~-groups and,  in part icular ,  whether  

such regular  p roducts  when applied to  D~-groups resul t  in D~-groups.  

Lv, MMx 17.3. The second nilpotent product F o/ U~,-groups F~(~eA)  is a U~,.group 

i / and  only i / [F~]/s  w-]tee. 

Proo/. I f  [F~] contains elements  of order p then  F is not  a U~-group. Suppose then 

t h a t  this is not  the case. Le t  p e w  and l e t / ,  9 E F  be such tha t  

F = g ' .  (17.31) 

Le t  / =/x(1)/~(e) ... /~(n) u, 2 (1) < 2 (2) < .-. < 2 (n), u E n m  ([F~]) (17.32) 

g=g~a)g~(2)...g~(m)V, j u ( 1 ) < j u ( 2 ) < . . . < # ( m ) ,  venm([F~])  (17.33) 

be the  regular  representat ions  for / and g respectively,  where/~(~) e F~ (~) and  g~(j)e F ,  (j). 

I n  the second ni lpotent  p roduc t  [F~] lies in the centre (cf. Golovin [12]) and so in this case 

nm([F~]) = [F~]. Thus we can easily deduce the  regular  representat ions  for ]P and gV 

f rom those of / and  g (cf. Golovin [12]): 

] P  = / ~ ( 1 ) / ~ ( 2 )  " ' '  ]~(n)" u P "  ( 1~  [ / ~ ( i ) ,  /),(])])~9(p-1) (17.34) 
l ~ i < j ~ n  

g P - -  P P . P . P -g,a)g,(2) .. g,(m) v "( I~ [g,(~>, g,(j)])�89 (17.35) 

Now by  (17.31)/~ and gP are equal; hence the  regular  representat ions (17.34) and  (17.35) 

coincide. Thus m = n and,  in par t icular  

P __ P 
/)~(1) - -  g/~(1) . . . . .  /~(m) = g~(m). 

But  each Fa is a U~-group and therefore we have  

h ( i )  = g . (1) ,  h(2)  = g~,(~) . . . . .  /~ ( , , )  = g . ,m; .  
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I t  follows thence t h a t  u p = v ~. 

N o w  u and  v bo th  lie in the  centre  of F ;  therefore  (uv-1) ~ = 1, i.e. u = v and  so (cf. 17.32) 

and  (17.33)) / = g. This completes  the  proof. 

W e  give now an  example  of a second n i lpo ten t  p roduc t  of U~-groups which is no t  a 

U~-group. W e  t ake  

G = gp(a ,  b, c; [a, b] = c ~, [a, c] = [b, c] = 1), 

H = gp (d, e , / ;  [d, e] =/3 ,  [d, ]] = [e , / ]  = 1). 

I t  is easy  to  show t h a t  G and  H are  U3-groups. Bu t  F ,  the  second n i lpo ten t  p roduc t  of G 

and  H,  is no t  a U2-grou p. F o r  let  

= G*H. 

Then F = ? / [ &  [G, tt]]. 

Now a c o m m u t a t o r  in G a lways  commutes  wi th  every  e lement  h E H:  

[ x - l y - l x y ,  h] = Ix, hi -1 [y, h] -~ Ix, h] [y, hi = 1 (x, y E G). 

So [c, d] 2 = [c ~, d] = 1, 

a l though  [c, d] =~ 1. 

T H ~ O a ~ M  17.4. The second nilpotent product F o/E~-groups ]r (~ EA) is an E~-group. 

Proo/. We have  only  to  prove  the  existence of p t h  roots  in ~ for every  p E co, Le t  t hen  

g E F and  let  

g=g~(1)g~(2) ... g~(=)u, ~ ( 1 ) < ~ ( 2 ) < . . . < ~ ( m ) ,  uE[F~]. 

Now every  simple c ross -commuta to r  has a p t h  root;  for 

[/~ =, I,~F = [ ( h  =)', I,,] = [ h , / , 8  

since [F~.] ~ ~ (F).  Consequent ly  [F~] is i tself  an  E~-group.  Choose u 1 E [F~] so t h a t  

ui~=u ' [ (  I-I [g~(j>=,g~(~>z]~Pc~-')] ~. 

Then  i t  follows t ha t  

g0 ~ ~ ( 1 )  7~ �9 g~(2) ~ " ' "  ~l(m) ~ " U 1 

is a p t h  root  of g. This completes  the  proof  of the  theorem.  

1 6 -  60173033.  Acta mathematica. 104. I m p r i m 6  le 21 d6cembre  1960 
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COROLLARY 17.5. The second nilpotent product F o/ locally nilpotent D~-groups F~ 

is a D~-group. 

Proo/. I t  follows from a theorem of F. W. Levi that if F is the second nilpotent product 

of its subgroups F~ and if the factor group of each F~ by its commutator subgroup is 

co-free then so is [F~]. Thus it follows in this case, from Lemma 17.3, that  F is a U~-group 

since the derived group of a locally nilpotent D~-group is an co-subgroup (Corollary 15.5); 

furthermore F is, by Theorem 17.4, an E~-group and so the corollary follows. 

18. The wreath product W of two groups A and B (el. e.g. Hall [13], Kaloujnine& 

Krasner [16]) is a useful method of constructing examples. I t  can be defined as follows: 

Let K denote the direct product of groups Ab which are isomorphic copies of A indexed 

by the elements of B: 

K =HAb; 
b ~B  

put W = gp(K, B; b~labbl =abe,, b, b lEB ,  a E A ) .  

Then W is called the wreath product of A by B. 

We shall prove that  the wreath product of a U~-group by a U~-group is a U~-group; 

further connections between roots in groups and wreath products are found in Baumslag 

[3] and [4]. 

THEOREM 18.1. The wreath product W o] a U~-group A by a U~-group B is a U~- 

group. 

Proo/. Suppose p E co, gl, g2 E W and 

g~ = g~. (18.11) 

Now W = g p ( K  = [ I  Ab, B; b~labbl = a~b,), 
b c B  

and so we can write gl = blkl ,  g2 = b2k2, where kl, k2EK and bl, b2EB. Making use of these 

expressions and equation (18.11) we see that  

g~ = b~ k~ = b~ k~ =g~, (18.12) 

where u = b~- l + b~- 2 + ... + bl + 1, v = b~- l + b~- 2 + ... + b2 + 1. 

Hence b~ -  p - -  5 2 ,  

But B is a U~-group and hence b 1 = b 2 = b (say). 
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g~ = b ]c~, ge = b b e. 

245 

Now if b is of f inite order  then  g~ and  g2 have  f ini te  order  modulo  K;  therefore  we can a p p l y  

L e m m a  11.4 to  deduce  t h a t  g~ = g~. We m a y  therefore  concern ourselves on ly  wi th  the  case 

where b is of infini te  order.  

Suppose now t h a t  g~ =~ ge; t hen / c  1 =~/Q and  hence 

k21 ]c~ :~ 1. (18.13) 

Fu r the rmore ,  i t  follows f rom (18.12) t h a t  we can wr i te  

g2=b € lc*EK. 

~ O W  ~ P gl =g2 and  hence g~ commutes  wi th  gl; i t  follows t h a t  g~ commutes  wi th  

g21 ~1 = ~21 ]~1" Thus  

k~Icl=g~(lc~Ic~)g~P=b~k*(k~IlCl)lC*-~b-~=b~(lc*(lc~lc~)l~*-~)b -p. (18.14) 

Le t  now k21 ]C 1 have  a non- t r iv ia l  component  in the  groups A b~, A ~ . . . . . .  A b~(b~ E B), and  t r i v i a l  

components  in a l l  the  o ther  groups A~; i t  follows f rom (18.13) t h a t  k/zlki~has non- t r iv ia l  

components  and,  fur thermore ,  t h a t  k*(kY21kl)k *-l has non- t r iv ia l  components  in e xa c t l y  

the  same groups A~,  A~ . . . . .  , A~,~ and  t r iv ia l  components  otherwise.  Therefore,  b y  (18.14), 

b p t ransforms,  b y  r ight  mul t ip l ica t ion ,  the  set of suffixes bl, b e . . . .  , b~ into itself.  More 

precisely 

{blb p, b2b ~ . . . . .  bnb p} = {b~, b e . . . . .  b~}. (18.15) 

Consequent ly  bib p, bib e~ . . . . .  bib (n+l)p 

mus t  al l  belong to the  set 

{bl, b~ . . . . .  bn}. 

Bu t  no two of these e lements  bib ~p, bib jp (i4: j) coincide since b is of inf imte  order.  Thus 

our a ssumpt ion  (18.13) was no t  a va l id  one and  so in fac t  k~ lk l  = 1, i.e. k 1 = ke. Hence  

g l  = b k 1 = b / c  2 = g 2 ,  

and  this  completes  the  proof of the  theorem.  

19. One can define, ana logous ly  to  the  wrea th  produc t ,  cer ta in  a l l ied  products .  I t  

tu rns  out  t h a t  if one s ta r t s  wi th  U~-groups then  these p roduc t s  give rise to  U~-groups. 

However ,  we shall  no t  consider t h e m  here b u t  prefer  to  discuss t hem in a separa te  work.  
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C H A P T E R  I V  

Extensions of U~-groups, E~-groups and D~-groups 

20. In  11 we we proved that  an extension of a U~-group by a periodic U~-group is a 

U~-group, and that  an extension of a D~-group by a periodic D~-group is again a D~- 

group. These results on extensions lead to a number of related questions: Is an extension 

of a U~-group by an arbitrary U~-group a U~-group? Is an extension of an E~-group 

by an arbitrary E~-group an E~-group? Is an extension of a Do,-group by an arbitrary 

D~-group a D~-group? All of these questions have negative answers and appropriate 

counter-examples will be given in this chapter. 

The main results in this chapter are concerned with special kinds of extensions. Thus 

we prove that  if G is locally nilpotent and contains a normal subgroup A, which is itself 

a D~-group, and, furthermore, if G/A is a D~-group, then G is a D~-group. The cor- 

responding theorem is, however, not true for E~-groups (see Baumslag [4]). A similar, al- 

though unrelated, result for E~-groups is the following: Let A be an E~-group and suppose 

A is a ZA-group, and let B be a periodic D~-group. Then every extension of A by B is an 

E~-group. 

21. We begin by considering central extensions. 

L~MMA 21.1. A central extension G o/ a U~-group A by a U~-group B is a U~o-group. 

Proo/. Let g, hEG, let pew  and suppose 

gV = h p. (21.11) 

Making use of the isomorphism between G/A and B it follows that g and h are equal modulo 

A, i.e. 

q =ha,  aEA.  (21.12) 

Now aE~(G) and so by (21.12) we have 

gP = hPa ~. (21.13) 

Comparing the right-hand sides of (21.11) and (21.13) we see that a p = 1. But since A E Uo, 

a = 1, and hence g = h; this completes the proof of the lemma. 

We prove now the following theorem for E~,fgroups. 

T H ~ O R ~  21.2. A central extension G o] an E~-group A by an E~-group B is an 

E~-group. 
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Proo]. Suppose pE~o. The isomorphism G/A~=B enables every gEG to  be writ ten in 

the form 

g=hPa (hEG, aEA).  

Now A EEo) and so we can find aoEA such tha t  a~ = a; hence 

g = hVa~ = (h%) ~. 

T h u s  extract ion of p th  roots is always possible in G; this completes the proof of the 

theorem. 

CO]~OLLA~u 21.3. A central extension o/ a D~-group by a D~-group is a D~-group. 

22. I t  is not  t rue tha t  every extension of a U~-group by  a Uo~-group is a U~-group. 

An  example of an extension G of a U~-group A by  a U~-group B, which is no t  a U~-group 

will now be given. 

Let  B be a multiplicatively wri t ten group which is isomorphic to  the additive groups 

of dyadic rationals: 

B = gp (hi, b 2 . . . .  ; b~+l = b,, i = 1, 2 . . . .  ). 

Let  A denote the unrestricted direct product  of [B[ copies of B indexed by  the elements 

of B. Then A is a a-group since B is a a-group (Lemma 17.1). I t  is now possible to define 

an extension G of A by  B by  defining t ransformat ion of an element g of A by  an element 

b' E B by  defining the coordinate of b'-lab ' in the group A0o., to  be abe., if a~ is the coordinate 

of d in A~. This enables us to define the group G generated by  A and B in this way: 

G = g p ( A , B :  b'a~b'=abb,, a,b,b'EB); 

G is called the unrestr icted wreath product  (Hall [13]) of B by  B. Now both  A and B are, 

of course, U2-groups , A is normal  in G and 

GlAd= B. 

We choose now an element b ( #  1) in B and consider the element a* E A whose compo- 

nent  in Bbn is a ~-1)~, where a is some element of B different f rom l, and whose components  

in all other Bb, (b'E B) is the identity.  But  g = ba*. Now it can be verified tha t  

a*b a * = l; 

consequently g2 = b ~ a,a a*, = b 2, 
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but  g = ba* # b since a* # 1 and therefore square roots are not  unique in G. Thus this 

example shows also tha t  an  extension of a D~-group by  a D~-group is not  always a D~- 

group. 

I n  the group G above every element has at  least one square root  (see Baumslag [4]); 

however  it is possible to  make extensions of a-groups by  a-groups in which extract ion of 

square roots is unique bu t  not  always possible. This is accomplished by  making use of 

the wreath  product .  Explici t ly the procedure is as follows: 

Let  B be a multiplieatively wri t ten group which is isomorphic to the addit ive g r o u p  

of dyadic rationals (as in the first example above). P u t  

A = I ~ B b  
b e B  

and define 

G = g p  (A, B; b'-l abb'=a~b,, a, b, b' EB); 

G is, as we saw earlier, the wreath, product  of A by  B. Hence it is, by  Theorem 18.1, a 

Us-grou p. Moreover, G / A  ~" B and so G is an extension of a a-group A by  a a-group B. 

However,  the element g in G: 

g = b ~ a  ', a ' #  l , a ' E B 1 ,  

does not  have a square root  in G. For  suppose tha t  G ~ h and h ~ = g. Then h mus t  be of the 

form 

h =ba*,  bEB ,  a * E A ,  

and hence a *O a * = a' ; (22.1) 

Now a* can itself be writ ten in the form 

a*=a(1)b(1)a(2)b(2) ... a(n)b(n), a(i) ,  b ( i ) E B ,  b ( i ) # b ( j )  if i # j ;  (22.2) 

this representat ion is unique. Now, by  (22.1) 

(a (1)b(1)b a (2)b(2)b ... a (n)b(n)b) (a (1)~(1)a (2)b(2) ... a (n)b(=)) = a'. (22.3) 

At least one of the lower suffixes involved in the left-hand side of (22.3) mus t  be the 

identity.  Suppose b ( 1 ) =  1. Then it follows tha t  some other b(i) say b(2) mus t  coincide 

with b. Further ,  it follows also, possibly after renaming, t ha t  for i = 1, 2 . . . .  

b (i) = b i-1. (22.4) 

Therefore b n is not  equal to any  b(i) for i = 1, 2 . . . .  , since b is of infinite order. Hence the 

equat ion (22.3) yields, using the commuta t iv i ty  of B, 
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a(1) = a ' ,  a (2 )a (3)  = 1, . . .  ,a(n-- 1)a(n)  = 1, a(n) = 1. 
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(22.5) 

I t  follows b y  (22.5) t h a t  a(1) = 1 and  hence also a '  = 1. We have  here assumed t h a t  b(1) 

= 1; there  is a second possibi l i ty ,  name ly  bb(1) = 1; i t  follows s imi lar ly  in th is  case t h a t  

a '  = 1. W e  are therefore  a lways  led to  the  same conclusion, n a m e l y  t h a t  a '  is the  iden t i ty .  

However ,  this  cont rad ic t s  the  choice of a '  a t  the  ou tse t  and  we can only  conclude t h a t  g 

does no t  have  a square roo t  in G. 

We m a y  as well make  the  r e m a r k  here t h a t  the  f irst  example  given in 22 is an  example  

of a me tabe l i an  group in which no e lement  has order  2 bu t  i t  is no t  a U2-group; this  shows 

t h a t  Theorem 13.6 cannot  be general ised to  include even soluble groups.  

23. W e  shall  need the  following lemma.  

L ~ M H A  23.1. Let pEco, le t  HE U~ and let K E D~. Furthermore, suppose H is nilpotent 

and that K is a normal subgroup o /H .  Then 

has a p-th root in H. 

h =gVa (gEH, aEK) 

Proo/. P u t  

K~ = K f3 ~ (H). 

There  is a leas t  in teger  d sat isfying K~ = K.  The proof  t h a t  h has  a p t h  root  will be b y  

induct ion  on d. Suppose f i rs t ly  t h a t  d = 1. Then K ~< ~ (G) and  so if a 0 is the  p t h  root  of a 

t hen  

h = gVa~ = (gao) ~. 

Therefore we have  the  first  s tep of a proof  by  induct ion.  Consider next H / K  1. NOW K 1 is 

the  in tersect ion of two w-subgroups  of H,  since, on the  one hand,  ~ (H) is an  co-subgroup b y  

Corol lary 13.4, and,  on the  other  hand,  K is an co-subgroup since i t  belongs to  D~ and  H 

belongs to  U~; consequent ly ,  b y  L e m m a  9.1, K 1 is an  co-subgroup of H and  therefore  also 

an  co-subgroup of K.  Thus Kx mus t  be a D~-group.  We a p p l y  the  induc t ion  hypothes is  to  

H / K  1 and  deduce t he r eby  t h a t  h K  1 has a p t h  root .  Hence  we can wri te  

h =/Pa 1 (/CH, a:EK1). 

But  K1ED,, and  therefore  a I has  a p t h  roo t  a2, say,  which belongs also to  K 1. Since 

K 1 ~< ~ (H) we therefore  have  
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h = F a ~  = (~as)" 

and this completes the proof of the lemma. 

We can now prove the following "extension theorem" for locally nilpotent D~-groups. 

THEOREM 23.2. Let G be a locally nilpotent group and let A be a normal subgroup o/G. 

Suppose that both A and G/A belong to D~o. Then G belongs to D~. 

Proo/. Since A and G/A belong to U~ they are both w-free (Lemma 11.3). Thus the 

locally nilpotent group G is co-free; consequently G belongs to U~ (Theorem 13.6). I t  

remains to prove tha t  G belongs to E~. 

Suppose then tha t  pew, h~G. Now modulo A the element h has a pth  root and so 

we can write 

h =g'a (geG, aeA). (23.21) 

Put  H = cl~((g, a),  G). 

By  Theorem 15.1 H is nilpotent since it is the co-closure of a finitely generated (and hence 

nilpotent) subgroup of a locally nilpotent U~-group G. Let  J be the normal closure in H of 

the group generated by  a and put  

K = cl~ (J, H). 

Then, by  Corollary 9.4, K is normal in H. Furthermore, K is a o-subgroup of A (it is 

clearly a subgroup of A since A <~ G); for if cEA and c~EK, then cEH as H is a ~o-subgroup 

of G; and so cEK, since K is a w-subgroup of H. Thus we have a nilpotent group H in U~ 

with a normal subgroup K which belongs to D~. Consequently the element h of equation 

(23.21) is the product of a pth  power in H and an element in K: 

h=g~a (gEH, aEK); 

we are therefore entitled to apply Lemma 23.1--so h has a pth  root and the proof of the 

theorem is complete. 

24. We shall now prove that  an extension of a ZA-group in the class E~ by  a periodic 

Do-group is an E~-group. We need the following lemma. 

L~MMA 24.1(1). Let H be any group, let K be an abelian normal subgroup o/ H. Suppose 

(1) This lerama is due to the referee. I t  greatly simplifies my original proof of Theorem 24.2. 
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that g 6 H, that g~ 6 K and that gm has a p-th root in K.  Then there exists b 6 K such that 

[b, g] = 1 and b" = g~2. 

Proo/. By hypothesis  there exists an a 6 K such tha t  

g~ = a ~. (24.11) 

Pu t  b = a 'a  g .a ~ . . .  a ~m-1. 

Now K is an abelian normal  subgroup of H,  so b E K and 

b ~ = a ~ ' a  a~ . . .a  gm- l ' a=a .aa .a~* . . . agm l = b ;  

thus [b, g] = 1, as required. Furthermore,  

b p = a m a € . . .  a pgm-1 = a € (24.12) 

since by  (24.11) g commutes  with a ~. Bu t  by  (24.I1) gm = a ~ and so by  (24.12) 

b p = gm' 

and this completes the proof of the lemma. 

Suppose now tha t  A is a ZA-group in the class E~. Then $ (A) is an w-ideal of A (Corol- 

lary 14.4). Consequently if x, y e A ,  pCw and x p =yP, then 

(x~(A)F = (yr 

is an equation in the D~-group A / r  and so 

x~(A)  = yr  

Thus x and y differ by  an element in r and consequently are permutable.  So we have 

proved 

L E M ~ A  24.2. I / A  is a ZA-group in the class E~, and i/ 

x ~ =y~ (x, y EA) ,  

where p Eco, then x and y commute. 

We can now proceed to the proof of the following theorem. 

T ~ E O ~ E ~  24.3. A n  extension G o] a ZA-group A in the class Eo~ by a periodic D~- 

group is an E~-group. 
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Proo/ .  L e t  p be any prime in eo and let g e G. Then there exists a positive integer m 

prime to p such that  

gm EA. 

Since A is an E~-group gm has a pth root c, say, in A: 

gm ~ C ~. 

Put  K = gp (c, c g, c g~, .... cgm-1). 

Since any pair of the given generators of K have equal pth powers, they commute (Lemma 

24.2). Therefore K is abelian. Now put 

H = gp (g, K). 

Then it follows from the definition of K that  K is a normal subgroup of H. Furthermore, 

g~ has a pth root in K. We can now apply Lemma 24.1; thus there exists b E K  such that  

[b, g] = 1, b ~ = gin,. (24.31) 

Since m and p are eoprime there exist 2, # such that 

2 m  2 - { - # p  : 1. 

Hence, using (24.31), 

g = ~,n,+~,~, = b~,g~,~, = (b~g~,)~,. 

So g has a pth root and this completes the proof of the theorem. 

P A R T  I I  

C H A P T E R  V 

The abstract D~-free group 

25. In  this chapter the D~-free group is defined abstractly and some consequences 

of this definition are derived. We prove that  the factor group of a D~-free group by its 

commutator ideal (i.e. the co-closure of its commutator subgroup) is a direct product of 

groups isomorphic to F~, where F~ is the additive group of those rationals whose deno- 

minators are products of primes in ~o only. Analogous notions to those occurring in the 

theory of free groups are also defined here for D~-free groups. 
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We say that a D~-group F is ~o-generated by a set X, or, alternatively, X co-generates 

F, if cl~ (X) = F. Then a set X is called a free ~o-generating set of a D~-group F if 

i) X co-generates F and if) for every D~-group H and every mapping 0 of X into H there 

exists a homomorphism ~ of F into H that coincides with 0 on X. A D,)-group F is called 

a D,-free group if it is freely o~-generated by some set X; the existence of such groups (cf. 3) 

is ensured by a theorem on abstract algebra due to Birkhoff [5]. 

It is well known that the factor group of a free group of rank n by its commutator 

subgroup is a direct product of n infinite cyclic groups (of. e.g. Kurosh [21]). We prove 

an analogous result for D~-free groups. 

THEORE~i 25.1. Let F be a D~-/ree group which is freely ~o-generated by the set X. 

Then the /actor group o/ F by its commutator ideal is a direct product o/ IX] groups isomor- 

phic to F~. 

Proof. Let H be a direct product of IX[ copies of F~: 

H= 1-[ nx; 
X E X  

here D is a multiplicative group isomorphic to F~ and Dx ~ D. Let 0 be a mapping of X 

into H defined as follows: 

xO=dx (l:#dED, x6X,  cl~({d),D)=D). 

This mapping 0 can be extended to a homomorphism ~v of F into H since X is a free 

w-generating set of F. Now it can easily be verified that  (dx Ix 6 X}  is a ~o-generating set 

of H and thus ~v is in fact an epimorphism. Hence it follows that  if iV is the kernel of ~v 

then 

F/IV ~ H. 

Now by Lemma 13.7, cl~ (F') is a w-ideal of F and therefore 

iV/> cl~ (F') (25.11) 

since any co-ideal containing F '  obviously also contains cl~ (F'). 

Consider on the other hand the factor group F/cl~ (F'); F/cl~ (F') is an abe/fan D~-group 

which is co-generated by the set (x cl~ (F') }~x. We remark that  the pth root of the product 

of two elements in F/cl~ (F') is the product of the pth roots of each of the elements (Corol- 

lary 10.4). Therefore we may write any e l e m e n t / 6 N  (and, of course, any element of F) 

in the form 
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/ ~ m l  rn2 . . .  m k  o ! Y~a)Y~(2) Y~(k) ] (/'Ecl,,(F')), (25.12) 

where Yt(j) is the njth root  of x~(j)EX, with n s a p roduc t  of primes in co. Then on 

applying ~ to  / wee see tha t  

(yi(2) �9 (Y~(k) q~) - 1, (25.13) / ~  . . . .  . .  mk _ 

= (y~(1) ~0) ~v) 

since, by  (25.11), cl~ (F ' )~<N. The elements 

y~(1) % y~(2) (p . . . . .  yt(k) 

lie in distinct factors Dx of the direct product  H since tha t  is t rue of 

dx,(1), dx.~,, . . . ,  d~.~. 

Thus (25.13) can hold only if the exponents m~ are all zero: 

m 1 = m 2 . . . .  mk = 0 .  

Consequently / = / '  E cl~ (F ' )  

and so we have proved N ~< el~ (F') .  (25.14) 

Put t ing  the inequalities (25.11) and (25.14) together  we see 

N =  cl~ (F ') ,  

and this completes the proof of the theorem. 

I t  is not  t rue tha t  the factor  group of a D~-ffee group F by  its commuta to r  subgroup 

F '  is a direct product  of groups isomorphic to F~; the exact  s t ructure of F/F '  will be 

determined later in 37 (Theorem 37.3). Consequently Theorem 25.1 is a 'bes t '  analogue of 

the corresponding result for free groups. 

I t  is convenient  to investigate abelian D~-groups by  considering the corresponding 

modules over a principal ideal ring (for these concepts, cf. eg. Jacobson [15]). Let  us take 

R to be tha t  subring of the ring of rat ional  fractions consisting of those rationals whose 

denominators  are products  of primes in (o only. Then an abelian D~-group corresponds 

to an R-module in the natura l  way. Explicitly, if A is an  abelian D~-group, m/n E R and 

a E A, then we define 
a m l n  = b, 

if b ~ = am; 

this definition is not  ambiguous since b is uniquely defined because p th  roots are unique 

in A for all pEeo. I t  is easy to  verify tha t  this definition turns  A into an R-module.  An  
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R-module is termed/ree if it is a direct sum of copies of R. I t  can then be verified that  the 

number of copies of R that  go into the formation of a free R-module M is an invariant of 

the isomorphism class determined by M (see Kaplansky [17]). Thus we can define un- 

ambiguously, the w-rank of a D~-free group to be the cardinal of any one of its free 

w-generating sets; for, by the preceding remark and Theorem 25.1, this cardinal is uniquely 

determined by the given D~-free group. 

The w-rank of a D~-free group uniquely determines the isomorphism class to which 

this D~-free group belongs~ i.e. two D~-free groups are isomorphic if, and only if, they 

have the same w-rank. This result is a particular ease of a theorem due to Birkhoff (cf. e.g. 

Stomifiski [35]) on abstract algebras. We shall, however, prove it here, in a group theoretical 

way, by making use of Theorem 25.1. 

TH~,OREM 25.2. Two Do)-/ree groups are isomorphic i/, and only i/, they have the same 

w-ra'Tb]~ m .  

Proo/. Suppose F and F* are isomorphic D~-free-groups. Then there is a natural 

isomorphism between _F/cl~(F') and F*/cl~(F*) '  induced by the isomorphism between 

F and F*. I t  follows from Theorem 25.1 and the remark as to the number of copies of R 

in a free R-module that  F and F* have the same w-rank. 

Conversely if F and F* are D~-free groups of the same w-rank, then they have free 

w-generating sets X and X* of the same cardinality. Thus there is a one-to-one mapping 

U of X onto X*; this mapping can now be extended to a homomorphism 0 of F into F*. 

We note that  0 is necessarily an epimorphism since FO >~ X* .  

Now let ~ denote the epimorphism of F* to F that  extends the mapping U -1 of X* 

onto X. 

Consider the composite mapping 0~; this mapping is an automorphism of F. For in 

the first place 0~ maps X identically onto X; therefore, as X w-generates F, 0~ must in 

fact be the identity automorphism of F. I t  follows that  0 is a one-to-one epimorphism of 

F to F*, i.e. 0 is an isomorphism and this completes the proof. 

LEM~aA 25.3. Let F and F* be isomorphic D~-/ree groups and let 0 be an isomorphism 

o/ F onto F*.  Then i / X  is a / t e e  w-generating set o / F ,  XO is a ]tee co-generating set o/ F*.  

Proo i. We note firstly that XO w-generates F*; for 

F* = FO = (cl~(X))0 = cl~(X0). 

We note secondly that  for every D~-group K and every mapping U' of XO into K 

there is a homomorphism ~' of F* into K that  coincides with ~' on XO. To begin with U' 
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leads naturally to a mapping ~/of X into K defined by 

x~ = (xO)~' (xeX). 

This mapping can then be extended to a homomorphism of F into K, say ~, that  now induces 

a homomorphism ~' of F* into K defined by 

/ $~ '  = (/~0-1)~9. 

This homomorphism ~0' extends ~/' since 

(xO)qJ = x~ = x~ = (x0)~'; 

consequently XO is a free co-generating set of F* and this completes the proof of the 

lemma. 

Another property of a free co-generating set X of a D~-free group F is that  if x 6 X, 

then x(~cl~(X-x) ;  this follows immediately from Theorem 25.1. This property of X 

is an instance of a more generally definable concept. Explicitly, a subset X of an arbitrary 

D~-group F is called co-independent, if, for all x6X,  x(~cl~(X-x) .  The remark at the 

beginning of this paragraph states then that  a free co-generating set of a D~-group is 

co-independent. 

C H A P T E R  V I  

The fundamental embedding theorem 

26. This chapter is concerned with a particular class of groups ~ ,  corresponding to 

a given non-empty set of primes co. This class contains, in particular, all D~-groups. I t  

contains also U~-groups which are not D~-groups. For such groups there are elements in 

them without pth roots, for some pew. The fundamental embedding theorem proved in 

this chapter enables us to embed such U,,-groups (in the class ~ )  in D~-groups, which 

belong also to the class ~)~. 

27. We define the class ~o~ by stipulating that  its members are those groups G which 

satisfy the following 4 conditions: 

27.1. G is a U~-group. 

27.2. If  pew and if the element g in G has no pth root, then the centraliser C(g, G) 

of g in G is isomorphic to a subgroup of F~. 

27.3. If  p Eco and if the element g in G has no pth root, then the centraliser of any non- 

trivial power of g coincides with the centraliser of g. 
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27.4. I f  p6c0, if the  e lement  g in G has no p t h  root  and  if h-lgmh = g n ,  for some h 6 G  

and  some integers m and  n, t hen  m = n. 

Thus  a group G belongs to  the  class n o  if, and  only  if, i t  satisfies the  four condi t ions 

above.  W e  see therefore  t h a t  a l l / ) o - g r o u p s  belong to n~.  I t  is convenient  to  note  t h a t  if 

p6~o, if g 6 G 6  n~,  and  g has no p t h  root ,  then,  b y  27.2, g has infini te order.  I n  this  case the  

central iser  C (g) is i somorphic  to  a proper subgToup of l~o. 

F o r  groups in ~o~ the  following l emma holds; we shall  make  use of this  l emma  in the  

sequel. 

LE) IMA 27.5. Let G be a group in  the class n o  and let g be an element in  G which does 

not have a p-th root /or some peso. Let aEC(g)  and suppose h - l ahE C(g )  /or some hCG. 

Then h - l a b  = a and hEC(g).  

Proo/. P u t  h - l a b  = a ' ,  a 'EC(g) .  (27.51) 

Now C (g) is i somorphic  to  a subgroup of F~ and  therefore  i t  is local ly  cyclic; in o ther  words,  

every  f in i te ly  genera ted  subgroup  of C (g) is cyclic. Thus  we can f ind b E C (g) such t h a t  

This means  t h a t  we can wri te  

gp (a, a ' ,  g) = gp (b). 

a = b  k, a ' = b  m, g = b  n, (27.52) 

where /c ,  m, n, are integers.  Now g does no t  have  a p t h  root  and  so b does no t  have  one 

either;  hence condi t ion 27.4 applies to  b. Making use of (27.52) we can rewri te  (27.51) in 

the  form 

h-lb~ n = b m. 

We see then  b y  27.4 t h a t  k = m and  so h commutes  wi th  b ~ = a. Fu r the rmore ,  b y  27.3, 

C(a) : C(b ~) : C(b) = C(b n) : C(g), 

and  so h E C (g). This completes  the  proof  of the  lemma.  

28. Le t  now G be a group in the  class n~" W e  are in te res ted  in embedd ing  G in a 

D~-group.  Thus if G is a l r eady  a Do-group we have  no fur ther  in teres t  in G. Le t  us assume,  

therefore,  t h a t  G is no t  a Do-group.  Then there  exists  a pr imo p e a )  and  an  e lement  gEG 

which does no t  have  a p t h  root  in G. Hence,  b y  27.2, C (g, G) is i somorphic  to  a p roper  sub- 
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group of F~. We t ake  then  P to  be a supergroup(1) of C (g, G) which is i somorphic  to  Fo  

and  whose in tersec t ion  wi th  G is s imply  C (g, G). We then  form the  general ised free p r o d u c t  

F of G and  P (with C(g, G) amalgamated) :  

F = {G'P; C(g, G)}. 

Then  g has  a p t h  root  in F since i t  has a p t h  root  a l r e a dy  in P .  W e  shall  p rove  t h a t  in fact  

g has  a unique p t h  root  in F ,  and,  even more,  t h a t  F belongs also to  the  class ~ .  We 

r e m a r k  t h a t  the  general ised free p roduc t  of two local ly  infini te  groups  is local ly  inf ini te  

(Corollary 16.5); t hus  if G is local ly  infini te  then  so also is F .  

The proof  t h a t  F belongs to  ~ will be accompl ished  wi th  the  a id  of a n u m b e r  of 

lemmas.  I t  is th is  s t r ing of l emmas  t h a t  we now prove.  

LEMMA 28.1. For every a E P  

C(a, F) = P .  

Proo/. I t  is clear t h a t  C(a, F )  ~ P .  (28.11) 

W e  wan t  the  reverse inequal i ty .  Le t  b E C (a, F)  and  suppose b is wr i t t en  in the  form 

b = ClC ~ ... Cn, (28.12) 

where no two successive factors  ci, c~+ 1 are  e lements  of the  same constituent.(~) P u t  

Z = C (g, G). Now b E C (a, F) ;  therefore  ut i l is ing (28.12), 

a b = e n l C n _ l  . . .  c 2 1 c l l a C l C 2  . . .  e n _ l c  n ~ a .  (28.13) 

Suppose,  f i rs t ly ,  t h a t  a E P  - Z  and  ClEG. If  n > 1, c~EP - Z  since no two successive 

factors  c~, c~+ 1lie in the  same const i tuent .  This is however  impossible  for t hen  ~, (a ~) = 2 n § 1, 

b y  L e m m a  16.1; th is  con t rad ic t s  equa t ion  (28.13) and  so n ~< 1, i.e. n = 1. I f  c 1E G - Z ,  t hen  

), (a ~) = 3 bu t  X (a) is e i ther  0 or l ,  aga in  a contradic t ion .  Hence  the  only  poss ib i l i ty  is t h a t  

c~ EP  and  thus  b = c~ EP. 

Suppose,  secondly,  t h a t  a E P - Z  and  clEP. If  n > 1 then  c 2 E G - Z .  Consequent ly  

), (a b) = 2n  - 1 and  since n > 1 th is  con t rad ic t s  (28.13). Therefore n = 1 and  again  b = c 1EP. 

Suppose,  th i rd ly ,  t h a t  a E Z  and  cIEG. I f  n > 1, t hen  b y  L e m m a  16.1, c11ac~ mus t  lie 

in Z. I t  follows then  b y  L e m m a  27.5 t h a t  c~ EZ ~< P;  bu t  c~ EP  and  so we have  a con t rad ic t ion  

(1) We say A is a supergroup of B if A contains a distinguished isomorphic copy of B; note that 
B may be a subgroup of A. 

(2) By a constituent we mean either G or P. 
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since c 1 and  c2 were assumed to lie in different const i tuents .  Consequently n = 1 and  

b = cl EP. 

F ina l ly  suppose a EZ and  cl EP - Z. Then  if n > l,  c2 ~ P  and  so X (a b) =# 0, contradict ing 

(28.13). Hence n = 1 and  b = clEP. 

The four paragraphs above have sho~a  tha t  if an  element  in  F commutes  with an  ele- 

men t  in P then  it mus t  belong to P.  Therefore 

C(a, F) <P.  (2S.14) 

Pu t t i ng  (28.11) and  (28.14) together then  yields C (a, F)  = P and  this is just  what  is required. 

LEMI~IA 28.2. Let aEG and suppose a is not conjugate to an element in Z. Then 

C (a, F)  = C (a, G). 

Proo/. Le t  b E C (a, F)  be wr i t ten  in the form 

b ~ c i v  2 . . .  Cn, 

where no two successive factors c~, c~+ 1 belong to the same const i tuent .  

Suppose c 1EP. If  n > 1, then  c 1EP - Z. Consequently,  by  Lemma 16.1. ), (a b) -# 1 = ~ (a), 

a contradiction.  Hence n = 1 and  so b = c 1 E C (a, G). 

On the other hand,  suppose c 1 ~P, i.e. suppose c 1 E G - Z. If  n > 1, then  c 2 EP - Z. If  

the equat ion  (28.13) is to remain  valid then  c 1 mus t  t ransform a into an  element  i n P  N Z = Z; 

however, by  hypothesis a is no t  conjugate to an  element  in Z and  so this case cannot  arise. 

Hence n = 1 and  b = c 1 E C (a, G). 

The two paragraphs above have shown tha t  C (a, F)  ~ C (a, G); the reverse inequal i ty  

is obvious and  hence the lemma follows. 

LEH•A 28.3. Let a E F  be a cyclically reduced element o/ length at least two. Then i/ 

b EC (a, F)  (b 4: 1), b is cyclically reduced o/length at least two. 

Proo]. Let S 1 be a set of representat ives of the left cosets of G modulo Z containing 

the ident i ty ,  and  let $2 be a set of representat ives of the left cosets of P modulo Z conta in ing 

the iden t i ty  element.  

We write a in  normal  form (cf. 16): 

a = 8 1 8 2  . . .  8 m Z  a .  

We write b also in  normal  form 

1 7 -  60173033.  A c t a  m a t h e m a t i c a .  104. I m p r i m 6  le 21 d6cembre  1960 

(28.31) 
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b = t i t  2 . . .  tnzo. (28.32) 

Observe tha t  z~ and zb both  belong to Z. 

We notice, to  begin with, t ha t  b ~Z; for if this were the case then b = Za and a E C (zb, F )  = P 

(by Lemma 28.1) which contradicts the hypothesis  of the lemma. Hence n ~> 1. 

We can rewrite the equat ion a b  = ba,  using (28.31) and (28.32), in the form 

a b  = s i s  2 . . . s m z ~ t l t  2 . . .  Qzo = t i t  2 . . .  t~zbs lse  . . .  smz~ = b a .  (28.33) 

Now, by  hypothesis, a is cyclically reduced of length at  least two; consequently s~ and 

sm lie in different consti tuents (cf. Lemma 16.2), say s~EG and s ~ E P .  Suppose tha t  both  

t~ and t~ lie in the same constituent,  say t~, t~ E G. I n  this case there will be no cancellation 

in the left-hand side of equat ion (28.33) bu t  at  least one in the r ight -hand side. Hence 

m + n  =~k(ab) =) , (ba)  < m  + n -  1. 

This equat ion is clearly impossible; hence  both  t 1 and t~ cannot  lie in G. Similarly they  

cannot  both  lie in P .  I t  follows tha t  tl and tn belong to different consti tuents and  so (cf. 

Lemma 16.3) b is a cyclically reduced element of length at  least two. 

For  s~ EP and s~ E G, a similar a rgument  again shows tha t  t 1 and t~ lie in different 

constituents. This completes the proof of the lemma. 

LEMMA 28.4. Le t  a E F  be cycl ical ly  reduced, ;k(a) = m >~ 2. Le t  bEC(a, F )  be such  that  

;k(b) = n >~ m.  P u t  n = ~ m  § ~, O ~< /~ < m.  T h e n  

f l = O o r f l ~ > 2 ,  

a n d  b can  be wr i t t en  i n  the ]orm 

b = a• *, 

where  ~ (b*) = fl ; 

/ur thermore ,  i / f l  = O, then b* is t r iv ia l  a n d  i / f l  =4 = O, then b* is  cycl ical ly  reduced o/ length at 

least two. 

Proo/ .  We shall assume here the notat ion employed in Lemma 28.3. Let  us assume 

also tha t  s 1E G and sm EP. Now, by  Lemma 28.3, b is cyclically reduced of length at  least 

two, hence t 1 and t~ belong to  different constituents, say t 1 E G and t~ EP. 

Suppose now tha t  we can write b in the form 

b = a ~ b ,  0 < ~ < ~ ,  b e F .  (28.41) 
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Now b clear ly  commutes  wi th  a since b does; hence, b y  L e m m a  28.3, ~ is cycl ical ly  reduced  

of l eng th  a t  leas t  two. W e  have  a]so, b y  (28.41), ]k(b) = (zr - 7 ) m  § we wri te  b in no rma l  

form 

~) : l t lU2  .. .  UkZ~, lc-- (a: - -7)m § ft. 

I t  follows from (28.41) t h a t  u 1E G and  uk EP. Fu r the r ,  the  e lement  ~ commutes  wi th  a: 

a ~=z~ lu~  1 ... uYzlu~lsls2 ... SmZ~UlU 2 ... u k z s = s l s  ~ ... s~z~. (28.42) 

Now u 1 and  s 1 bo th  belong to G. The equa t ion  (28.42) thus  implies  t h a t  u l l s l C Z .  F o r  let  

us suppose the  cont rary ;  then,  making  use of L e m m a  16.1, 

]k(a~) =2]c  + m -  1; 

fur thermore ,  ;k (a) = m, 

and  therefore  2/c + m - 1 = m. 

However ,  such an  equa t ion  is not  possible and  so we have  a con t rad ic t ion  of the  assumpt ion  

u ; l  sl r Thus u~l sl 6 Z  and  therefore  

S imi la r ly  we can prove  

ul  = s 1. (28.43) 

U 1 ~ 8 1 7  U 2 ~ 8 2 ,  . . . ,  U m ~ 8 m .  

Thus ut i l is ing (28.44) we see t h a t  

= a ' Z a l U m + i  . . .  U k Z ~  = a~), say.  

(28.44) 

Hence  b - a r+l b, 

where ~. (b) = (~ - 7  - 1)m + ft. W e  can a p p l y  the  same procedure  to  b as t h a t  app l ied  to  

provid ing  ]k (b) ~ m; hence i t  is possible to  wri te  b in the  form 

b=a+~b *, X(b*)=f l .  

The ini t ia l  assumpt ions  t h a t  s 1E G, s m CP, tl E G, tn c P  m a y  always  be presupposed.  I t  

is sufficient for this  purpose  to  note  t h a t  bEC(a -1, F),  b- lEC(a,  F) and  b- lEC(a  -1, F).  

This r e m a r k  then  completes  the  proof  of the  lemma.  
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LEMMA 28.5. Let a E F be cyclically reduced o/length at least two. Suppose,/urther,  that 

bEC(a) ( b 4  1). Then there is a cyclically reduced element c in F o/ length at least two, and 

integers it and v such that 
a = c ~, b = d'. 

Proo]. W e  ag a i n  a d o p t  the  n o t a t i o n  of L e m m a  28.3. I t  follows f rom this  l e m m a  t h a t  

b is cycl ica l ly  r educed  of l e n g t h  a t  leas t  two.  P u t  b = b 0, a = b 1. W e  m a y  assume,  w i t h o u t  

loss of genera l i ty ,  t h a t  k (b0) ~> k (bl). Then ,  b y  L e m m a  28.4, we can  wr i te  b 0 = b~ 1 b2, where  

e i the r  b 2 = 1 or  b 2 is cycl ica l ly  r educed  of l eng th  2 ~<~.(b2)<~,(bl). C/ear ly  Ibm, b~] = 1 

since [bl, b0] = 1. T h u s  if b 2 #  1 we can  r epea t  t he  process,  wr i t ing  b 1 = b~b3, where  b a = 1 

or  2 ~< k (b3) < ~ (b2). P roceed ing  in  th is  w a y  we o b t a i n  a set  of e l emen t s  b0, bl, . . .  of s t r i c t ly  

decreas ing  length .  C o n s e q u e n t l y  t h e  process m u s t  stop,  i.e. b~ = 1 for some r. W e  n o w  p u t  

c equa l  to  the  las t  b in  the  sequence  which  is n o t  the  i den t i t y ,  say  c = b~. T h e n  c is cycl ica l ly  

r educed  of l eng th  a t  leas t  2. F u r t h e r m o r e ,  

b~-2 = c ~'-~, b~-3 - b, ~ c, . b 0 = b~ ~ b 2. 

C o n s e q u e n t l y  each b~ can  be expressed  as a p r o d u c t  of succeeding b k - s  a n d  so also as 

a power  of c. I n  p a r t i c u l a r  

b = b  0 = c  ~ a n d  a = b  l = c  ~, 

a n d  so a a n d  b are powers  of a cycl ical ly  r educed  e l em en t  of l eng th  a t  leas t  two,  as c la imed.  

Th i s  comple tes  t h e  proof  of the  l e m m a .  

LEMMA 28.6. Suppose that a is neither conjugate to an element in G nor to an element in 

P.  Then C (a, F)  is an in/inite cyclic group. 

Proo/. Since 
x-l.C(a, F).x =C(x-lax, F) (a, x E F ) ,  

i t  is suff ic ient  to p rove  o n l y  t h a t  C(a,  F )  is a n  in f in i t e  cyclic g roup  in  the  case where  a is 

cycl ica l ly  reduced.  F u r t h e r ,  we n o t e  t h a t ,  b y  hypothes i s ,  a is n o t  con juga t e  to  a n  e l em en t  

in  G or P a n d  so i t  is of l e n g t h  a t  leas t  two.  

W e  choose n o w  a n  e l eme n t  c* E F so t h a t  

a = (c*) v, 7 > O, (28.61) 

a n d ,  fur ther ,  so t h a t  if a = (c') v', y' > 0 ,  t h e n  ;k(c')~>;k(c*). Suppose  n o w  t h a t  bEC(a) ;  

t hen ,  b y  L e m m a  28.5, the re  is a cycl ical ly  r educed  e l e m e n t  cEF,  of l e n g t h  a t  leas t  two,  

such  t h a t  
a = c ~ a n d  b =c~; 
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thence, by  (28.61), c s = (c*) r ( =  a).  (28.62) 

Let  c = u l  u2 . . . u~zc,  zc E Z  

C $ ~ V l V  2 . . . V j Z c *  , Z c ,  ~ Z  

be the normal  forms of c and c* respectively. We shall, wi thout  any  consequent loss af 

generality, suppose tha t  u ~ E G ;  it follows then t h a t  v ~ E G .  The equat ion (28.62) implies 

by  the choice of c*, tha t  X(c)>~;k (c*). I t  follows, on substi tut ing the normal  forms of c 

and c* in (28.62), t ha t  

U 1 ~ V l ,  U 2 ~ V 2 , . . . ,  ~t j ~ v j .  

Therefore c = c* �9 -1 , z c ,  u j+l  . . .  uk  zc = c* c ,  say. (28.63) 

We consider two possibilities: 

i) ;k(c') = 0. Bo th  c and c* commute  with a and so their quotient c * - l c  = c' also commutes  

with a; bu t  this is, by  Lemma 28.1 only  possible if c ' =  1. Hence c = c* and b = (c*) ~. 

if) X ( c ' ) >  0. I t  follows from (28.63) t ha t  the first component  of c' belongs to G and the 

last component  of c' belongs to P;  hence c' is cyclically reduced of length at  least two. Thus 

we see, on substi tut ing (28.63) in (28.62) t ha t  (c*c ' )  s =  (c*)r; t ransforming both  sides of 

this equation by  c* then yields 

(c' c*)"  = (c*) r = ( c * c ' y  ~. (28.64) 

Now c ' c*  and c*c '  are of the same length; it follows f rom (28.64) t ha t  they  can differ only 

by  an element in Z or, more precisely, ( c * c ' ) - x . ( c ' c * ) e Z .  Furthermore,  both  c* and c 

commute  with a and thus so also does c'. Therefore bo th  c ' c *  and c*c '  commute  with a 

and ( c * c ' ) - l . ( c ' c  *) also commutes  with a; bu t  ( c * c ' ) - X . ( c ' c * ) E Z ,  and hence, by  Lemma 

28.1, (c*c ' )  - 1 . ( c ' c * )  = 1; thus c ' c*  = c*c ' .  Thus c' and c* commute  and are also cyclically 

reduced of length at  least two; we can apply Lemma 28.5 to c' and c*, yielding c' =/~,  

c* = f ,  ] E F ,  where ~ and ~ are here integers. However,  by  the choice of c*, ~ can only 

be + 1 or - 1 .  I t  follows tha t  / = (c*) ~, ~ = • 1, and hence c' is a power of c*; therefore, by  

(28.63), c is itself a power of c* and so b is also a power of c*. 

The two cases i) and if) show tha t  b is always a power of c*. But  b was an  arbi t rary  

element of C (a, F)  and so it follows tha t  C (a, F)  is the infinite cyclic group generated by  

c*; this completes the proof of the lemma. 

We need, finally, the following lemma: 
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L ~ M M A  28.7. Let  p e w  and let a E 2 '  not have a p-th root in  F .  Le t  m a n d  n be integers 

and let b E F be such that 

b - lamb = aL  (28.71) 

T h e n  m = n. 

Proo/.  Since  x - l b x  t r a n s f o r m s  ( x - l a x )  m in to  ( x - l a x )  n, we can  a s s u m e  t h a t  a is cyc l i ca l ly  

r educed .  F u r t h e r m o r e ,  since G is a g r o u p  in  t h e  class ~ i t  fo l lows t h a t  a is in f ac t  of in f in i te  

o rde r  (cf. T h e o r e m  16.4). T h u s  if m = 0 t h e n  n = 0 a n d  t h e  l e m m a  holds.  L e t  us suppose  

t h e n  t h a t  m > 0. 

L e t  t h e  n o r m a l  f o r m  for  b be  

b = r l r  ~ . . .  rQz~ (z~ EZ) .  (28.72 

N o w  as a does  n o t  h a v e  a p t h  root ,  a ~ P  a n d  so ~ (a) = # >~ 1. T h e  p roof  t h a t  m = n is sp l i t  

i n to  a n u m b e r  of cases. 

Suppose  f i r s t ly  t h a t  # = 1, i.e. suppose  a E G. T h e n  a m ~Z;  for  if  th is  were  t h e  case t h e n  

cond i t i on  27.3 w o u l d  a p p l y  a n d  so a i tself  w o u l d  be long  to  Z ,  c o n t r a d i c t i n g  # ~> 1. N o w  

= ~ ( b )  c a n n o t  e x c e e d  th ree .  F o r  suppose  t h e  c o n t r a r y .  Since  a m E G - Z ,  r 1 m u s t  be long  

to  G (this m u s t  be  t h e  case w h e n e v e r  ~ > 1). I t  fo l lows f r o m  t h e  e q u a t i o n  

(am) b - z~ 1 r~ 1 ... r~ 1 r l  1 a m r 1 r 2 ... r e zb = a n (28.78) 

t h a t  a* = r l  I a m r 1 E Z.  (28.74) 

Then ,  s ince r 2 l eaves  a* f ixed,  r 3 m u s t  t r a n s f o r m  a* in to  some  o t h e r  e l e m e n t  of Z.  Th i s  

is, howeve r ,  o n l y  poss ible  if  r 3 EZ, wh ich  is n o t  t h e  case since Q > 3. T h u s  in  f ac t  ~ ~< 3. 

Cons ider  n o w  t h e  case ~ = 3. T h e n  i t  fol lows,  j u s t  as in  t h e  ana lys i s  above ,  t h a t  

(r lra)- la  m (hrs)  = an; 

th is  e q u a t i o n  i nvo lves  o n l y  e l e m e n t s  of G, a n d  so m = n since G E ~ a n d  a does  n o t  h a v e  

a p t h  r o o t  in  G. I f  ~ = 2 then ,  b y  (28.74), anEZ,  which  is n o t  t h e  case because  aCiZ; so th i s  

case does  n o t  arise.  F i n a l l y  if  ~ = 1, t h e n  m = n since GE ~ )  a n d  c o n d i t i o n  27.4 appl ies ;  

n o t e  t h a t  if ~ = 0 ,  i.e. if  b E Z ,  t h e n  m = n  fol lows once  m o r e  f r o m  t h e  f a c t  t h a t  G E ~ .  

W e  cons ider  s econd ly  t h e  case # > 1. T h u s  as a is cyc l i ca l ly  r e d u c e d  of l e n g t h  a t  l eas t  

two ,  i t  fo l lows t h a t  a m a n d  a n are  also cyc l i ca l ly  r e d u c e d  of l eng ths  m/~ a n d  n t t  r e spec t ive ly .  

L e t  



SOME ASPECTS OF GROUPS WITH UNIQUE ROOTS 2 6 5  

a m = 81 8 2 . . .  8rnlt Z 1 (Z 1 E Z )  
(28.75) 

J a n = t  i t  2 . . . t ~ z  2 (z 2CZ) 

be the normal  forms for a m and  aL Since s 1 and  s~,  belong to different const i tuents  and  

b-1 (a-1)mb = ( a - l )  ~ 

we lose noth ing  by  supposing t ha t  s 1 C G and  s m z E P ~  Consequent ly  t 1 E G and  t ~  EP. We 

rewrite equat ion  (28.71) in  the more convenient  form 

arab = s i s  2 . . .  s,~t, z l  r l  r ~ . . .  rezb = rz r 2 . . .  rez~ t i t  2 . . .  tnl~z~ = b a L  (28.76) 

If  ~ = 0~ i.e. if b EZ, then  i t  follows from (28.76) tha t  

m/~ = ~. (arab) = ;k (ha  ~) = nlz;  

hence m = n. 

Suppose now tha t  ~ ~> 1. Consider firstly the case r~ E G, r e E G. Now sm~ E P  and  t 1 E G; 

thus it  follows by  (28.76) tha t  

m #  + ~  - ] k ( a m b )  =]k(ba ~) ~ n~t + ~  - 1. (28.77) 

The equat ion  (28.76) can also be expressed in  the form 

b - l a m = z ~ l r ~  1 . . .  r~ l r~18182  . . .  s m ~ z l = t l t  2 . . .  t ~ , z 2 z ~ l r ~  1 . . .  r ~ l r l  1 (28.78) 

Here s 1 C G, tn, EP and  so we have 

m #  + ~ ,  1 ~ X ( b - i a  m) =X(a~b -~) = n #  +~.  (28.79) 

I t  follows from (28.77) and  (28.79) t ha t  

m #  +~ ~>n# + e  + 1 ~>m# +~  + 2; 

this equat ion  is impossible and  so the case r z E G, r e C G does no t  arise. I n  a similar way one 

can show tha t  the case r l E P  , r o E P  also does no t  occur. We are left with the remaining 

possibilities r l E G  , r e E P  and  r l E P ,  r e E G - - t h e  procedure in bo th  cases is similar and  so 

we shall only deal with the first of these two cases here. We inspect equat ion (28.76): 

m #  + ~  = X ( a m b )  = X ( b a  n) = n #  + ~ .  

Thus we see tha t  m #  = n #  and  hence m = n. This completes the proof of the lemma. 
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29. This chap te r  is b rought  to a close wi th  the  proof  of the  " f u n d a m e n t a l  embedd ing  

t h e o r e m "  ment ioned  in 26. 

THEOREM 29.1.  Let G be a group in the class ~ and let p be a prime in ~o such that the 

element g in G does not have a p-th root. Let P be a supergroup o] C (g, G) which is isomorphic 

to Fo, and which intersects G in C (g, G). Then the generalised /ree product 2' o] G and P belongs 

also to the class 0~. 

Proo/. W e  have  to  show t h a t  F satisfies the  four condi t ions 27.1, 27.2, 27.3 and  27.4. 

Let. us consider  f i rs t ly  t he  condi t ion  27.1. Le t  p Eeo, a, bE F a n d  suppose  

a T = b p. (29.11) 

W e  m a y  assume t h a t  a is cycl ical ly  reduced.  Then the  proof  t h a t  a = b falls n a t u r a l l y  in to  

th ree  par t s :  

i) aEP. Here  bEC(a ,  F )  = P  (cf. L e m m a  28.1) and  since P is a U~-group and  bo th  a and  

b lie in P ,  the  equa t ion  (29.11) implies  t h a t  a = b. 

ii) a E G -  Z. W e  note  t h a t  a T is no t  conjugate  to  an  e lement  in Z. F o r  suppose,  on the  

con t ra ry ,  t h a t  a T = x -%x ,  where x E F  and  zEZ. Then,  b y  L e m m a  28.1, 

C(a  T, F )  = x - lPx ;  

now a E C (a T, F) and  so can be wr i t t en  in the  form 

a = x- lzox , zoEP. (29.12) 

Now ~, (z0) = 1 since a is cycl ica l ly  reduced,  b y  hypothes is ,  of length  one. I t  follows d i rec t ly  

t h a t  th is  is no t  possible and,  consequent ly ,  t h a t  a" is no t  conjuga te  to  an  e lement  in Z. 

N o w  b commutes  wi th  a T and  therefore  we have,  using L e m m a  28.2, 

bEC(a T, F )  = C(a p, G); 

so bEG and  thus  the  equa t ion  (29.11) is an  equa t ion  in the  U~-group G. Therefore  a = b. 

iii) a ~ G U P .  I n  th is  case a p is cycl ica l ly  reduced  of length  a t  leas t  two;  hence i ts  central iser ,  

which contains  bo th  a and  b, is an  inf ini te  cyclic group (cf. L e m m a  28.6) and  therefore  a = b. 

The  cases i), ii) and  iii) t ake  care of al l  possibil i t ies and  so $' is a U~-group and  27.1 is 

therefore  satisfied. 
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Secondly  we consider condi t ion  27.2. Le t  us suppose a E F does no t  have  a p t h  roo t  

for some p Ew. W e  m a y  assume t h a t  a is cycl ical ly reduced.  I f  a E G, then  a is no t  conjuga te  

to  an  e lement  in Z and  so C (a, F)  = C (a, G) cf. L e m m a  28.2) is i somorphic  to  a subgroup  

of Fo. The o ther  poss ib i l i ty  is a ~ G; in this  case a is cycl ical ly  reduced  of l ength  a t  least  two 

and  so C (a, F )  is an  infini te  cyclic group (el. L e m m a  28.6) which is i somorphic  to  a sub- 

group of F~. 

Th i rd ly  we consider 27.3. Le t  pEo9 and  le t  a E F  be cycl ical ly  reduced  a n d  no t  have  a 

p t h  root  in F ;  let  m be a non-zero integer.  W e  consider the  following possibil i t ies:  

i) a E G - Z .  l~ow a is no t  conjugate  to  an  e lement  in Z and  so ne i ther  is am. Thus  mak ing  

use of L e m m a  28.2 we see t h a t  

C (a, F) = C (a, G) = C (a m, G) = C (a m, F).  

ii) aq.GUZ.  Then a m is cycl ical ly  reduced  of length  a t  least  two and  so C(a m, F )  is an  

infini te cychc group (el. L e m m a  28.6). F u r t h e r m o r e  a E C ( a  m, F) ,  and  since C(a m, F) is 

abel ian,  C (a m, F )  ~< C (a, F ) .  The reverse  inequa l i ty  is obvious and  so C (a, F )  = C (a m, F).  

The above  three  cases exhaus t  al l  possibi l i t ies  and  so F satisfies 27.3. 

W e  consider,  f inally,  27.4: Suppose  peso ,  suppose m u n d  n are  integers  and  t h a t  a E F 

has  no p t h  root .  Suppose  also t h a t  b E F is such t h a t  

b-lamb = a n. 

Then  L e m m a  28.7 appl ies  and  so m = n. This  completes  the  proof  of the  theorem.  

C H A P T E R  V I I  

Embedding of U~-groups in D~-groups 

30. I t  is no t  t rue  t h a t  every  Uo-group can be e m b e d d e d  in a D~-group (The counter-  

example  is due to ]3. I-I. N e u m a n n  - -  see Baumslag  [3].) However ,  i t  is cer ta in ly  t rue  for 

some Uo-groups.  I n  fact  we shall  make  use here of Theorem 29.1 to  develop a cons t ruc t ive  

process for embedd ing  a given group G, which belongs to the  class ~ ,  in a D~-group G*, 

which also belongs to  the  class ~o-  I f  the  cons t ruc t ive  process is carr ied out  in a cer ta in  

way  the  group G* tu rns  ou t  to  be the  " f rees t"  Do-group o - g e n e r a t e d  b y  G; in o ther  words,  

for every  D~-group H and  every  homomorph i sm ~ of G into  H there  exists  a homomorph i sm 

F* of G* into  H which coincides wi th  ~ on G. 
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31. The union of an  ascending sequence of groups in ~ ,  under  certain conditions, is 

also in ~ .  I n  part icular  we have the following result. 

LEMMA 31.1. Let G~ be given groups in the class ~ ,  where ze ranges over an ordered 

index set .4. Let G~ <~ G~ whenever ~ <fi (~ ,  flEA); suppose/urther that i/ aEG~ (a=# 1) and 

C (a, G~) > C (a, G~), then C (a, G~) is isomorphic to F~. Then G*, the union o/the groups G~, 

also belongs to the class ~ .  

Proo/. We have to show tha t  G* satisfies the conditions 27.1, 27.2, 27.3 and 27.4. 

We begin with 27.1, i.e. we show tha t  G*E U~. Thus suppose tha t  pEco, t ha t  a, bEG* 

and tha t  a p = b p. Now there is an ~ in A such tha t  both a and b belong to G~. Since G~ E ~ 

we have a = b. 

Now suppose for the remainder of this lemma tha t  g is an  element of G* which does 

not  have a p th  root  in G* (p Eeo). 

We prove next  t ha t  G* satisfies 27.2. Now g EG~ for some ~ in A. Since G~ E ~ it 

follows tha t  C (g, G~) is isomorphic to a proper subgroup of F~. Now if C (g, G*) = C (g, G~) 

then obviously C (g, G*) is itself isomorphic to a subgroup of F~. Alternat ively C (g, G*) 

> C (g, G~). Thus we can find fl E A such tha t  C (g, G~) > C (g, G~). Therefore by  hypothesis  

C (g, G~) ~ F~ and so g has a p th  root  in G~ and hence also a p th  root  in G*, cont rary  to our 

initial supposition. 

Next  we prove tha t  G* satisfies the condition 27.3. Let  m be a non-zero integer. I t  

is obvious tha t  C(g m, G*)~> C(g, G*). We show tha t  the reverse inequali ty also holds. 

Suppose x E C (g~, G*). Then we can choose ~ E A so tha t  x, g E G~. Since G~ E ~ it follows t tha  

xEC(g, G~) and hence xEC(g, G*). Thus C(g ~, G*)~< C(g, G*) and so C(g m, G*) = C(g, G*). 

Final ly we prove tha t  G* satisfies 27.4. Suppose tha t  m and n are arbi t rary  integers, 

t ha t  hEG* and tha t  h - l g m h - g L  Then g, hEG~ for some ~ E A  and hence m = n  since 

G ~ E ~ .  This completes the proof of the lemma. 

Let  now G be a group in the class ~ and suppose tha t  G is not  a D~-group. Then 

there exists a prime p in eo and an element g in G which does not  have a p th  root. We can 

embed G in a group G, which is also in ~ ,  in such a way  tha t  g now has a p th  root  in 

(e.g. by  Theorem 29.1). Even  more is possible, namely:  

LElgMA 31.2. Every group G in ~ can be embedded in a group G in ~ such that every 

element o /G has in G p-th roots/or every p in eg. 

Proo/. We proceed by  the classical " tower"  argument .  I f  G is a D~-group then we 

m a y  take G = G. Hence we assume tha t  G is not  a D~-group and thus infinite. Let  the  
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elements of G be well-ordered by  the relation < ,  the successor of the element g being denoted 

by  g+, the predecessor of g, if it exists, being denoted by  g-, the first element of the well- 

order being the unit  element e,(1) and the well-order being so chosen tha t  there is no last 

element. We put  G = G~, and define inductively,  supposing tha t  Gg is a group in ~ ) ,  its 

successor Gg. as a group in ~ in which g has a p th  root  for every p in co. Specifically, if 

g already has all these roots in G~, we choose Gg+ = Gg. If, on the other hand, g fails to have 

a p th  root  for some pEog, then the centra]iser C(g, G~) in Gg is isomorphic to a subgroup 

of F~; we now choose P to be a supergroup of C (g, G~) which is isomorphic to Po~ and which 

intersects G~ in C(g, G~). We then define 

Gg+ = {Gg*P; C(g, G~)}; 

we observe that ,  by  Theorem 29.1, Gr E ~ .  I f  g is an element wi thout  a predecessor in 

the well-order, we define 

G~ = UGh. 
h<g 

This is legitimate because the groups form a well-ordered chain by  inclusion (see, e.g., 

Kurosh  [21] vol. 1, p. 226). Now Gg is a group in the class ~ because the groups Gh (h < g) 

satisfy the conditions of Lemma 31.1-- this  follows by  applying the following lemma. 

LEMMA 31.3. Let G~ be given groups in ~ ,  where ~ ranges over a well-ordered index 

set ,.4. Suppose that G~ ~ G~ whenever ~ < fi (~, f lEA) and suppose that i] ~ does not have a 

predecessor then 

G~ =U G~ (~,~.4). 
fi<r162 

Furthermore, suppose that i / ~  does have a predecessor fl, then either 

o r  G~ = {as*P; c(g, ~e)}, 

where g is an element O/ G~ which does not have root in G~, and P is a supergroup o] C (g, GZ) 

isomorphic to F~ intersecting G~ in C (g, G~). Suppose now that a in Gr is such that ]or some 

SEA,  C(a, Go) > C(a, Gr). Then C(a, G~) is isomorphic to F~. 

(~) We find it convenient to introduce the symbol e for the unit element, which will, as has been 
done, also be denoted by 1. 
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Proo/. Let ~* ( ~> ~) be the first member  of A for which 

C(a, G~)=~ C(a, Gv§ (31.31) 

Clearly y* has a predecessor ~-  and so, by  hypothesis, 

Gr, = (G r- ~e P; C (g, G~-)), 

where g is some element of G,- which does not have a pth root in G~-for some p in co, and 

P is an isomorphic copy of F~ intersecting G, ~ in C(g, G~-). By Lemmas 28.1, 28.2, 28.6 

and equation (31.31) it follows that  a is conjugate to an element in P and that  its centraliser 

in G,. is therefore conjugate to P and so is isomorphic to F~. I t  follows now from the hypo- 

thesis of this lemma and Lemmas 28.1, 28.2 that  

C (a, Ga) = C (a, G~.) 

for all 5 in A which follow ~*. This completes the proof of the lemma. 

We now continue with the proof of Lemma 31.2 by defining 

d= UGh,. 
geG 

Here again Lemma 31.3 can be applied and hence also Lemma 31.1. Therefore G E ~ .  

Furthermore, every element in G has pth  roots in G for every p E ~o because, by  our choice 

of well-order g has a successor g+ in it and, at  the latest in Gg§ it then has the requisite roots. 

This completes the proof of the lemma. 

We now apply Lemma 31.2 to prove the following theorem. 

THEOREM 31.4. Every group G in the class ~ can be embedded in a group G*, also 

in ~ ,  in which all elements have a p-th root/or every p E co; in other words G* is a D~-group. 

Proo/. We put  G o = G and, inductively, define Gt+ 1 =G~ (cf. Lemma 31.2). Then each 

G~ E ~ and the G~-s form, in their natural  order, an ascending sequence. We put  

G*=U G,. 
t = 0  

Here Lemma 31.3 applies and so we can make use of Lemma 31.1. Hence G* belongs to 

F~. Furthermore,  every element g E G* belongs to G~ for some i, and hence, for every p E~o, 

has a pth root in G~+ 1. Consequently G* is a D~-group and this completes the proof of the 

theorem. 
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32. We have shown in Theorem 31.3 that  to every group G in ~,j there is a supergroup 

G* of G which is simultaneously a D~-group and a member of ~ .  We wish to construct 

a supergroup G* of G in such a way that G* turns out to be the freest D~-group which is 

~o-generated by G. This can be done by making slightly more refined usage of Theorem 29.1. 

The procedure is similar to that  described in the proof of Theorem 31.4. Care is needed 

when adjoining pth roots to ensure, at each stage, and ultimately at G*, that  the freest, 

possible D~-group is obtained. We will need certain facts concerning F~. In  our dealings 

with F~ we shall assume that whenever we postulate m /n  EF,, the integers m and n are 

coprime. 

LE~I)IA 32.1. Let A be a given subgroup o~ F~. Then there exists a subgroup B o/ Fo~ 

containing the integer 1 such that B is isomorphic to A.  

Proo/. Let y be the greatest common divisor of the integers in A. Now these integers 

generate a cyclic subgroup of A which, by the definition of y, must in fact be generated 

by y. Thus 

yEA.  

Suppose now that  aEA; then a is of the form a = rain and (m, n) = 1. Furthermore, 

since y divides m, (m, ny) = y. Therefore we can find two integers ~ and fi such that  

o~m +t iny  =y.  

Now, using the additive notation for Fo, we see that  

n n 

Thus we have shown that  if a = m /n  E A, then y divides m and that a ' =  y /n  E A. 

Consequently A is generated by rationals of the form a ' =  y /n ,  where n is a product of 

primes in ~o, and so it is isomorphic to that subgroup B of 1~ generated by corresponding 

rationals a = 1/n. This group B dearly contains the integer 1 and so we have proved the 

lemma. 

We prove next 

L E p t A  32.2. Let B be a subgroup o/ F~ containing the integer 1. Then /or every 

D~-group H and every homomorphism 0 o/ B into H there exists a homomorphism q) o/ F~ into 

D which coincides with 0 on B. 

Proo/. We put 

C = cl~(10, H). 
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Then C is an abelian subgroup of H (by Theorem 15.1). We have already remarked (in 25) 

that  if R is that  subring of the ring of rational numbers which consists of those rationals 

whose denominators are products of primes in co only, then we can regard abelian D~- 

groups as R-modules in the natural way. In particular I~  will be a free R-module on a 

single generator, which we may take, for convenience, to be the integer 1. Hence the 

mapping 

1-+10 

can be extended to a homomorphism ~ of F~ into C, and thus to a homomorphism of F~ 

into H. 

I t  follows now, from its definition, that  the mapping ~ extends 0. For if r/s  is an 

arbitrary element of F~ and if (r/s)cf = c, then (writing C additively) we have 

sc = r~ = r(l~v) = r(10); 

since s is a product of primes in co only, division in G by s (qua integer, of course) is uniquely 

possible and therefore 

r(10) 
C - -  

8 

Now if r/s E B and if we put rO/s = d, then a similar procedure to that  carried out above 

yields 

d = r ( 1 0 )  
8 

This then completes the proof of the lemma. 

Finally we combine Lemma 32.1 and Lemma 32.2 to prove 

L~MMA 32.3. Let A be a group which is isomorphic to a subgroup o/ F~. Then A can 

be embedded in a group P which is isomorphic to F~ in such a way that/or every D~-group 

H and every homomorphism 0 o / A  into H there exists a homomorphism q~ o / P  into H which 

coincides with 0 on A .  

Proo/. We can choose, by Lemma 32.1, an isomorphic copy B of A in F~ such that  B 

contains the integer I. We take then P to be a supergroup of A so that  there is an isomor- 

phism of P onto F~ which maps A onto B. Now by Lemma 32.2 every homomorphism 0 

of B into a D~-group H can be extended to a homomorphism ~ of F~ into H. I t  follows 

then from the definition of P that  for every D~-group H and every homomorphism 0 of 

A into H there exists a homomorphism ~ of P into H which coincides with 0 on A. This 

completes the proof of the lemma. 
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:Not every  supergroup P of A which is i somorphic  to  Fo has  the  p r o p e r t y  t h a t  for every  

Do-group H and  every  homomorph i sm 0 of A into H there  exists  a homomorph i sm ~ of 

P into  H which coincides wi th  0 on A.  F o r  example  we can t ake  

P = F(2~, A = gp (3; 3 EFt2)), H = gp (h; 3h = 0) 

(we are again  using the  add i t ive  no ta t ion  for groups).  Now F(2t and  H are bo th  D2-groups. 

W e  define 0 to be the  homomorph i sm of A into  H t h a t  t akes  3 in to  h. Then  0 canno t  be 

ex tended  to a homomorph i sm F of P into H.  F o r  if ~ is a n y  homomorph i sm of P into  H, 

t hen  

3~ = 3(1F) - 0 ;  

bu t  30 = h 4  0. W e  see therefore  t h a t  the  condi t ion  d e m a n d e d  in L e m m a  32.2 is in fac t  a 

necessary  one. 

33. W e  are now in a posi t ion to  define a free o-c losure  of a group G in Do. The proce- 

dure  is s imilar  to  t h a t  involved  in the  cons t ruc t ion  of the  group G* in the  proof  of Theorem 

31.4. Precisely,  we proceed as follows: I f  G is a Do-group then  we p u t  G* = G. If,  on the  

o ther  hand,  G is no t  a Do-group then  i t  is infinite.  P u t  G O = G. We define a supergroup G~+I 

of G1, which we assume is in No, b y  induct ion.  Le t  the  e lements  of G~ be wel l -ordered b y  

the  re la t ion  < ,  the  successor of g C Gs being deno ted  by  g+, the  predecessor  of g, if i t  exists,  

being deno ted  b y  g- ,  the  f irst  e lement  being ~he uni t  e lement  e, and  the  wel l -order  being 

so chosen t h a t  there  is no las t  element.  We  p u t  G~ = Gi, e and  define a supergroup Gi, g+ 

of the  group G~, g in ~ induc t ive ly  as follows. I f  g a l r eady  has  a p t h  roo t  in Gi, g for eve ry  

p in co, t hen  we define Gi, g+ - Gi, g. If ,  on the  o ther  hand,  g fails to have  a p t h  root  in Gi, g 

for some p in 09, then  its centra l iser  A in Gi, g is necessar i ly  isomorphic  to  a subgroup  of 

F~. W e  can choose now, for example  b y  L e m m a  32.3, P to be a supergroup of A which is 

i somorphic  to Fo, and  such t h a t  for eve ry  Do-group H and  every  homomorph i sm 0 of A 

into H there  exists  a homomorph i sm ~v of P into H which coincides wi th  0 on A;  and  fur ther ,  

such t h a t  P intersects  Gi, g in A.  W e  form now the  general ised free p roduc t  GLg§ of G.~,g 

and  P .  I f  g is an e lement  wi thou t  a predecessor  in the  wel l -order  we define 

O~,g= U O~.h. 
h<g 

F i n a l l y  we p u t  G~+I = U Q, ~. 

W e  now comple te  the  def ini t ion of a free c0-closure G* of G b y  defining 



274 G I L B E R T  B A U M S L A G  

G*= t~ a,. (33.1) 
i = 0  

Then (cf. L e m m a  31.1, L e m m a  31.2, L e m m a  31.3 and  Theorem 31.4) i t  follows t h a t  G* 

is a supergroup of G which is s imul taneous ly  a D~-group and  a m e m b e r  of ~ .  

No te  t h a t  a free co-closure G* of G is no t  un ique ly  defined,  a cer ta in  a m o u n t  of f reedom 

being al lowed in the  wel l-orderings involved  and  also in the  choice of the  groups P .  How- 

ever,  we shall  show t h a t  a free co-closure is unique in the  sense t h a t  two free co-closures of 

the  same group are  isomorphic.  

I t  is convenient  to  have  a t  hand  an  expression,  o ther  t h a n  (33.1), for a free o)-closure 

G* of a group G in the  class ~ as the  union of an  ascending sequence of groups in ~ .  

Now, b y  (33.1), 

G * =  5 ( 5 G~.g). (33.2) 
i ~ O  g~Gt, e 

Le t  ~4 be the  set of al l  those suffixes (i, g) which index the  groups Gi, g t h a t  go into  the  con- 

s t ruc t ion  of G* (cf. (33.2)). W e  make  A into  a wel l -ordered index set  in the  na tu r a l  w a y  b y  

defining an  order  re la t ion  < in i t  as follows: W e  p u t  

(i, g) < (i, h) 

if e i ther  i < ?', or i = j and  g < h; i t  follows t h a t  the  f irst  e lement  of A is (0, e) = t (say), 

t h a t  the  succesoor a+ of a = (i, g) is ~+ = (i, g+), and  t h a t  the  predecessor  of ~, if i t  exists ,  

is a -  = (i, g-)  (note the  cons t ruc t ion  of G*). We define now, for a = (i, g )EA,  

G~ = Gi, g; 

t hen  G* is the  union of a set of groups G~ in Do, indexed b y  a wel l -ordered set  J4: 

G*= OG~. 
ac~A 

(33.3) 

W e  shall  make  f requent  use of th is  expression (33.3) in our  deal ings wi th  a free 

o~-closure G* of G E Do. 

W e  prove  now the  "f reeness"  p r o p e r t y  of a free ~o-closure G* of a group G in the  

class p~. 

T ~ O R E M  33.4. Let G* be a/ree ~o-closure o /a  group G in the class 0~. Then/or every 

D~-group H and every homomorphism qD o / G  into H there exists a homomorphism q)* o/G* 

into H which coincides with q~ on G. 
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Proo[. We shall define ~v* by  transfinite induction. First  let us write G* in the form 

given by  equation (33.3): 

G*=UG~. 
ores4 

Then we can star t  the induction by  defining 

~ =~v. 

Suppose then tha t  homomorphisms ~v~ of G~ into H have been defined for all ~ < fi (~, fl E A) 

in such a way  tha t  ~v~ is continued by  ~ ,  if ~ ~< ~'. I f  fi does not  have a predecessor then 

Gp = IJ G~ and we define ~ to be the union of the homomorphisms ~ for all ~ < ft. Speci- 

fically we define the act ion of ~ on G~ as follows: I f  gEG~ then gEG~ for some ~ <ft .  We 

define then 

gFZ = g~v~; 

this defines the effect of ~z on g unambiguously  since ~ is continued by  ~ ,  if zr < zr I t  

is clear tha t  ~vz is a homomorphism of GZ into H. I f  fi- exists then there are two possibilities: 

(i) G~ = GZ-. I n  this case we define ~v~ to be ~vz-. (ii) GZ = {Gz-*P; A } - - h e r e P i s  a supergroup 

of A (which is the centraliser of some element in GZ- which does not  have a p th  root  in 

G~-) which is isomorphic to F~ (cf. the definition of (33.3)). We have in this case already a 

homomorphism 0 of A into H induced by  the homomorphism ~vz- of GZ- into H. Now by  

the construction of G* every homomorphism of A into a D~-group can be extended to a 

homomorphism of P into tha t  D~-group. So, in particular,  we can extend 0 to a homo- 

morphism 0' of P into H. Now FZ- and 0' agree on P f3 GZ- = A and so, by  the definition of 

the generalised free produc t  (see 16) they  can be extended simultaneously to a homomor-  

phism ~v~ of G~ into H.  We can now complete the definition of the homomorphisms 9v~ 

for all a EA by  transfinite induction. We then define ~v* to be the union of the homo- 

morphisms ~v~: 

~E~4 

This completes the proof of the theorem. 

This theorem now enables us to prove tha t  two free w-closures of a group GE ~,~ are 

isomorphic. But  first we need the following lemma. 

LEMMA 33.5. A /ree w-closure G* o/a group G in the class ~ is w-generated by G. 

Proo/. We have firstly the obvious inequali ty G* ~> cl~ (G). I t  remains to prove the 

reverse inequality. The proof is by  transfinite induction. We make use of equation (33.3) 

18 -- 60173033.  A c t a  mathemat ica .  104. I m p r i m 6  le 21 d 6 c e m b r e  1960 
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and begin the induction by noting tha t  G, = G and hence G, ~< cl~ (G). Let  us suppose tha t  

for all ~ < fl G~ ~< cl~ (G). If/~ does not have a predecessor, then 

a<fl 

and hence G~ ~ cl~ (G). Suppose, on the other hand, tha t  fl- exists; then either G~ = G~- 

or G~ = {G~-*P;A) .  In  the first case G~ ~< c]~(G) since G~- < cl~(G); in the second case 

we have P ~< cl~(G) since A ~ cl~(G) and also G~- ~< cl~(G), by  the induction hypothesis; 

hence GZ ~< clo (G). I t  follows now by  transfinite induction that  for all a E,~, G~ < cl~ (G). 

Hence 
G*= U G~<cl~(G). 

~EA 

Thus G* = cl~ (G) and so the proof of the lemma is complete. 

We can now deduce the following corollary of Theorem 33.4. 

COROLLARY 33.6. Let G* and H* be two ~tee w-closures o/ a group G in 0~" Then any 

automorphism q) o/ G can be extended to an isomorphism o/G* onto H*. 

Proo/. The homomorphism ~ of G (qua subgroup of G*) onto G (qua subgroup of H*) 

can be extended to a homomorphism ~* of G* into H*, by  Theorem 33.4. The image of 

G* under ~* contains Gq)* = G~ = G; now H* is a free w-closure of G and so, by Lemma 

33.5, G co-generates H*. Thus G*~9* must  in fact be the whole of H*, i.e. ~* is an epimorphism 

of G* to H*. I t  follows tha t  we can similarly extend ~0 -1, which is a homomorphism from 

G (qua subgroup of H*) onto G (qua subgroup of G*) to an epimorphism (~-1), of H* to 

G*. I t  is clear that  ~0" (~-1),, when restricted to G, is the identity. But  G w-generates G* 

and so ~ , (~-1) ,  is in fact the identity automorphism of G*. I t  follows that  ~* is simul- 

taneously an epimorphism and a monomorphism; in other words ~* is an isomorphism 

between G* and H*. I t  also follows, by its definition, that  ~* extends ~; this then completes 

the proof of the corollary. 

This corollary shows that  although there appears to be a certain amount  of freedom 

in the formation of a free w-closure of a group in ~)~, a free w-closure is unique up to iso- 

morphism. Hence it is not ambiguous to speak of " the"  free w-closure of a group in the 

class 0~- 

We conclude this section by proving tha t  a free w-closure of a group G in the class 

~)~ inherits some of the properties of G. 

LEMMA 33.7. Let G be a locally infinite group in the class 0~,. Then any/ree w-closure 

G* o/ G is locally infinite. 
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Proo/. The proof is by transfinite induction. Put  G* = 13 G~ (cf. (33.3)). Then G, = G 
ctEA 

is locally infinite. Suppose G~ is locally infinite for all sr < ft. If  fi does not have a predecessor 

then 

G : =  UGh. 
cr 

and so being the union of an ascending sequence of locally infinite groups, is itself locally 

infinite. I f  fl does have a predecessor fl- then there are two possibilities--either G~ = G~- 

o r  

Gts = {G~- *P ; A }, 

where P is an isomorphic copy of F~ intersecting G~- in A. For the first of these two possi- 

bilities GZ is obviously locally infinite and for the second, GZ is locally infinite since the 

free product of locally infinite groups with a single amalgamation is again locally infinite 

(Corollary I6.5). Hence in all cases G~ must  be locally infinite and the Iemma follows since 

G*= (J G~. 
ccEA 

If  o~ happens to be the set of all primes then any group G in ~ is an R-group and so 

its w-closure G* is, of course, also an R-group. However, we shall show next that  if G is an 

R-group to begin with, then, irrespective of whether o) is the set of all primes or not, G* is 

also an R-gToup. 

LEMMA 33.8. For any non-empty set o] primes eo a/ree (o-closure G* o/an R-group G 

in the class O~ is itsel/ an R-group. 

Proo/. Let  G* = [3 G~ (cf. (33.3)). We prove that  each G~ (ztEA) is an R-group and so 
zeeA 

G*, which is the union of the ascending sequence of subgroups G~, wilt itself be an R-group. 

Now G, is an R-group. Let us suppose G~ is an R-group for all ~ </~ (~, fl E A). If/3 does 

not have a predecessor then 

a<fl 

and so, being the union of an ascending sequence of R-groups, is itself an R-group. If  fi- 

exists, then we have to consider two cases. Firstly if G~ = G~- there is nothing to prove, 

s~nee GS- is, by induction, an R-group. Let  us consider the second possibility: 

where P is isomorphic to Fo and intersects G~- in A. Let  m be a positive integer and let 
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X, y E G~ be such that 

x m = Urn. 

We can clearly suppose that  x, qua element of G~, is cyclically reduced. If  x EP then, by 

Lemma 28.1, yEP.  Since P is a torsion-free abelian group it is an R-group and so x = y. 

If  xeG~- but xq.P, then C(x ~, G~)=C(x ~, G~-) (by Lemma 28.2) and so yeG~-. Hence 

x = y  since G~- is an R-group by the induction hypothesis. Thus we may suppose that  

), (x) > 1. Since x is cyclically reduced it follows that  x ~ is also cyclically reduced (e.g. by 

Lemma 16.3) and hence ~(x ~) > 1. Hence Lemma 28.6 applies and so C(x m, G~) is an 

infinite cyclic group. But 

x, y e C ( x  ~, G~); 

C (x ~, G~) is an R-group and so x = y. This completes the proof of the lemma. 

Next we prove a lemma concerned with centralisers in a free co-closure of a group 

inO~. 

LEMMA 33.9. Let G be a group in the class 0~, and let G* be a /ree ~o-closure o/ G. 

Suppose that the centraliser, in G, o/ every non-trivial element o/ G is isomorphic to a sub- 

group o/ F~. Then the centraliser, in G*, o/every non-trivial element o/G* is isomorphic 

tO 17coo 

Proo/. We write (cf. (33.3)) 

G* = tJ G~. 
~EA 

Put  G, = G* and define A to be the set-theoretical union of A and ( , ) :  

A = A  U (,}. 

We turn A into a well-ordered set by making use of the well-order relation in • and stipulat- 

ing t h a t ,  follows every member of A. 

Suppose now that  1 ~ a E G*. If  a E G~ ( = G) then C (a, G~) is isomorphic to a subgroup 

of F~. If C(a, G . ) ( =  C(a, G*)) > C(a, G,) then, by Lemma 31.3, C(a, G.) is isomorphic to 

F~. On the other hand, if C(a, G.) = C(a, G,) then a must have a pth root in G, for every 

pEeo; thus C(a, G,) is isomorphic to F~ and so C(a, G*) is likewise also isomorphic 

to F~. 

Now suppose inductively that  for every u in A which precedes 2 the centraliser, in 

G*, of every non-trivial element of G~ is isomorphic to Fo. Let 1 4  aEG~. We show that 

C(a, G*) is isomorphic to F~. The result is immediate if a has a conjugate in G~ for u <~. 

Thus we suppose that this is not the case. Then 
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G, - { G ~ - + P  ; C(g, G~. )}, 

where ~-  is the  predecessor  of ~, g is an  e lement  of G~ which does no t  have  a p t h  roo t  in 

G~- for some p in o), and  P is an  isomorphic  copy of F~ which intersects  G)- in C (g, G)-). 

I f  a E P  then  C(a, G~) = P  and  so is i somorphic  to  Fo. I t  follows from L e m m a  31.3 t h a t  in 

this  case C (a, G*) = C (a, G. )  is i somorphic  to  Fo. Hence  i t  remains  only  to  consider the  

case a (~P. I n  this  case a, qua e lement  of G~, represents  a cycl ical ly  reduced  e lement  of 

l ength  a t  least  two. Consequent ly  i ts  central iser  in G~ is an infini te  cyclic group (Lemma 

28.6). Thus there  is an  e lement  # in A for which C(a, G~.) <C(a, G~), and  so, b y  L e m m a  

31.3, 
C(a, G*) = C ( a ,  G, )  -~Fo. 

The theorem then  follows b y  induct ion.  

CHAPTER VIII 

D~-frec groups and Do-free products of Do-groups 

34. The work  done h i ther to  in Chapters  VI  and  V I I  is the  basis for an  inves t iga t ion  

of the  proper t ies  of Do-free groups and  Do-free p roduc t s  of Do-groups.  

The exis tence of a Do-free group of a r b i t r a r y  ~o-rank is ensured b y  the  resul ts  of 

Birkhoff  [5] on abs t r ac t  a lgebraic  systems.  The ra the r  hazy  form t h a t  a Do-free group 

t akes  on from the  exis tence proof  is rep laced  here b y  a more concrete real isat ion.  W e  

prove  the  i m p o r t a n t  resul t  t h a t  a free o-c losure  of a free group of r ank  m is a D~o-free 

group of ~ - r a n k  m. Now a l though a free o~-closure of a group (in the  class No) br is t les  wi th  

t ransf in i te  ordinals,  we have  here a theore t i ca l ly  usable  rea l i sa t ion  of a Do-free group. 

W e  make  use of this  rea l i sa t ion  to  prove  a number  of results  abou t  Do-free groups.  I n  

pa r t i cu l a r  we prove  t h a t  a Do-free group is torsion-free and  then,  stil l  more,  we prove  

t h a t  a Do-free group is an  R-group,  i ndependen t ly  of (o being the  set of al l  pr imes  

or otherwise.  A n  in teres t ing  resul t  is t h a t  the  eentra l iser  of eve ry  non- t r iv ia l  e lement  

of a Do-free group is i somorphic  to Fo. This enables  us to  deduce t h a t  a Do-group,  

which is no t  abel ian,  has t r iv ia l  centre.  W e  prove  also t h a t  a free ~0-generating set of a 

Do-free group generates  (in the  usual  sense) a free group. This suggests the  poss ib i l i ty  

t h a t  a Do-free group is local ly  free. However ,  i t  tu rns  out  t h a t  this  is t rue  only  for Do-free 

groups which are abelian.  We prove  next ,  b y  a t ransf in i te  induct ion,  t h a t  the  der ived  group 

of a Do-free group is an  o - subg roup  if, and  only  if, i t  is t r ivial .  This provides  the  clue to 

the  s t ruc ture  of the  fac tor  group of a Do-free group b y  its c o m m u t a t o r  subgroup,  which 

we then  determine .  
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The existence of a D~-free product of D~-groups is taken care of by a theorem of 

Sikorski [34] on general algebras. I t  is, however, still an interesting result in its own right 

that  the free co-closure of a free product of D~-groups is in fact a D~-free product of these 

groups; this statement implies simultaneously a proof of the existence of a D~-free product 

and a realisation of such a product as the union of an ascending sequence 0f U~-groups. 

In  the same way as with D~-free groups we can utilise this realisation of a D~-free product 

of D~-groups to find some of their properties. In  particular, it turns out that  a D~-free 

product of groups isomorphic to P~ is a D~-free group (which is as it "should" be). We 

prove some simple properties of D~-free products. One interesting "carry over" from the 

realm of free groups is an analogous theorem to that  of Baer & Levi [2] for free products, 

namely: A D~-group cannot be decomposed in a non-trivial way simultaneously into a 

direct product of D~-groups and a D~-free product of D~-groups. 

35. In  this section we shall prove, by means of elementary cancellation arguments only, 

that  a free product of groups which belong to the class ~ is also in ~ .  The proof follows 

a similar pattern to the proof of Theorem 29.1; it is, however, very much simpler. We 

shall effect the proof of the theorem by proving a number of lemmas and then make use 

of them to deduce this theorem. 

We take now F to be the free product of groups F~, where 2 ranges over an index 

set A. 

LEMMA 35.1. Let a E F  be a cyclically reduced element o/ length at least two. Then i/ 

bE F (b:~ 1) commutes with a, it is also cyclically reduced o/length at least two. 

Proo/. Let the normal forms of a and b be 

~ ( 1 )  ~ ( 2 )  ~ ( m )  / 
a = % t ( 1 )  %~(2)  �9 �9 �9 ~ 2 ( m )  / 

p ( n ) .  

(35.11) 

Now a is cyclically reduced of length at least two and so 2 (1):~ )~ (m). We have 

b -  m )  ~(2) ~(n) C(1) C(2) .(m) __.(1) .(2) ~(m) t(:) ~(2) d (n) - a b .  (35.12) 
t $  ~ ~ p ( 1 )  t ' p ( 2 )  �9 �9 �9 p ( n )  Jl(1) ) . (2)  �9 �9 �9 (~) . (m)  - -  t~) .( l )  (~)~(2) �9 �9 �9 (~)l(m) (~p(1)  v g ( 2 )  �9 - .  p ( n )  - -  

If/~ (n) ~: 2 (1) then ~ (1) :t: ~ (m) and (35.12) yields 

#(1) =;t(1) ~t(m)=#(n), 

and so /~(1) =~ #(n); 
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therefore b is cyclically reduced of length at least two. On the other hand, if # (n) = ~ (1) 

then # (1) = ~ (m) and so/~ (1) # # (n) and b is again cyclically reduced of length at  least two. 

This completes the proof of the lemma. 

LEM~A 35.2. Let  a E F  be cyclically reduced, wi th Z(a)  = m  >~ 2. Let bEC(a,  /) and 

suppose ;k (b) = n >~ m. P u t  n = a m  § fl (0 <~ fl < m). Then  

and b can be writ ten in  t h e / o r m  

~-OorZ>~2, 

where X (a*) = fl; 

hence a* is either trivial or cyclically reduced o] length at least two. 

Proo/.  Let a and b have normal forms given by  (35.11). I t  follows from the proof of 

Lemma 35.1 tha t  either ju(1)=~(1) and # ( n ) = 2 ( m )  or # ( 1 ) - ~ ( m )  and # (n )=~(1 ) .  

Let  us suppose # (1) = ~ (1) and # (n) = ~ (m). Then it follows immediately from (35.12) that  

/~(1)=2(1) ,  /~(2)=2(2) . . . .  , # ( m ) = ~ ( m )  

~(1) ~ C(1), ~(2) ~ 0(2), . . .  ~ ~(m) ~ c(m); 

thus b = a b, 

where X(b)=  ( ~ -  1)m +fi  and b is cyclically reduced of length at  least two or trivial. 

Furthermore, ~ commutes with a and so the process can be continued until 

b = a~a *, 

fl =X(a*) <),(a).  We assumed at the outset that  #(1) =~(1); if however ,u(1) =2(m)  then 

we would have obtained 

b = a-=a*; 

these are the only two possibilities and so the lemma follows. 

LEMMA 35.3. Let  a E F be cyclically reduced o / length  at least two. Let b E C (a, F)  (b # 1). 

Then  a and b are powers o / a  common element c E F .  

Proo]. We suppose ~ (b) >/Z (a). Then by Lemma 35.2 we can write 

b : a =~ a l ,  
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~k(al) <~,(a). Now aEC(al) and ~(al) <~(a); so we can apply the same lemma to a I and a: 

a = a~ ~ a2, 

with ~.(a2) < ~ (al). Cont inuing the process we obta in  in  this  way  a set of elements a~ E F 

such tha t  

~.(a) > ~ ( a l )  > . - -  > ~ . ( a i )  > . . . .  

The process mus t  t e rmina te  with ~ (a~) = 0 for some i, say i = j + 2. Then  

aj = a ~  2 : c ~j+2, say. 

I t  follows tha t  both  a and  b can be expressed as powers of c and  this completes the proof of 

the lemma. 

LEMMA 35.4. Let  a E F  be cyclically reduced o/ length at least two. Then  C(a) is an  

in / in i te  cyclic group. 

Proo/.  Choose c E F so t ha t  a = c T, with r as large as possible. Suppose b E C (a); then,  

by Lemma 35.3, 
a : d s, b = d t, 

where s and  t are integers and  d E F.  Then  

d s = c r. (35.41) 

Now, by  the choice of r, s <~ r and  so, on comparing the two sides of (35.41) we see tha t  

the (cyclically reduced) e lement  d has the form d = cc 1 (cl E F),  where ;k (c) + X (Cl) = ~ (d). 

Hence 
(COl) s = c r = (clc) s. 

Taking the extreme r ight-hand-side and  extreme left-hand-side of this equat ion  we have 

5 C  1 = C l C  ~ 

and  hence d = cc 1 commutes  with c. Remember ing  how c was chosen it  follows from Lemma 

35.3 t ha t  d - c u, for some integer u. I t  follows tha t  C (a) is the infini te  cyclic group genera- 

ted by  c. 

LEMMA 35.5. Let  p e w  and let m and n be integers. Suppose  F is the /ree product o] 

groups F~., each o / w h i c h  belongs to the class ~ .  Suppose  a E F does not have a p-th root and that 

b - lamb = a ~, (35.51) 

/or some b E F .  T h e n  m = n. 
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Proo/. W e  m a y  assume a is cycl ica l ly  reduced.  Le t  us recas t  (35.51) in the  form 

arab = baL (35.52) 

I f  X(a) = 1 then  i t  follows from (35.52) t h a t  X(b) = 1, and  since each fac tor  F~ belongs to  

~ i t  follows t h a t  m = n. I f  X (a) > 1 then  i t  follows t h a t  b mus t  be cycl ical ly  reduced  and  

so we can ar range  i t  t h a t  e i ther  

X(amb) = X ( a  m) +X(b)  and  X(ba  n) - X ( b )  §  n) 

or X(a~b -1) = X ( a  n) §  -I) and  X(b 1am) =X(b  -1) + X(am). 

Since a"b = ba n, if the  f irst  of the  above  s i tua t ions  occurs, we have  

X(amb) = mX(a)  +X(b)  - nX(a )  +X(b)  = X ( b a  ~) 

and  so m = n. A s imilar  a rgumen t  holds for the  second case and  the  l emma  then  follows. 

THEOREM 35.6. The /ree product F o/ groups F~, each o/ which belongs to the class 

~ (~ CA) belongs also to the class ~ .  

Proo/. We know a l r eady  f rom Theorem 17.2 t h a t  a free p roduc t  of U~o-groups is a 

Uo~-group; therefore  F satisfies 27.1. 

Suppose nex t  t h a t  p Ew and  t h a t  a C F does not  have  a p t h  root .  We  m a y  suppose t h a t  

a is cycl ica l ly  reduced.  I f  a lies in one of the  factors  F~ then  

C (a, F) = C (a, F~) 

and so C (a, F )  is i somorphic  to  a subgroup of Fo.  On the  o ther  hand,  if a is of length  two or 

more then,  b y  L e m m a  35.4, C(a, F )  is an inf ini te  cyclic group.  Hence F satisfies 27.2. 

Now let  a be as above  and  let  m be a non-zero integer.  Then  if a C Fx, 

C (a, ~ )  = C (a, ~'~) - C (a m, F~.) - C (a m, F ) .  

I f  a is cycl ical ly  reduced  of l ength  two or more  then  a m is l ikewise cycl ica l ly  reduced  of 

length  a t  ]east two. I t  follows, because C (a) and  C (a m) are infini te  cyclic groups,  and  hence 

abel ian  (cf. L e m m a  35.4), t h a t  

C (a, F)  = C (a m, F). 

So F satisfies 27.3. 

F ina l ly ,  b y  L e m m a  35.5, F satisfies 27.4 a n d  this  completes  the  proof  of the  theorem.  
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COROLLARY 35.7. Every/ree group belongs to 0~" 

Proo/. An infinite cyclic group belongs to 0~; hence, by Theorem 35.6, so does every 

free group. 

We remark that had use been made of a theorem by Kurosh [22] on the subgroups of 

a free product, the proof of Theorem 35.6 could have been achieved more easily. The proof 

we have given here will be used in 38 to provide an elementary proof of the theorem due to 

Baer & Levi [2] which we cited earlier. 

36. We shall prove in this section some of the simpler properties of D~-free groups. 

THEOREM 36.1. A /ree to-closure F* o/ a /ree group F o/ rank m is a D~o-/ree group 

o/ to-rank m. Moreover, every set o/ /ree generators o / F  is also a set o//ree to-generators 

o/ F*. 

Proo/. Let F be a free group of rank m and let X be a free generating set of F. Now 

by Corollary 35.7 F belongs to ~ ,  and so its free to-closure exists and belongs also to 

~ .  Let now H be a D~-group and let 0 be a mapping of X into H. This mapping 0 can 

be extended to a homomorphism ~ of F into H, since X is a free generating set of F. 

Theorem 33.4 can now be applied to extend ~ to a homomorphism T* of F* into H. 

Now X generates F and F to-generates F* (Lemma 33.5); hence X to-generates F*. 

X is in fact a free to-generating set of F*. Because, as we have seen above, for every D~ 

group H and every mapping 0 of X into H there exists a homomorphism ~* of F* into 

H which coincides with 0 on X. Therefore F* is a D~-free group freely to-generated by 

the set X. 

Now a free to-closure of a group of order m is again of order m if m is infinite (cf. 

Theorem 31.4 and the constructive process that  precedes it). I t  follows from this observation 

and Theorem 36.1 that 

TH]~OREM 36.2. A D~-]ree group F* ]reely to-generated by the non-empty set X is 

countably in/inite i/ X is/inite. I / X  is in/inite then the order o /F*  is equal to the number o/ 

elements o / X .  

We shall make further use of Theorem 36.1 to prove a number of results concerning 

D~-free groups. But first we prove a sort of converse to it. 

THEORE~ 36.3. Let G* be a Do~-/ree group/reely to-generated by the set Y. Then the 

group G generated by Y is a/ree group/reely generated by Y. 

Proo/. Let F be a free group freely generated by a set X of the same cardinality as Y. 

Further, let F* be a free to-closure of F; F* is then, by Theorem 36.1, a D~-free group 
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freely w-generated by the set X. Now there is a one-to-one mapping 0 of X onto Y; this 

can be extended to an isomorphism q0* of F* onto G* (cf. the proof of Theorem 25.2). 

Now F maps under ~0" onto the group generated by Y i.e. onto G; hence G is free since F 

is free. Furthermore, X maps onto Y under ~* and since X is a free generating set of F, 

Y is a free generating set of G. This completes the proof of the theorem. 

We note at this point that  it follows from the proof of Theorem 36.3 that  i/ G* is a 

D~-/ree group/reely o>generated by a set Y, then G* may be thought o /as  the/ree ~o-closure 

o/ the /ree group G/reely generated by Y. 

Theorem 36.3 brings to mind the question as to whether D~-free groups are locally 

free. However, this is true only in the case of a D~-free group of ~o-rank one. We make use 

of the following lemma, which is interesting in its own right. 

LEM~[A 36.4. Let n be an integer greater than one. Then a simple commutator in a / tee  

group is an n-th power i/, and only i/, it is the identity. 

Proo/. Let F be a non-abelian free group and suppose there is a non-trivial element 

/ C F such that 

/~ = [g ,  h i ,  

g, hEF.  Now F is locally infinite and so ] ~  1; hence g and h do not commute. 

Consider now the subgroup G of F generated b y / ,  g, h: 

G = gp (I, g, h). 

The Nielson-Schreier theorem for free groups states that  the subgroups of a free group 

are free (cf. e.g. Schreier [33]); so G is itself free. Now the factor group of G by its commu- 

tator subgroup G' is a free abelian group (cf. e.g. Kurosh [21]) of rank m, where m is the 

rank of G. Now/~ 6 G' and consequently, by the remark above, / C O'. Hence G/G" is of rank 

two, and is generated modulo G' by g and h. Consequently G is itself of rank two. Therefore 

we can find two elements g* and h* such that they generate G and such that  g*G' = gG' 

and h*G' = hG'. Thus 

g*=gg ' ,  h * = h h ' ,  g ' ,h 'EG'.  (36.41) 

A theorem of Magnus [24] states that  if a free group of finite rank m is generated by m 

elements, then these m elements are in fact a free generating set; thus g* and h* are a free 

generating set of G. 

Let now H be a nilpotent group of class two defined in the following way: 

H = g p ( a , b ;  a ~ = b  ~ ' = l , [ a , b ] = a  ~=b~). 
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I t  follows f rom i ts  defining re la t ions  t h a t  the  centre of H coincides wi th  i ts de r ived  group 

and  is of order  n. 

Le t  ~ be the  homomorph i sm of G into H defined b y  

g*~v = a, h*~ = b. 

I t  follows then  f rom the  equat ions  (36.41) and  the  fact  t h a t  the  der ived  group of H lies 

in the  centre of H t h a t  [g, h]~ = [a, b]; for 

[g, h]q~ = [g,g,-1, h ,  h,-1]c? - [ g , ~ g , - l %  h,cph,-l~] = [g,% h*~] = [a, b]. 

N o w / n  = [g, h] and  so we have  shown t h a t  

/n~ = [a, b ] #  l ;  

thus  ]~p is of order  n. However ,  ] lies in the  der ived  group of G and  consequent ly  i ts  image  

under  ~ lies in the  der ived  group of H.  Bu t  H' is of order  n and  therefore  

/ ~  = (/~)~ = 1. 

Thus  /n~ is s imul taneous ly  an  e lement  of order  n and  an  e lement  of order  1, which is 

impossible  and  so /~ cannot  be a commuta to r .  This completes  the  proof of the  lemma.  

THEOREM 36.5. A Do,-/ree group is locally/ree i/, and only i/, it is abelian. 

Proo/. A D~-free group which is abe l ian  is i somorphic  to  F~ and  so a n y  f in i te ly  gene- 

r a t e d  subgroup  is necessar i ly  cyclic, and  hence free. Thus a D~-free group which is abe l ian  

is local ly  free. 

On the  o ther  hand,  le t  G* be a D~-free group which is no t  abel ian.  Then there  exis t  

g, bEG* such t h a t  [g, h] 4 = 1. Le t  p e a )  and  let  / denote  the  p th  root  of [g, hi: 

/~ = [g,  h i .  

Then  H = gp (/, g, h) is no t  free, b y  L e m m a  36.4, and  so G* is no t  local ly  free. 

We prove  nex t  the  following theorem.  

THEORnM 36.6. A D~-/ree group is locally infinite. 

Proo/. A free group is local ly  infini te  and  hence, b y  L e m m a  33.7, so is i ts free o)-closure. 

Thus  a D~-free group is local ly  infinite. 

T ~ E o R ~ I  36.7. The centraliser o/ every element di//erent /rom 1 in any D~-/ree group 

is isomorphic to F~. 
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Proo/. The central iser  of every  e lement  different  from 1 in a free group F is an  infini te  

cyclic g r o u p - - t h i s  follows easi ly b y  e.g. L e m m a  35 .4- -which  is i somorphic  to  a subgroup 

of F~. Hence  the  central iser  of every  non- t r iv ia l  e lement  in i ts free co-closure is i somorphic  

to  F~ (Lemma 33.9); this  completes  the  proof  of the  theorem.  

COROLLARY 36.8. The centre o/ a D~-/ree group which is not abelian is trivial. 

Proo/. Let  F *  be a non-abel ian  D~-frce group; then  the  co-rank m of F *  is grea ter  t h a n  

1. Let  X be ~ free ~ -genera t ing  set of F*  and  choose xl, x 2 to be d is t inc t  e lements  of X.  

Then  C (xl) and  C (x~) are, b y  Theorem 36.7, i somorphic  to Fo, and  hence 

cl~ (xl) - C (xl) and  cl~ (x2) = C (x2). (36.81) 

Bu t  X is (o- independent  (see the  end of 25) and  therefore  

cl~ (xl) n cl~ (x2) - 1. 

I t  follows from (36.81) t h a t  

C (xl) N C (x2) - 1. (36.82) 

Now the central iser  of any  e lement  in a group conta ins  the  centre  of t h a t  group; conse- 

quen t ly  so does the  in tersect ion of the  central isers  of an  a r b i t r a r y  number  of elements.  I n  

pa r t i cu la r  

~(F*)  ~< C(xl) n C(x2); 

so b y  (36.82) the  centre  of F *  is t r iv ia l .  

THEOREM 36.9. The normaliser o / the  centraliser o / a n y  element, di//erent / tom 1, in 

a D,~-/ree group F* coincides with the centraliser, and is there/ore isomorphic to F~. 

Proo/. Let  1 -~ a C F *  and  suppose y C F *  normalises  C (a). Since C (a) is i somorphic  to  

Fo  (Theorem 36.7), i t  is local ly  cyclic. Thus 

a and  y - l a y  

are  powers of a common e lement  b: 

Thus  

a - b 'n, y - l a y  - b n. 

y-lb'ny - bL 

Since F *  C ~o~ it  follows t h a t  m = n and  so y E C (a). This completes  the  proof of the  theorem.  
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Finally we generalise Theorem 36.6; two simple proofs present themselves and so we 

give them both. 

THEO~]~M 36.10. Let ~o be any non-empty set o/primes. Then every D~,-/ree group is 

an R-group. 

Proo/. (i) A free group is an R-group (Theorem 17.2). Furthermore, a free w-closure of 

an R-group is an R-group (Lemma 33.8). The theorem now follows immediately on applying 

Theorem 36.1. 

(ii) Let F* be a D~-free group, le t / ,  g E F*, and let n be a positive integer. Suppose 

that  
/n = gn. 

Now/EC(g  ~) = C(g) (by Theorem 36.7). Hence 

(/g-l) n : 1; 

but, by Theorem 36.6, F* is locally infinite and s o / g  -1 = 1. Therefore / = g  and this com- 

pletes the proof of the theorem. 

37. Theorem 25.1 states that the factor group of a D~-free group of w-rank m by 

the w-closure o / i t s  commutator subgroup is a direct product of m isomorphic copies of l~.  

In this section we shall completely determine the structure of the factor group of a D~- 

free group by its commutator subgroup. We shall need the notion of a restricted direct 

product of groups with an amalgamated subgroup; this notion was introduced by B. H. 

Neumann and Hanna Neumann [30]. Only a particular case of this product is needed for 

our purpose; it is this case which we define here. Suppose A and B are given groups and 

H ~< $(A), K ~< ~(B). Suppose further that  K ~ H =~L, where L is some given group. Let 

0 be an isomorphism of H to K. Put  M = A x B and put 

N = g p ( m  =ab -1 ; m E M ,  aEH, b e K ,  aO =b). 

Then N is normal in M and so we can form the factor group D = M / N ;  D is called the 

direct product o I A and B with L amalgamated, or the generalised direct product o/ A and 

B (the amalgamation being understood); we shall write 

D = { A x B ; L } .  

D is generated by isomorphic copies of A and B which intersect in a group isomorphic to 

L. When dealing with such a product we shall usually identify groups with their isomorphic 

copies (as is usually done in the case of a direct product of groups). 
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LEMMA 37.1. Let F be a non-abelian /roe group and let c be an clement o/ F which is 

not a p-th power, /or some p in r Let, /urther, c be a member o/the second term o/the lower 

central series o] F but not a member o] the third term o/the lower central series o] F. Let P be 

a supcrgroup o] the (necessarily cyclic) ccntraliscr o/c  in F such that P intersects F in C (c, F)  

and such that there is an element c o in P satis/ying c~ = c. Finally let G be the generalised /roe 

product o/ F and P. Then the p-th root c o o /c  does not lie in the commutator subgroup o/G.  

Proo/. Let  0 denote the natural  homomorphism of F onto F/(2)F, where (*)F here 

denotes the (i + 1)st member  of the lower central series of the free group F.  Now (1)F/(e)F 

is a direct product  of infinite cyclic groups (by a theorem of Wi t t  [37]) and, since c ~(2)F, 

[C (c, F)] 0 is an isomorphic copy of the cyclic centraliser C (c, F).  Take P+ to be a super- 

group of C (c, F)0  which is isomorphic to P in such a way  tha t  the isomorphism between 

them maps C(e, F), qua subgroup of P,  onto [C(c, F)]O in the same way as 0 maps C(c, F)  

onto [C (c, F)] 0; let, further, P~ have intersection [C (c, F)]O with FO. 

Now C(c, F)O <~ ~(FO) and so we can form the generalised direct product  D of FO 

and P+: 

D = (F0 ~P+; C(c, F)0}. 

By definition of the generalised free product  it follows tha t  we can extend the homo- 

morphisms 0 (of F onto FO) and ~ (of P onto P+) to a homomorphism F of G into D. Now 

if c o ~ G', then c0F C D'.  However,  c0F # 1; furthermore,  

D '  = (F~) ' ,  

since P+ is abelian. But  CoyJEP§ and Co~fl~FO and so, in particular, CoyJr in other 

w o r d s  

CoyJ r D' .  

Hence c o ~ G' and so we h a v e  proved the lemma. 

T ~ . o n ] ~ M  37.2.(1) The commutator subgroup o / a  D~-/ree group is an w-subgroup i/ 

and only i/, it is trivial. 

Proo/. Let  F* be a D~-free group; we shall take F*  to be a free ~o-closure of a free 

group F.  I t  is clear tha t  the trivial subgroup is an ~o-subgroup; so when the commuta to r  

subgroup K of F* is trivial there is nothing to prove. 

(1) Thus we have examples of D~-groups whose derived groups are not o)-subgroups (see 14). 
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Suppose,  on the  o ther  hand,  t h a t  K is non- t r iv ia l .  Then F *  is a non-abe l ian  Do~-free 
group.  So if X is a free genera t ing  set of F ,  t hen  I XI  > 1. W e  make  use now of the  fact  

t h a t  F*  is a free w-closure of F to wri te  F *  in the  form (using (33.3)): 

F * =  U F~. 
~r 

I n  order  to  prove  t h a t  K is no t  an  o~-subgroup we have  to  p rove  t h a t  for some p e w  

there  is an  e lement  coEF* such t h a t  c~ = ceK bu t  co~K. We choose a s imple c o m m u t a t o r  

ce(2)F, with  c(~)F,; then,  b y  L e m m a  36.4, c is no t  a p t h  power  in the  free group F ,  

and  so co, the  p t h  root  of c, does no t  lie in F ,  We shall  prove  t h a t  co(~K al though,  b y  our 

choice of Co, c~ = c e K.  

The order ing in F can be chosen so t h a t  

t + ~ C .  

Then F,~ = ( F , * P  ; A}. 

We make  use of L e m m a  37.1 in asser t ing t h a t  coCF',+ since c0~_F[+. So we have  the  f irst  

s tep  in a proof  b y  t ransf in i te  induct ion.  Le t  us now suppose t h a t  t + < f le  ~4 and  t h a t  c o r F :  

for  al l  ~ < fl, ~ E A.  I f  fl does not  have  a predecessor  then  

and  since F~ = U F~ 

Co ~ F~. If/~ does have  a predecessor,  say/~-,  then  there  are  two possibil i t ies:  E i t he r  F z = 2'Z-, 

in which case c o r F~, or 

= ; 4 §  

We shall  prove  t h a t  there  is a homomorphic  image of F~ in which the  image of co is not  in 

the  c o m m u t a t o r  subgroup,  which shows t h a t  c o is no t  in the  c o m m u t a t o r  subgroup  of F z. 

Consider the  fac tor  group 

G = 

Now G is a non- t r iv ia l  abe l ian  group since c o ~ - ~ - .  Fu r the rmore ,  the  pkth  roots  of co, 

CO, COY'g, C0~2~ .. .~ 

where Co ~ denotes  the  p%h root  of c o, generate  modulo  F~-  a group H isomorphic  to  Z (/9~). 

Note  t h a t  al l  the  pkth roots  of c o lie in F a -  since t h e y  lie a l r eady  in F,*, and  b y  the  choice 
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of /~, t + ~</7 . Now H is a divisible  subgroup of the  abel ian  group G and  consequent ly  i t  

spl i ts  off as a d i rec t  fac tor  (cf. e.g. K a p l a n s k y  [17] p. 8): 

G - H •  

I t  follows t h a t  FZ- can be homomorph ica l ly  m a p p e d  onto H b y  a homomorph i sm 0 so 

t h a t  coO =4= 1. 

Consider now A + : 0 induces a homomorph i sm of A+ into H.  There are  two possibi l i t ies  

t h a t  can occur: 

i) A+O = 1; 

ii) A+O :t: 1. 

I n  i) i t  is easy  to see t h a t  c o @ F~. F o r  we can define here a homomorph i sm ~ of P+  into H 

which coincides wi th  0 on A + s imply  b y  s t ipu la t ing  t h a t  all  the  members  of P+ m a p  onto 

1 under  9- Then by  the  def ini t ion of the  general ised free p roduc t  we can ex tend  0 and  

s imul taneous ly  to a homomorph i sm ~ of F~ onto H.  Now Co~ f ~eoO4 1; bu t  H ' =  1 and  

so e0r 

I n  ii) we have  for some a EA§ say  %, %0 = 1. We add  this  re la t ion  to  the  defining re la t ions  

of P+; this  yields a tors ion group /5. This group /5 has a subgroup isomorphic  to  Z (p~) 

and  so H is a homomorphic  image  of P+. Thus we can f ind a homomorph i sm ~ of P+ onto 

H which coincides wi th  0 on A +. The def ini t ion of the  genera]ised free p roduc t  ensures 

t h a t  we can extend,  s imul taneously ,  the  homomorph i sms  0 and qJ, respect ively ,  of F f -  

and  P+ into H to a homomorph i sm ~ of F~ into H.  :Now again  c0~ ~ 1, and  so, because 

H '  = 1, c 0 r  

We are therefore  ent i t led ,  wi th  the  a id  of a t ransf in i te  induct ion,  to  deduce t h a t  

c o r F :  for all  ~ E A.  Hence 

Co r U F: = ( F * ) '  = K .  

This completes  the  proof  of the  theorem.  

Theorem 37.2 enables  us to  prove  the  following i m p o r t a n t  result :  

THEOlCEM 37.3. The /actor group o/ a non-abelian D~-/ree group F* o/~o-rank m by 

its commutator subgroup K splits into a direct product o/ a divisible torsion group Q and a 

torsion/tee group R: 

F * / K  = @ • R .  

When m is/ ini te ,  the torsion group Q is a direct product o / a  countably in/inite number o/ 

groups isomorphic to Z (p~) /or each p in co. When m is in/inite then Q is a direct product o/ 

19-  60173033. Acta mathematica. 104. I m p r i m ~  le 21 d6cembre  1960 
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m groups isomorphic to Z(p  ~) /or each p in co. Finally the torsion-/ree group R is a direct 

product o / m  groups isomorphic to F~. 

Proo/. The group F * / K  is abe l ian  and,  as such, i t  can be spl i t  in to  a d i rec t  p roduc t  of 

a m a x i m a l  divisible  group A and  a group B which contains  no divis ible  subgroups  (cf. 

e.g. K a p l a n s k y  [17] p. 9): 

F * / K  = A • B. 

Le t  us suppose now t h a t  F *  is a free co-closure of the  free group F and  le t  X '  be a 

free genera t ing  set of F '  consist ing of d i s t inc t  simple commuta to r s  of F (cf. Lev i  [23]). 

Choose cEX';  t hen  c is no t  a p t h  power  in F ,  b y  L e m m a  36.4. I t  follows f rom the  m e t h o d  

of proof  of Theorem 37.2 t h a t  the  pkth  roots  of c: 

C2/:~ C:7/:2~ . . .  

do no t  belong to K and  so t h e y  genera te  modulo  K a group isomorphic  to  Z(p~).  This 

a rgumen t  holds for eve ry  p e w ;  so for each p e w  the  p%h roots  of c genera te  modulo  K 

a Z (pOe) and  hence, le t t ing  p run  th rough  the  whole of co, the  p%h roots  of c genera te  modulo  

K a d i rec t  p roduc t  of groups isomorphic  to  Z (p~). I f  m is finite, then  F '  is of countable  r ank  

(cf. Levi  [23]). Thus X '  is coun tab ly  infini te  and  so we have  a coun tab ly  infini te number  

of independen t  choices for c and  hence, in this  case, A contains  a subgroup  which is a d i rec t  

p roduc t  of a coun tab ly  infini te  number  of groups isomorphic  to Z(p  ~162 for each p in co. 

Similar]y,  in the  case where m is infinite,  A contains  a subgroup which is a d i rec t  p roduc t  

of m groups isomorphic  to  Z(p  ~) for each p e w .  We t ake  Q to be t h a t  subgroup of A 

genera ted  by  al l  those subgroups  of A which are isomorphic  to  a Z(p  ~) for some pea ) ;  

then  Q is a direct  p roduc t  of these subgroups  isomorphic  to  Z(p  r162 (cf. e.g. K a p l a n s k y  

[17] p. 8). We  can now spl i t  A in to  a d i rec t  p roduc t  of i ts  divisible  subgroup Q and  a 

complemen ta ry  fac tor  C. Now a di rec t  fac tor  of a divisible  group is i tself  divisible  (cf. 

K a p l a n s k y  [17]) and  so C is divisible.  Thus 

F * / K  = Q z C • B. 

Now C • B is a group in which no e lement  has order  p, where p is any  pr ime in oJ. 

F o r  if / E F* generates  modulo  K a subgroup  of order  p in C • B then  i ts  p%h roots  genera te  

a subgroup of C • B isomorphic  to  Z(p  ~) and  so in f a c t / K E Q .  Thus C x B is an  abe l ian  

group wi thou t  e lements  of order  p for al l  p Eco. Consequent ly  i t  is a Uo-group. Therefore  

(Q • C • B)/Q ~- C x B is a Uo-group and  thus  

F * / c l o  (K) ~ C • B. 
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Theorem 25.1 then informs us tha t  C • B is isomorphic to a direct product of m groups 

isomorphic to Fo, We put  now R = C • B. 

Thus we have, in both cases, a decomposition 

F * / K  = Q • R, 

where Q and R are of the required form. This completes the proof of the theorem. 

38. We begin this section by recasting some of the concepts connected with generalised 

free products (see 16) into analogous concepts for Do~-groups. 

Let  G* be a D~-group and let G~ be ~-subgroups of G*, where ~ ranges over an 

index set A; suppose that  ~ = U G~ w-generates G* (note tha t  each G~, is itself a D~-group). 
~A 

Then we call G* the generalised D~-free product of its w-subgroups Ga (or, more simply, 

the generalised D~-free product of the Ga) if for every D~-group W and every set of homo- 

morphic mappings Fa of each Ga into W, every two ?a, ~ of which agree where both are 

defined, there exists a homomorphic mapping ~* of G* into W that  coincides with ?z on 

each G;. Now suppose G* is the generalised D~-free product  of its w-subgroups G~ (2EA) 

and put  

a~ n a ,  = H~,  ( : H,~). 

where 2, # EA (2 4:/2). If  all the intersections H ~  coincide to form a single subgroup H: 

G~NG,=H,  

then G* is called the (generalised) D~-free product of the G~ with an amalgamated subgroup 

H; note tha t  H is itself a D~-group. In  the ease where H = 1, the trivial group, G* is called 

simply the D~-/ree product or, to emphasise the distinction, the ordinary Do,-free product 

of the G~. 

Following B. H. Neumann [27], who proves a like result for the generalised free 

product of groups, we can prove the "uniqueness" of the generalised D~-free product. 

The proof of our theorem is similar to the proof of B. H. Neumann's  theorem and is therefore 

omitted. 

THEOa],~V~ 38.1. Let G* be the gene~ulised D~-]ree product o~ its w-subg~vups G~ (~EA). 

Let H* be the generalised Do~-/ree product o/ its w-subgroups HA (2EA). Then, i] ]or each 

~eA, there is an isomorphism q~ o] G~ onto H~, every two 9~, ~)~ o/ which agree where both are 

de]ined, then all the q)~ can be extended simultaneously to an isomorphism o/ G* onto H*. 

Let now D~,~-groups G~ be given, where ~ runs over a suitable non-empty index set A. 

In  every G;. and to every index lu EA let an w-subgroup H ~  be distinguished; H~.z is always 
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taken to be the whole group G~. I f  there exists a group G* which is the generalised D~-free 

product of groups Gh with intersections 

and if there are isomorphic mappings ~ of G~ onto G~, 

such that  aLvays / ~  = H~, ~ ,  

then we say tha t  the generalised D~-/ree product  o] the Gz wi th  amalgamated H~,  (or s i m p l y  

the generalised D~-/ree product  o / t h e  G~) exists.  I t  is often convenient when dealing with 

generalised D~-free products to distinguish only between groups lying in different isomor- 

phism classes; we shall adopt  this procedure whenever it is convenient and also not am- 

biguous. 

The generalised free product of groups with a single subgroup amalgamated alway8 

exists. However, it is not even true tha t  the generalised D~-free product of two D~-groups 

with a single co-subgroup amalgamated always exists. 

For let A = gp (s, a, b, c ; R1), 

where 

R 1 = { a  = = b ,  b = = c ,  c s = a ,  s ~ = a  3 = b  a = c  3 = [a ,  b]  = [a ,  c ]  = [b,  c ]  = 1 }  

and let 

where 

B = gp (t, a, b, c; R2), 

R~ = {b t = a -1, a t = c -1, c t = b, t a : 1}. 

I t  can easily be verified tha t  both A and B are of order 81; hence, by  Corollary 11.6, 

they are also both a-groups. Now put  

H = gp (a, b). 

Then H is clearly an o~-subgroup of both A and B (here ~o = {2}). 

Suppose, if possible, that  the generalised D~-free product F of A and B with H amal- 

gamated exists. Thus obviously 

F t> gp(A, B). 

In  particular both 

belong to F. Now 

/ = s ta ,  g = s t  

12 = s t a . s t a  = s t s . b t a  = s t s t . a - l a  = s t s t  = f .  
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But /=# g and so F is not a a-group, a contradiction. Thus this example shows that  the 

generalised D~-free product of two /)~-groups does not always exist. However, in the 

particular case of the ordinary Doe-free product we can in fact prove tha t  this product 

always exists.C) 

THEOREM 38.2. Let G~ be given D~o-groups, where A ranges over an index .set A. Then 

the /tee co-closure G* o/the/ tee product G o/the G~. is their ordinary D~-/ree product; hence 

the D~-/ree product always exists. 

Proo/. Every  D~-group belongs to D~ and the free product of groups in Dr, belongs 

also to D~ (Theorem 35.6). Hence G belongs to ~0~. We can form, therefore, the free 

co-closure G* of G. Now G* is in fact the D~-free product of the G~. To see this we note first 

tha t  the G~ co-generate G* (Lemma 33.5). Secondly, they intersect trivially with each 

other. Thirdly, for every D~-group W and every set of homomorphic mappings ~ of each 

G~ into W, there exists a homomorphism ~* of G* into W that  agrees with ~ on G~ (~ EA). 

For the homomorphisms ~ of each G~ into W can be simultaneously extended to a homo- 

morphism ~ of G into W, since G is the free product of the groups G~. Then we can make 

use of the "freeness" of the free co-closure to extend ~ to a homomorphism ~* of G* into 

W (Theorem 33.4). This completes the proof of the theorem. 

THEORE~ 38.3. Let F* be the Do~-/ree product o/ i ts  co-subgroups F~, where ~ ranges 

over an index set A. Then the groups F~ gene~ute in F* their ordinary/tee product F. 

Proo/. Let G~ be groups isomorphic to F~ and let ~ be isomorphisms of G~ onto F~ 

for each AEA: 

G ~  - F~. 

Let, further, G be the free product of the groups G~ and let G* be a free o~-closure of G. 

Then G* is the D~-free product of its subgroups G~ and we can extend the isomorphisms 

F~ simultaneously to an isomorphism ~* of G* onto F*. Now G~* = F, i.e. 

G~=F; 

in other words F is the free product of its subgroups F~. 

We remark at this point tha t  it follows from the method of proof of Theorem 38.3 tha t  

i] F* is the D~-/ree product o/ its co-subgroups F~, then F* may be thought o/as the/ree 

co-closure o/the/ree product F o/the groups F~. We shall make use of this fact, sometimes with- 

out explicit mention, in the sequel. 

(1) See also Sikorski [34]. 
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COROLLAI~Y 38.4. The D~-/ree product o / m  groups isomorphic to Fo, is a Do,-/ree 

group o/ m-rank m. 

Proo/. Let F* be the D~-free product of m groups G~ isomorphic to F~. Take now an 

element x~ ( 4: 1) from each of these groups and let X be the set consisting of these elements. 

Let now 0 be any mapping of X into a D~-group H. The mapping 0 induces a mapping 

04 of the single clement x~ of each Ga into H. Since {xa) freely w-generates G~these mappings 

can be extended to homomorphisms ~ of the G~ into H. Now F* is the D~-ffee product 

of the G~ and so these homomorphisms extend to a homomorphism ~* of F* into H. 

Clearly ~* extends 0 and so F* is a D~-free group of m-rank m. 

THEOREM 38.5. The D~-/ree product F* o/ locally in/inite D~-groups F* is locally 

in/inite. 

Proo/. Let F be the free product of the F~ (~ EA). Then F* may be taken to be the 

free w-closure of F. Now F is locally infinite and therefore so is F* (Lemma 33.7). This 

completes the proof of the theorem. 

THEORE~ 38.6. Let w be any non-empty set o/primes and let F* be the D,o-/ree product 

o/ its co-subgroups F~. I /each F~ is an R-group, then F* is itsel/ an R-group. 

Proo/. The free product of R-groups is an R-group (Theorem 17.2)and the free 

w-closure of an R-group is an R-group (Lemma 33.8). The theorem then follows from these 

remarks. 

We prove next the following auxiliary lemma. 

L]~MMA. The/ree m-closure G* o/ a group G with trivial centre has trivial centre. 

Proo/. We make use of (33.3) and write 

G*= UGh. 
~ E A  

Let ~ E A and suppose for all ~ </5, that  G~ has trivial centre. If  B-  does not exist, then 

and so Gfl has trivial centre. If/~- does exist and G~ = Gfl- then again G~ has trivial centre. 

We are left to consider only the case 

G~ = {G~--~P; i ) .  
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Now in this case ~ (GZ) = ~ (G~-) n ~ (P) = 1 

(cf. e.g. Kurosh [21], vol. 2, page 32). So for all cases, ~ (G~) = 1, and hence by transfinite 

induction, ~(G~)= 1 for all ~6.,4; therefore ~(G*) is trivial. This completes the proof of 

the lemma. 

THEORE)I 38.7. Let F* be the D~-/ree product o/ its w-subgroups F~ (~.eA)./] IAI > 1, 

then F* has trivial centre. 

Proo/. Let F be the free product of the Fa. Then F has trivial centre. Hence, by the 

Lemma, F* has trivial centre and so the theorem has been proved. 

We complete this chapter with the following analogue of a theorem due to Baer and 

Levi [2]. 

T H E O ~ ] ~  38.8. A D~-group cannot be decomposed simultaneously, in a non-trivial 

way, into both a D(o-/ree product o] two D~-groups and a direct product o/ two D~-groups. 

Proo/. Suppose G is the D~-free product of its w-subgroups P and Q; suppose further, 

that  G is also the direct product of its co-subgroups R and S. 

Consider R f)P; if R NP=~ 1, then S ~ P  since the centraliser of an element in P lies 

also in P (G is a free w-closure of the free product of D~-groups and so Lemmas 28.1 and 

28.2 apply). Hence S D P ~  1 and so by a similar argument it follows that  R ~ P ;  hence 

Q must be trivial, a contradiction. Thus we must have R f) P = 1. I t  follows in like manner 

that  the four possible intersections are trivial: 

R N Q = R N P = I = S D Q = S D P .  

Suppose now that  R g a #  1. Now R is normal in G and so it follows that  a is not con- 

jugate to an element in P or in Q. Thus, remembering that  G is the ~o-closure of P*Q we 

see from Lemma 28.6 that 

C(a, G) ~ F o  (38.81) 

Now R is an w-subgroup; hence by (38.81) we have 

C (a, G) < R. 

But S ~< C (a, G) and hence S ~ R; this is a contradiction and so the theorem follows. 

We remark that  the condition that  R and S be ~o-subgroups is unnecessary. For if a 

Do,-group G is a direct product of its subgroups, then each of these subgroups is necessarily 

an w-subgroup. 



298 G I L B E R T  BAUMSLAG 

The simple proof of Theorem 38.8 can be carried over to the case of a free product. 

Explicitly, if G is a free product of its subgroups P and Q and also a direct product of its 

subgroups R and S, then at least one of these four subgroups is trivial this is the Baer 

and Levi [2] theorem which we have quoted so often. For it follows, just as in the proof 

of Theorem 38.8, tha t  

P N R = P N S = I = Q A R = Q N S .  

Suppose now Rga~:  1; then R is normal in G and so it follows that  a is not conjugate to 

an element in P or Q. Thus, by  Lemma 35.4, C (a, G) is an infinite cyclic group. But S ~< C (a, G) 

and hence 

S N R > ~ S N g p ( a ) +  1; 

i.e. S and R intersect non-trivially and so we have a contradiction. The theorem of Bacr 

and Levi therefore follows. 

39. A surprising property of D~-/ree groups. 

Every  D~-group is a homomorphic image of a (suitably chosen) Do-free group, and 

so the homomorphic images of D~-free groups include all Do~-groups. However, it is clear 

tha t  not all the homomorphic images of D~-free groups are D~-groups. But  in any homo- 

morphic image G of a Do-group the equation 

X p ~ g 

is soluble for all gEG and all pEeo; in other words the homomorphic images of D~-groups 

are E~-groups. Thus, in particular, every homomorphic image of a D~-free group is an 

E~-group. We shall show that  the converse is also true: Every  E~-group is a homomorphic 

image of a (suitably chosen) D~-free group. Hence the homomorphic images of D~-free 

groups are precisely all the E~-groups. 

To prove our main theorem we shall make use of a number of lemmas. 

L~M~A 39.1. Let A be a subgroup o /Fo  containing the integer 1. Then every homo- 

morphism 0 o / A  into any E~-group B, which is abelian, can be extended to a homomorphism 

o/F(o into B. 

Proof. Let S denote the set of all pairs (X, ~) where X is a subgroup of F~ containing 

A and r I is a homomorphism of X into B extending 0. We introduce an order relation < into 

$ by defining 

(X, ~) < (Y, ~) 
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if X is a subgroup of Y and ~ extends U- We now apply  Zorn's  Lemma to deduce the ex- 

istence of a maximal  element (X*, U*) of S. 

I f  X* - F o  the lemma follows. Suppose the contrary.  Then (see Lemma 32.1 as to the 

structure of the subgroups of F , )  there exists an element b EF+ and a prime p Ec0 such tha t  

b~X* and pbEX* 

(we are employing, in this lemma, the additive notat ion for groups). Suppose (pb)u* = e. 

We choose d E B to be a solution of the equation 

p x  ~ C .  

We then pu t  X + = gp (X*, b), 

and define a homomorphism U + of X+ into B as follows: 

(x* + rob)u+ = x*9* + rod. 

Then 9 + extends 9" and hence (X*, 9*) is not  a maximal  element of $, which is a contradic- 

tion. So in fact  X* = F~ and this completes the proof of the lemma. 

LEMMA 39.2. Every cyclic subgroup A o/an Eo)-group B is contained in an abelian 

subgroup C o / B  which is itself an E~-group. 

Proo/. I t  is not  difficult to construct  a sequence of integers 

al, ~ ,  ~a . . . .  (~  Eco) (39.21) 

having the proper ty  tha t  given any  positive integer iV and any  p in co, there exists an integer 

M ~> iV for which aM = p. 

Suppose now tha t  A = gp (a). 

We then pu t  

C = g p  ( a o ,  a l ,  a s . . . .  ; a = a o ,  a o = a ~  1, % = a ~  ~, ...), 

the at being chosen subject only to the relations above. Now any  pair  at, aj of these gene- 

rators of C commute  since one is always a power of the other; hence C is abelian. Further ,  

for any  non-negative integer i the proper ty  of the sequence (39.21) ensures t ha t  for all 

p E~o the equat ion 

X p ~ a t 

is soluble. Since C is abe]Jan, it follows tha t  C is an E~-group and so this completes t h e  

proof of the lemma. 
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We prove next the following result concerning the extending of a homomorphism 

from a subgroup of F~ into an E~-group, to a homomorphism from the whole of F~ into 

that  E~-group. 

LEMMA 39.3. Let A be a cyclic subgroup o/ F~ containing the integer 1. Then every 

homomorphism 0 o/ A into any E~-group B can be extended to a homomorphism O* o/F,~ 

into B. 

Proo/. We make use of Lemma 39.2 to embed A O in an abelian subgroup C of B, 

with C an E~-group. Then we can think of 0 as a homomorphism of A into an E,o-group 

C, which is abelian; and so, on applying Lemma 39.1, we can extend 0 to a homomorphism 

0* of F~ into C; this completes the proof of the lemma. 

We remark that  neither of the conditions "A contains the integer 1", "A cyclic" can 

be omitted from the hypothesis of the lemma. 

Next we state, as an immediate consequence of Lemma 39.3 and Lemma 32.1 the 

following lemma. 

LEMMA 39.4. Let A be isomorphic to a cyclic subgroup o/F~. Then A can be embedded 

in an isomorphic copy P o /F~  in such a way that/or every E~-group B and every homo- 

morphism 0 o/ A into B there exists a homomorphism O* o / P  into B which coincides with 

0 o u A .  

The lemma places us in a position to prove the following theorem. 

THEOREM 39.5. Let G be a group in the class ~ with the property that i/ 1:~ gEG, 

then either cl~ (g, G) is cyclic, or cl~ (g, G) is isomorphic to P~. Then/or  every E~,-group B, 

every homomorphism 0 o / G  into B and every/ree co-closure G* o] G, there exists a homomor- 

phism O* o/ G* into B which coincides with 0 on G. 

Proo/. We avail ourselves of equation (33.3): 

G * =  UGh. 
~EA 

The proof of this theorem follows closely the proof of Theorem 33.4; here we make use of 

Lemma 39.4 instead of, as was done in the proof of Theorem 33.4, making use of Lemma 

32.3. The details of the proof are left to the reader. 

Let us now suppose that  G* is a D~-free group freely co-generated by the set Y. 

�9 Then, by Theorem 36.3, the group G generated by Y is a free group freely generated by 

Y. Hence any mapping ~ of X into an E~-group B can be extended to a homomorphism 
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0 of G into B. Now G 6 ~ and satisfies the conditions of Theorem 39.5 (ef. Lemma 35.4). 

Thus 0 can be extended to a homomorphism 0* of its free co-closure G* into B. So we 

have proved the following theorem. 

T~EOREM 39.6. Every mapping U o / a / r ee  ~o-generating set Y o] a Do~-/ree group G* 

into any E~-group B can be extended to a homomorphism O* o/G* into B. 

COROLLARY 39.7. Every E~-group is a homomorphic image o] a (suitably chosen) 

D~-/ree group. 

Theorem 39.6 enables us to give an example of a normal w-subgroup of a D~-group 

which is not an co-ideal (see 9). Put  

C = gp (a, b; a ~ = b2). 

Then C is torsion-free (see 9). Moreover, C can be embedded in a torsion-free E2-grou p C* 

(using the method of construction employed by B. H. Neumann in [28]). We make use of 

Corollary 39.7 to find a D2-free group G* which has C* as a homomorphic image: 

G*/N  ~- C*. 

Then N is a normal ~o-subgroup of G* which is not an ~o-ideal, since the distinct elements a 

and b in C* have equal squares. 

40. In conclusion we wou]d like to point out that  many of the results and notions of 

free groups can be carried over into D~-free groups. For example the notion of an identical 

relation in a group, introduced by B. H. Neumann [29] can be carried over to "identical 

(o-relations in D~-groups". These identical ~o-relations lead to "reduced D~-free groups" 

and a who]e theory along these lines can be developed. A similar theory to the one described 

in this paper can be developed for E~-free groups. However, time and space prevent the 

presentation of such theories and other interesting results connected with Do,-free and 

E~-free groups. We shall remedy this state of affairs by means of later works. 
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