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W h e n  one deals with problems of differential geometry  having to do w i t h  

the existence of specified properties of a space one is invariably confronted with 

the in tegra t ion of a system of differential equations. I t  is sometimes possible 

to reduce this system - -  frequently the defining equations of the proper ty  in 

question - -  to an equivalent system of differential equations exhibi t ing greater  

simplicity in certain respects. W h e n  this has been done the reduced system is 

usually said to furnish a solution of the problem a l though in no fundamenta l  

sense is t h i s  correct  since these la t ter  condit ions are likewise of differential 

character .  :Now it can be shown under  very general  condit ions tha t  the question 

22--36122. Acta mathematlca. 67. Imprim~ le 26 a~)fit 1936. 
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of the existence of a solution of a system of differential equations can be reduced 

to the question of t h e  existence of a solution of a system of algebraic equations 

to which can be applied the highly developed theory of algebraic elimination) 

This procedure of algebraic elimination will lead to a set of conditions involving 

polynomials in the fundamental structural functions of the space and their deri- 

vatives, necessary and sufficient for the existence of the property under considera- 

tion. We embody precise types of such conditions which are of especial interest 

in the following definition of the algebraic characterization. 

In a recent paper entitled Algebraic characterizations in con~plex differential 

geometry ~ I have  considered t h e  question of expressing necessary and sufficient 

conditions for the existence of a property P of a generalized complex space by 

conditions of the form 

/?'~ = o, /v~ ~ o, 

where 1,' 1 and 1~ represent sets of definite polynomials in the structural functions 

of the space and their derivatives to a certain order, and the nonequality sign 

is interpretated to apply to at least one of the polynomials of the set I",. I f  

such conditions exist they are said to give an algebraic characterization of the 

property P. When dealing with a real space it is evident that we must augment 

the above signs ~ and ~ by the sign > and even by the combination sign _>---. 

Thus we shall say that  the conditions 

1,'~ = o ,  F.,. ~ o, F ~ > o ,  /?'~_>-- o 

constitute an algebraic characterization of a property P of a real space, where 

the F ' s  have the above specified significance, provided that  these conditions are 

necessary and sufficient for the existence of the property P. A simple example 

of an algebraic characterization is afforded by the equations expressing the 

vanishing of the curvature tensor of one of the various spaces for which such 

tensors have been found, these equations giving in fact necessary and sufficient 

conditions for the space in question to be flat. Other examples only slightly 

more complicated have been given in a paper by J. L~VINE and the present 

author. ~ On the other hand it can be shown that  certain spatial properties do 

See, T. Y. THOI~IAS, Un coroIlaire du thdor~me de Riquier, Bull. des Sci. Math. 59, I935, P. I34. 
Trans. Am. Math. Soc., 38 , I935, p. 5oi. 

On a class of existence theorems in differential geomelry, Bull. Am. Math. Soc. 35, I934, 
p. 72I. 
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not  admi t  an algebraic  character iza t ion .  1 I t  is therefore  of significance to inquire 

concern ing  the  existence or non-exis tence of an a lgebraic  charac te r iza t ion  for  any  

specified p roper ty  P of a space and  this  quest ion gives rise to a hos t  of in- 

t e res t ing  and  difficult p roblems in di f ferent ia l  geomet ry .  

The  fol lowing pape r deals wi th  the  a lgebraic  charac te r iza t ions  of ( rea l )RIE-  

MANS spaces as spaces of class one. I n  a recent  pape r  by WE~SE ~ the re  are  to 

be found  a n u m b e r  of in te res t ing  equat ions  express ing necessary condi t ions for  

a RIE~XNN space to be of class one and some of these have  been used in the  

present  paper ;  but  he has  not  a r r ived  a t  a t rue  a lgebraic  charac te r iza t ion  of 

such spaces as above defined. I n  connect ion  with  the solut ion of this  problem 

we have  defined an in teger  inva r i an t  of  a RIE~ANN s p a c e  which we have  called 

the  type number  of the  space (~ 5). I f  the  type  n u m b e r  is one the space is flat 

and hence fails to be of class one. W e  have  excluded those  RIEMaNN spaces 

of type  n u m b e r  two inasmuch  as the  discussion of such spaces requires  essenti- 

atly different  methods  than  those of h igher  type  n u m b e r  and  it  has  there fore  

been t h o u g h t  best  to make  these spaces the  occas ion  of a separa te  inves t igat ion.  

For  all  o ther  cases the a lgebraic  charac te r iza t ions  have  been cons t ruc ted ,  s 

The  first th ree  sections of the  fol lowing pape r  are of an in t roduc to ry  cha- 

r ac t e r  and  as such afford an easy approach  to the  p rob lem under  considerat ion.  ~ 

They  have  been added pr imari ly ,  howeve r ,  since the precise fo rmula t ions  which 

they  conta in  are desirable f rom the  s t andpo in t  of the  l a te r  t r ea tmen t .  

I. F u n d a m e n t a l  F o r m s  o f  a Hypersurface .  

Le t  yl, . . . ,  y~+l be the coordinates  of a r e c t a n g u l a r  car tes ian  coordinate  

sys tem of an ( n +  I)-dimensional  Euc l idean  space E .  Define in E a hypersur face  

S by the  equat ions  

(I. I) yt = ~9 i(x l . . . .  , xn), ( r  I, . . . ,  , '~- I), 

1 Trans. loc. cit. and T. Y. T~o~As, On the metric representations of affinely connected 
spaces, Bull. Am. Math. Soc., 42, I936, p. 77. These papers contain a proof of the non-existence of 
an algebraic characterization of the metric spaces in the clnss of all complex affinely connected spaces. 

2 Beitrage zum Klasseaproblem der quadratischen Differential]brmen, Math. Annalen, I IO, 
I935, p. 522. 

8 The conditions defining the algebraic characterization are considered to be known if they 
are definitely obtainable by the recognized procedures of algebraic elimination, 

4 Cf. DUBCHEK-MAYER, Lehrbuch der Differentialgeomelrie, II, Riemannsche Geometric, Teub- 
ner, I93O. EISENHART, Riemannian Geometry, Princeton University Press, I926. LEvI-CIVITA, 
The Absolule Differential Calculus, Blaekie and Son, I929. 
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where the 90's are continuous and differentiable functions of the variables x ~ of 

any (open and simply connected) neighborhood U of a point xo ~ of the real 

n-dimensional number space; for the requirements of the following discussion we 

assume that  the functions ~0 possess continuous partial derivatives in U to the 

order three inclusive. The condition that  S be a hypersurface (regular n-dimen- 

is expressed analytically by the requirement that  the functional sional locus) 

matrix 

be of rank n in U. 

We define the element 

quadratic differential form 

x ~ 0 x t 

0 X n (~ X n 

of distance ds in the Euclidian space /i: by the 

n+l  

i : l  

when we restrict ourselves to displacements in the hypersurface S this form 

becomes 
~+1 n 0 y i  l ,-1 Oy 
Z Z Oxo d 
i =1 a, r 

with reference to arbitrary (differential) displacements dx ~ in S. Or we may write 

(I. 2) ds ~-~ ~_~ g,~fl(x)dx~dJ, 

where the coefficients g ~  have the values 

n+i  0 ~  i (~0  i 

( I .  3) gal~= Z ~ X  a ~)Xl ~ 
i = l  

The differential form (I. 2) is called the first fundamental form of the hypersur- 

face S and its coefficients g ~  are continuous functions of the variables x ~ with 

continuous first and second derivatives in U. 

A vector ~ of the space E wi th  components ~ is said to be normal to a 

vector ~ of E having components ~ ~ dy ~ if 
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n +  i 

F, d r  = o. 
i = l  

If  the vector ~ is associated with a point of the hypersurface S and if the above 

condition is satisfied for every set of values dy ~ given bv (I. :) the vec tor  ~ is 

said to be normal to S at the point in question; hence, owing to the arbitrariness 

of the dx  ~, the condition of normality becomes 

n + l  n+~ ~,yi,,~ d x a ~ _ o ,  o r  Z~ly i,a =o, 
i = l  a=l  i = l  

where the partial derivatives Oyi/Ox ~ have been denoted by y , .  The quantities 

d' are said to be the direction cosines of the vector ~ if they satisfy the las t  set 

of equations and are fur ther  more so chosen that the sum of their squares is 

equal to unity, i .e. if 
n + l  

(I"4) E a~!'~ ~ = ~  ( a =  i , . . . ,  n), 
i ~ 1  

n + l  

(,. 5/ 

Since the functional determinant of (i. I) is of rank n the equations (I. 4) will 

have but one solution in their fundamental system and hence the solution of (I. 4) 

and (I. 5) will be determined uniquely to within algebraic sign corresponding to 

the ambiguity in the direction of the normal vector ~ to the hypersurface S. 

On account of the above hypothesis of differentiabiiity the direction cosines d 

will be continuous functions of the variables x ~ with continuous partial derivatives 

to the second order. 

Now consider a second hypersurface S,  defined by the equations 

r  (x) + r (x), 

where the a~(x) are the above direction cosines of the normal vectors ~ to the 

hypersurface S and ~ is an infinitesimal; the surfaces S and S, are said to be 

parallel in the sense that  S,  may be thought of as being generated b y  laying 

off a distance of constant length e along the norma!s ~ to S. The above equa- 

tions defining S ,  specify at the same time a one to one continuous correspon- 
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dance between the points of S and S,. By differentiation of these equations we 

easily deduce the relation 
n + l  n + l  

ds.' = es~+ ~ ~ ~ d~,, do~ + ~ ~(d~9 ~, 
t = l  i = 1  

where ds and ds, are the differential elements of distance between corresponding 

points. Or 
ds~, -- ds ~ : -- 2 ~ ~p, where 

n+ 1 

(~. 6) ~ = - y ,  dy'  d~', 
i~1 

neglecting terms of order higher than the first in the infinitesimal ~. The dif- 

ferential form ~p is called the second fundamental form of the hypersurface S. I t  

can be expressed as a quadratic differential form in the arbitrary quantities dx~; 
in fact we have 

dyl= ~ y: dx ~, da~= ~ a ~,.dx ~ 
a=l a~l 

so that  substituting into (I. 6) we obtain 

n 

( I .  7) ~p= ~ b~fldx~dx~, where 

n + l  

(~. 8) b . ~  = b ~  - -  ~ ~', ~ ,a.] " 
i - -1  

I t  follows from (I. 8) and the preceding observations regarding continuity and 

differentiability that the coefficients b~fl of the second fundamental form are 

continuous functions of the variables x ~ possessing continuous first partial deri- 

vatives in U. 

We shall now derive another expression for ~ which will have application 

later. Differentiation of (If 4) gives 

n + l  

Z rai ~i - - a i y i  ? 
L , flY, a ,a~J ~--0~ ((~, ~ =  I ,  . . . ,  n ) ,  

where the y ~ i  denote the second partial derivatives of the functions y(  Hence 
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n + l  n §  

at yi 3 ~ Z fai yi -t- Z o'i yiafl 
L , a , , #  ,# ,aJ 

i = l  i : 1  

and since the left  member of this equation is the same as the r ight  member of 

(I. 8) we obtain 
~q-1 

(I. 9) ba ~ ~- Z (%i yi 
i = 1  

Now it  is ev iden t  tha t  the quantit ies y~ and d can be regarded as scalars 
with respect to t ransformat ions  of the independent  variables x ~ or coordinates 

of the hypersurface S. Adopt ing this point of view the quanti t ies y~. and a~  

are the components  of covariant vectors and the g.~ as defined by (I. 3) are the 

components of a covariant tensor which is called the  fundamental metric tensor 
of the hypersm~ace S. Likewise the b ~  defined by (I. 8) are the components  of 

a covariant tensor and in fact  we easily see the tensor character  of all preceding 

equations. Also it follows readily ~ tha t  the de terminant  I g ~ l  does not  vanish 

and indeed is positive i n  U so tha t  the form (I. 2) serves as the basis of the 

process of covariant differentiat ion in the hypersurface S. Taking the covariant  

derivative instead of the partial  derivative of (I. 4) the above process by which 

the equations (I. 9) were deduced will lead to the equations 

n + l  

i : l  

where the y~ are the components of the second covariant derivatives of the 

scalars y~ and these components are symmetric  in their  lower indices. 

Still another  expression for the b ~  can be obtained by covariant differentia- 

t ion of (I. 4); this gives 
n + l  

~ ~ o~y~ ~] o ,  In, ~y~  § ,~, 
t ~ l  

1 In fact ds ~ must be posilive whenever all the dxa are not equal to zero; for suppose that 

But this implies the vanishing of the bracket expressions and hence all dxa~o since the rank of 
yi fnnet ooal matri  I I ,o i l  is . enee  a ove form is positive de.oi e and it  fo .ows fro,,, 

a theorem in algebra that the determinant [gaff] is everywhere greater than zero. 
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and from these eqnations and (I. Io) we have 

n + l  

�9 ,~Y~.  
i = 1  

2. General ized  Gauss and Codazzi Equat ions .  

We shall now derive further necessary equations connected with the hyper- 

surface S. Starting with the equations 

~ + 1  

ga~___ Z yi yi 

which define the coefficients of the first fundamental form of S we obtain by 

covariant differentiation the following equations 

n + l  
Z i i i f [Y,'~Y,I~,r + Y,'~,rY,:] --o, 
t = 1  

n + l  
�9 , ~ i  y i  7 

i = l  

n~-1 

Z [y': yi + i i ] 
i = 1  . 

the second and third of which result by cyclic permutation of the indices in the 

first equation. By adding the second and third and subtracting the first of these 

equations we obtain 
n §  

' , 

i = l  

I f  we keep a and fl fixed in (2. I) we have n equations in the n + E unknowns 

y~ ; and since the matrix [ l y i l l  of this system 'has the rank n the equations 

h a v e  but one independent solution�9 But it follows from (I. 4) that d is a solu- 

tion of (z. I). Hence the most general solution of (2. I) is given by 

where the quantities b ~  are arbitrary functions of the coordinates x ", symmetric 
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in the indices a and ft. However if we multiply (2.2) by d and sum on the 

index i we see from (I. 5) and (I. m) that  the bo~ in the above equations must 

actually be the coefficients of the second fundamental  form of the hypersurfaee S, 

By covariant differentiation of (2.2) we obtain 

( 2 . 3 )  * = o ~ + b ~  y,o, fl,~ bofl,~ 

in these equations we consider the system composed To determine the quantities a, 

of (I. I I) and the equations resulting from covari~nt differentiation of (I. 5) i .e.  

(2.4) 

n+l 

i = 1  

n + l  

y ~ a ~  
t = 1  

The determinant of this system, considered as a system of linear equations for 

is the determination of the unknowns a ~, 

a 1 . . .  O-n+1 [ 

I 
yl ... y~+l 

,1 ,1 ; 

y~ ...u,~+~ 
�9 Tp / t  

and this determinant is different from zero since its square is the determinant 

I go~l in consequence o f  (~. 3), (~. 4) and (I. 5). Hence (2.4)has a unique solution 

o" which is in fact easily seen to be given by 

~, v ~ l  

~: into (2.3) we have Substituting these values of a, 7 

7t 

(2.6) Z b q -  ,,. 
t~, ~,~1 

23--36122.  A c t a  mathemat ica .  67. I rapr im6 lo 26 aofit 1936. 
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now express the  fac t  t h a t  the  left  members  of (z. 6) sat isfy the  ident i ty  ~ 

n n 

y~ _ yi .~ yi B �9 ,a, fi,, ,",,,~ - - Z  - - - -  Z yi g~ 

where the B ' s  are the  components  of the  curva ture  tensor  of the hypersur face  S. 

Thus  

(2.7) (b<3,r b~.,,:)C + ~ [b,~b~,,-  b ~br, + B l a ~  
@ 

If we multiply these equations by ~ and make use of (I. 4) and (I. 5)we obtain 

(z. 8) b.~,.: = b~r,:; also 

(2.9) B~(~r ~ - b~6 b:r - -  b. r bl~6, 

i. e. the bracke t  expression in (2.7) vanishes in consequence of (2.8) and  the  fact  t ha t  

the mat r ices  I Ig~ ' l l  and I17]i~11 are each of r ank  , .  The  equat ions  (2 .9 )genera l i ze  

the  equat ion obta ined  by GAuss and  (2.8) those ob ta ined  by CoDAzzi for  the  

special  case of two dimensional  surfaces.  In  the i r  general ized fo rm these equa- 

t ions were first obta ined  by Voss ;  in the fol lowing we shall  re fe r  to them simply 

as the  Gxvss  and  CODAZZI equat ions  of the hypersur face  S. 

3. Gauss  and Codazzi E q u a t i o n s  as Condi t ions  fo r  a R i e m a n n  

Space to be of Class one. 

L e t  us now consider  an n-dimensional  ~Z~IEI~IANN space with e lement  of 

dis tance defined by a posit ive definite quadra t ic  differential  fo rm 

(3. I) ds 2 :  ~ g , :dx~dx: ,  (g,: : g:~,), 

where the  g 's  are cont inuous  funct ions  possessing cont inuous  first and second 

der ivat ives  in a ne ighborhood  U of a point  x~ of the  n-dimensional  n u m b e r  space. 

W e  ask under  wha t  condi t ions  this  space can be regarded  as a hypersur face  S 

in a Eucl idean  space E of n +  I dimensions,  i. e. under  wha t  condit ions will there  

1See, for example, T. Y. THOMAS, The Differential Invariants of Generalized Spaces, 
Cambridge University Press, I934, p. 44, Eq. (I 3. 8). Attention is called to the fact that the above 
components of the curvature tensor are the negatives of those used by some writers. 
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exist a set of equations (I. I) defining a hypersurface S in E such that the in- 

trinsic element of distance of S is given precisely by the above form (3. !)" If  

this hypersurface S exists and is not un n-dimensional plane the R I E ~ A ~  space 

is said to be of c lass  one. 

The above problem is equivalent to the problem of finding conditions for 

the form (3. I) and another form 

c G f i ~  1 

where the b's are continuous functions with continuous first derivatives in U, to 

be the first and second fundamental forms of a hypersurface S defined by equa- 

tions of the type (I. l). Approaching the problem from this standpoint we con- 

sider the system 

(3. :) 

OY~ i ~i 
O x  ~ = y ,~ ,  

OYia 
. . . . .  F2  {~ y i  + b~ {3 o ~, 
O x ~  

Oa i 2L 
i 

O X a _ _  ,~ t~ 9 Y, v " 

The first set of these equations was previously introduced as the equations defining 

the quantities y~,  the second set in which the F ~  are C~IRISTOFVEL symbols 

based on the given form (3. I) is the expanded form of (2.2); and the last set is 

identical with (2.5). We now regard (3.2) ~s a system of equations in the un- 

knowns y~, y i  and d and as such this system gives necessary conditions on the 

quantities g ~  and b ~  for them t o  be the coefficients of the first and second 

fundumental forms of a hypersurface S. Calculation and simplification of the 

integrability conditions of (3.2) leads to the equations 

(b~.l, ~ - -  bo,.  ~.) o ~ + [B(sv 8 + b v b ~ - b  ~ b ~ ] f l  y . - - o ,  
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which are satisfied identically in consequence of (2.8) and (2. O). Hence (3.2) is  

completely integrable and by the existence theorem for such systems admits a 

solution yi(x), y~(x),  a~(x) defined in the neighborhood U, this solution being 

uniquely determined by the arbi t rary initial values yt(x0), y~(xc) , a~(Xo) of these 

functions. ~ On account of the above hypothesis of differentiability of the func- 

tions g ~  and b,~ i t  is evident tha t  the functions yi(x)  and d (x) will be continuous 

with continuous derivatives to the third and second orders respectively in U. 

I t  remains to show tha t  the equations 

n+l 07.1 i Oy i 

[~] =-'q~-  Y' OxO Ox ~ 1 7 6  
i = l  

~+1 Oy ~ 
(3.3) [6] --= ~, a;~xTx~ = o, 

i = 1  

n + l  

[o] --- ~ .; r - i = o ,  

are satisfied in U. For this purpose let us choose the arbitrary initial values of 

the unknowns which uniquely determine the solution of ( 3 . 2 ) s o  that at the 

init ial  point x0 ( U the system (3.3) is satisfied; this is evidently possible. ~ Then 

the above bracket expressions will be uniquely determined functions of the x ~ in 

U, continuous and with continuous first and second derivatives in this neigh- 

borhood, and equal to zero at  Xo. To show tha t  these expressions vanish iden- 

tically in U we differentiate the equations (3.3) and thereby obtain, af ter  making 

certain rearrangements  by way of simpliciation, the following equations 

O [aft] _ ~ { ~  [~fll + F" [al, 

(3.4) 

'17, 

Ox~~ [6 ]  _ ~" ~,,~.q"" [.~] + )2 r~o~ [~] + bo~ [o], 
te, v - I  ~ : I  

Ox,~ 2 b~,~g [v]. 
~6~ qv=l  

t See, for example, T. Y. THOMAS, Systems of total differential equations defined over simply 
connected domains, Annals of Math., ,35, I934, P. 73o. 

2 For example, if we make a linear transformation of the coordinates x a so that at the ini- 
tim point we have ga~ = ~ with respect to the new coordinate system the equations (3.3) will be 
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Calculation of the conditions of integrability of (3.4) shows that  they are satisfied 

identically on account of the Giuss  and CODAZZI equations. Hence (3.4) possesses 

a solution [aft], [a], [o] uniquely determined in U by the assignment of the 

arbitrary initial values of these expressions at x ~ -  x~; it follows that the above 

functions [aft], [a], [o] which are defined in U and which vanish at x ~ ~-xo ~ mus~ 

vanish identically in U. 

Since the form (3. I) is positive definite in U by hypothesis it follows from 

the first set of equations ( 3 . 3 ) t h a t  the functional matrix ]]y~(x)]] will be of 

rank n in U. Hence the equations 

(3.5) v < u), 

will define a hypersurface S of the Euclidean space E. By the first se~ of 

equations (3.3) the form (3. I) will be the first fundamental form of S. Also the 

second set of equations (3.2) can be solved for the quantities b ~  by making use 

of the last equation in (3.3) and the equations so obtained are identical with 

(I. Io); hence the above form ~p appears as the second fundamental form of the 

hypersurface S. W e  may therefore state t h e  following result: 

Two quadratic differential forms 

g ~  dx'~ dx~, ~_j b,,~dx~ dx t3 
a,~=l a,~=l 

the coefficients of which are continuous functions of the variables x ~ with continuous 

partial derivatives to the orders two and one respectively in a neighborhood U of a 

point x~ of  the n-dimensional number space, the first form being positive definite, 

will be the first and second fundamental forms of  a hypersurfaee S of the Euclidean 

space E of n + I dimensions, the surface S being defined by equations of the type 

(3.5) with right members which arc conti~uous functions of the variables :c ~ and 

which possess continuous partial derivatives to the third order in U, if, and only if, 

the Givss  and CODAZZI equations are satisfied in the neighborhood U. 

With  regard to the original question as to the determination of conditions 

for a l ~ i ~ A ~  space to be of class one the following modification of the above 

italicized statement can evidently be made: A I~IE~A~ space with element, of  

sat is f ied by  t a k i n g  a I . . . . .  ( T n ~ o ,  6 *~+1= I and  Oyi/Ox a =din. T r a n s f o r m i n g  back to t h e  

or ig inal  coord ina tes  the  t r a n s f o r m e d  va lues  of t he  quan t i t i e s  Oyi/Ox a and  t h e  above va lue s  of t h e  

sca lars  a i will  s a t i s fy  t h e  s y s t e m  (3.3) as requi red .  
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distance defined by the positive definite quadratic differential form (3. I) the coefficients 

g ~  of  which are continuous functions of  the variables x ~ possessing continuous first 

and second partial  derivatives in the neighborhood U will be of  class one, if, and 

only if, the curvature tensor B does not vanish identically in U and there exists a 

set o f  functions b~ ~ ( =  b~) continuous with eo~tinuous first part ial  derivatives in U 

such that the GAuss and CODAZZI equations are satisfied in U. 

4. Motions of Hypersurfaces in Euclidean Space. 

Let us subject the _Euclidean space E to a motion, i.e. a point transforma- 

tion defined by the equations 
n + l  

i yk + c t, 

k = l  

where the a's are constants forming an orthogonal matrix IIa~,l[ and the e's are 

arbitrary constants. The condition that the matrix liar. l] be orthogonal may 

conveniently be expressed by equations of the form 

n + l  n + l  

i i 
E akam= m ' a t a t ~ a m 
i = 1  i = 1  

(k, m = I ,  . . . ,  ~ +  I), 

the second set of these equations being in fact an algebraic consequence of the 

first set. As a result of the motion of E the hypersurface S becomes a hyper- 

surface S~ given by the equations 

n + l  

(4.3) Y~* -~ Z a~ y~(x) + ct' (x < U), 
k = l  

identical values of the parameters x ~ thus defining a one to one correspondance 

between S and S,.  I t  is easily seen that the two hypersurfaces S and S, have 

the same first and second fundamental forms, namely 

E go (x)dxodx,, bo (x)dxodx . 
a,/3=l a,~=l 

That the first fundamental forms are the same follows immediately from (I. 3), 

the corresponding equations for the hypersurface S, and the condition of ortho- 
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gonality (4.2). Also it follows readily from equations of the type (i. 4)and ([. 5) 

that  the direction cosines o~, of the normal vectors to S, are related to the 

direction cosines ~ ut corresponding points of S and S, by the equations 

n + l  

(4 .4)  ~ ~ Z Z a~. o~. 

We can of course choose the d, so that  the + sign in (4.4) applies without loss 

of generality; then it results from (4. z), (4.3), (4.4) and equations of the type 

(I. 8) that  the second fundamental forms are likewise identical for S and S,.  
Now consider two hypersurfaces S and S, having the same first and second 

fundamentM forms; by this is meant that the coefficients of these forms are 

either identical functions of the coordinates x" in ~ neighborhood U or tha t  

they can be made so by a coordinate transformation in one of the hypersurfaces. 

Assuming this condition to hold we know from the results o f w  3 that  the hyper- 

surfaces S and S, are defined by equations of the type (I, i) the right members 

of which are given as solutions of the same system of equations (3.2) and are 

uniquely determined by the values of the quantities yi yy~, and d chosen so as 

to satisfy (3.3) at ~ point Xo < U. For simplicity let us suppose a linear trans- 

formation of the coordinates x" of S and S, to be made so that  at the point 

, , -~ ~+1 the con- x0 the g,~ have the values d~. Then if we put: yia-~-~i and a ~ i 

ditions (3.3) at x " =  x~ can be written in the abbreviated form 

~.+1 

(4- 5) ~.~ ~: ~,,.' " ---~ d '~m, (k, m-~ I, . . . ,  n + I ). 

Now it can readily be shown t that  if ~ = / z  i~ and ~. ~--- ~ are two solutions of 

(4. 5) they are related by equations of the form 

We h~ve 

~lenee 

Mu l t i p ly ing  by  b~ and s u m m i n g  on the  i ndex  1 gives 

i a i m i ~ i m 
t ta = ~ m ~k , a m  ~ Iq  v t  . 

BuS 
i i i 
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n + l  
Y r  i m 

-~ a m vg, k 
~,/2= 1 

(i, k = i , . . . ,  n + i ) ,  

where the a's are the elements of an or thogonal  mat r ix  Ila:~ll . Hence  if the 

funct ions  y~(x) and y~,(x) which define the hypersurfaces  S and S,  are such tha t  

, a '  n + l  a t  X a a 

, , a  ~ a ~  " ~ n + l  

we must  have the ident ical  re la t ions 

n + l  n + l  n + l  

�9 . . , (X), 
k = l  k = l  k = l  

where the cons tant  c ~ are chosen so tha t  the first set of these relat ions holds at  

x " =  x~. This follows f rom the above existence theorem and the fac t  t ha t  the 

lef t  and r ight  members  of the above equat ions each cons t i tu te  a solut ion of 

(3.2) assuming at  the point  x o the same init ial  values. 

We  have thus  proved the fol lowing result :  Two hypersu~faees S m~d S, 

of the Euclidean .space E have the same first and second fundamental forms if, and 

only if, they are transformable by a motion in JE. 

5. Types of Hypersurfaees. Intrinsic Rigidity. 

A hypersur face  S will be said to be of type  one if the rank  of the matr ix  

IIb~#(x)ll is zero or one for  x <  U. I t  will be said to be of type �9 where �9 is 

an in teger  of the set 2 , . . . , n  if the rank  of the above mat r ix  is ~ for  x ~  U. 

W e  shall now prove the in teres t ing  result  t ha t  the type ~umber of a hypersur- 

face S is determined by its intrinsic properties, i.e. by the first fundamental form. 

Firs t  consider the special case of a flat hypersurface  S which is characte- 

rized by the fact  t ha t  the curvature  tensor  vanishes for  x ~ U. Then by (2.9) 

we have 

(5. i) b ~  b~ --  b~ b ~  = o. 

Now the  left  members  of these equations are the second order  minors of the 

matr ix  Ilbo ll. xt follows f rom (5. ~) therefore  tha t  IIb. ll has rank  zero or one 

at  points x < U. Conversely if II b~] l  is of rank  zero or one at  points x < U 
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then  (5. I) as satisfied and hence by (2.9) the curvature  tensor  vanishes in U. 

Hence,  a hypersurface S is f ia t  if, and only if, it is of  type one. 

Now consider the fol lowing two systems of equat ions 

(5.2) ~ b~ A~= o, 

(5.3) ~ B . ~ A  s = o. 
S ~ I  

Suppose S is of type n. Then  if  the  ma t r ix  ][B[[ of the  system (5.3) is of rank  

< n at  a point  x ~ U this system will have a non-tr ivial  solution A ~ and i t  will 

resul t  f rom (2.9) t ha t  
n 

(5.4) ~ (b~s ~ - b.~ b~s) AS = o. 

But  since def. I b~l ~ o at  x by hypothesis  it  follows f rom (5.4) by mul t ip lying 

by 5#r and summing on repeated  indices t h a t  A s ~  o; hence the rank  of the 

matri~ IIBll is n for points ~ <  U. Conversely if the rank o~ IIBII is ~ for a 

point x~ < U it ~ollows that II b.~ll has r a n ~ .  at ~ since otherwise (5.2) would 

have a non-trivial  solution A s sat isfying (5.3) in contradict ion to the hypothes is  

on the  rank  of the mat r ix  [[B[[. Hence,  a hypersu~faee S is of  type n if, and 

only if, the matrix IIBII h,s  ,',,,.k ~ for all points x < U. 

Assume finally tha t  S is of type �9 where ~ is an in teger  of the set z , . . . ,  

n - - x .  I f  the  mat r ix  [[B[[ has  the  r an k  a a t  a point  x ~ <  U then  a ~  since 

every solution of [5.2) is likewise a solution of (5.3). Now t rans fo rm the  

coordinates  of U so tha t  Ilbo~ll has the form 

b~t . "  b ~  

O 

at  the point  xx. Le t  A ~ be a non-tr ivial  solution of (5.3); t hen  A a satisfies (5.4) 

in consequence of the  relat ions (2.9). I t  t h en  follows f rom (5.4) in which the  

indices a, fl, 7, ~ have the values I , . . . ,  z t ha t  A ~ . . . . .  A ~ ~ - o ;  also we know 

tha t  one of the quanti t ies  A s for  6 > ~ is different f rom zero since the above 

solution is non-trivial. Hence  these A's satisfy the system (5. z), i .e .  any solu- 
2 4 - - 3 6 1 2 2 ,  Acta mathematica. 67. I m p r i m 6  le 26 aof i t  1936. 
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tion of (5.3) is a solution of (5.2). Hence a > ~ and it therefore follows that 

a = ~  or in other words the matrix IIBII has the rank ~ at all points x <  U. 

Conversely if the rank of IIBII is ~ at a point x~ < U the rank of Ilbo ll must 

also be ~ at this point since otherweise we would have a contradiction with the 

results above established. Hence, a hypersurfacc S is of type ~ where ~ is a n  

integer of the set 2 , . . . ,  n - - I  ,,:f, and only if, the matrix IIBII has ,'ank v for all 

points x < U. 

I t  follows from the above italicized statements that  the type number of a 

hypersurface S is completely determined by its intrinsic metric character; it is 

an intrinsic integer invariant of S. A RI~MX~N space will therefore be said to 

be of type one if the curvature tensor vanishes identically and of type �9 where 

is an integer of the set 2 , . . . ,  n if the above matrix ]]B]] has rank �9 for 

x ~ U regardless of whether or not this space can be considered as a hyper- 

surface of the Euclidean space E. 

A hypersurface S (or RIE~ANN space o f  class one) will be said t o  be in- 

trinsicaUy rigid provided that  the second fundamental  form is uniquely deter- 

mined (to within algebraic sign) by the first fundamental form and the equations 

of GAuss an4 CODXZZL As so defined it is clear that  intrinsic rigidity is a local 

property. From the result of w 4 we know that  the position of a hypersufface 

in the Euclidean space E is determined by its first and second fundamental 

forms to within a motion in E;  also it is well known that  if two hypersurfaces 

S and S, in E are related by such a motion either can be obtained from the 

other by a rigid displacement in E or else by a rigid displacement combined 

with a reflection in a plane. It  follows that  an intrinsically rigid hypersurfaee 

S can not be subjected to a continuous deformation in E in such a way that  

its internal metric properties will be left  unaltered throughout  the deformation. 

We proceed to develop certain relations between the type number of a hyper- 

surface and the property of intrinsic rigidity. 

Consider the system 

(5.5) b,a br -- b,~ bfla = eo~a co~r --  oJ.y oJ~a 

as equations to be solved for the symmetric quantities oJ,~. Assume def. [ b~ l  ~ o 

at a point x x < U. I t  then follows readily from (5.5) that  also the def. ] coati] ~ o 

at xx. In  fact  if we multiply these equations by b ~ and sum on the repeated 

indices a, ~ we find 
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7 a ?  
~=i L \ a ,  6=1 / a=l 

and by taking the determinant of both members of these equations we establish 

the above result. ~ o w  put ~o~fl = b~  + 2.fl and use this substitution to elimi- 

nate the ra's from (5.5) so as to abtain 

(5.6) b.a~.r + b~,X~ -- b,~r ~,fl,~ -- b~a~,.r + ~ f l ~  -- ~.y ~ = o. 

io. Suppose def. ]~.~]#o ~t ~ and multiply (5.6) by ~27 summing on 

repeated indices: 

(5.7) (n--  2)b~ + (n + b ~  I ) Z ~ = o ,  b ~  ~ )J~bfly. 
{~, ~=1  

Again multiplying these latter equations by ) ~  we find that  b = -- n/2 and when 

this value of b is substituted into (5.7) the resulting equations give ~ = - - 2  b~  

for n ~ 3; hence ~o~ = -- b~ .  

2 ~ . Suppose def. ]g~ l  = o at x~ < U. Let At be a non-trivial solution of 

the equations ~2.~A~----o. Multiply (5.5) by b ~ and sum on repeated indices: 

(5.8) (n+i--2)Z~7+Xb~-- , b~Z~TZ~=o, ;t~ ,~ b~Z~. 
a, d ~ l  a, d=l 

Multiplying (5.8) by Ar and summing on the repeated index 7 then gives 

~ A r  2 = o; 

hence E = o since the coefficients of E can not all vanish in these equations as 

this would be in contradiction to the assumption that  def. ]b.~] # o a~ xl. The 

equations (5.8) therefore become 

n 

(n -- 2) ~y =- ~ b " ~ . r ~ e ;  hence 
e~, ~ = I  

(n - 2 ) [ ~  - b~] = ~ b ~  [~.~ - b.~] [ ~  - b~] 
a, ~ = I  

and these equations reduce finally to 
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?~ 

(5.9) n ~ o ~ = ( n - -  I)bfl~+ ~ b "Sco~Y~o~," hence 
a, 6=1 

(5. IO) n b ~ - - ( n - -  I)CO~+ ~ co~b~b~ 
a, d = l  

since the quanti t ies  eo~7 and b~ in (5.9) are obviously interchangable .  I t  now 

follows f rom (5.9) and (5. IO) tha t  

n ~ ,  (,n - -  I)b{~y + ~ b a~ = ~-_-~-b,.~ - -  b.~ b~,~, ~ol~,~ 

and on reduct ion  these equat ions become ~ofl~ = b~ for  n _--> 3. 

We  can now state the fol lowing result :  I f  def. ] b ~ l  # o at a point  x~ < U 

then  at  x~ the equations (5.5) have o ~  = +_ b.~ as the i r  only solution (n > 3). 

To ex tend  this resul t  assume tha t  ] ] b ~ l  ] has rank  r >  2 at  x~ < U. Transform 

the coordinates  of V so tha t  at  the point  xt the matr ix  ]]b.~[] has the form 

. . . .  F - o - - I I  

Then  equat ions (5.5) give ( , ~  = + b~t~ (c~, fl = i, . . . ,  r) in eonsequenee of the 

above result.  Also we must  have 

(5. I i) w ~  ~o~ - -  ~o,~ w ~  = o 

if one of the indices in these equat ions has a value > r. Taking a, fl, 7 = I  . . . . .  r 

and 6 > r  we can then construct  the quant i t ies  ~o~7 by which (5. I I ) c a n  be 

mult ipl ied so as to obtain ~ o ~ , = o  for a = I, . . . ,  r and 6 > r. Now take fl, 7 = I ,  

. . . ,  r and a, ~ --  r +  I, . . . ,  n in (5. II);  these equat ions then  reduce to t o ~ t o ~ = o  

f rom which w ~ - - o  follows immediately.  Hence  we have tha t  t o ~ - :  +__ b ~  for 

all values of the indices, i .e .  if the  matr ix  ]]b~!3][ has rank  > 2 at  a point  

x I ~ U the equat ions (5.5) at x~ have ~o~fl= 2_ b~fl as thei r  only symmetr ic  

solutions. 

The above results establish the fol lowing theorem:  A hypersurfaee S of type 
> 3 is intrinsically rigid. ~ 

1 This  theorem has been proved by KILLING, Xicht Euklidische t~aumformen, Leipzig (I885), 
p. 237 and by  later  writers;  see, for example, L. P. EISENHART, l~iemannian Geometry, Princeton, 
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6. The Codazzi Equat ions  as Consequences of  the  Equations of Gauss. 

Consider a RIr~ANN space with element of distance defined by  the quadrat ic  

differential form (3. x) the coefficients g,,~(x) of which are continuous functions 

of the variables x a in the neighborhood U with continuous first and second 

derivatives. Le t  ba~(x) be a set of symmetric quantit ies likewise defined in U 

with continuous first derivatives in this neighborhood. W e  assmne tha t  the 

functions gate(x) and ba;~(x) satisfy the equations of Gauss  (2.9) for x < U. I t  

will now be shown tha t  in general  the above funct ions will also satisfy the equa- 

tions of CODaZZi (2.8) in U. 

By covariant differentiat ion of (2.9) we obtain 

[ Ba~,~,, = b.~, ~ b;~ + b~,~ ba,~ -- b~r, ~ b~0, -- b~,r, ~ ba~, 

(6. ~) _ B , ~ ,  r = ba~, r b ~  + b~,  rba~ - -  b,a, r b ~ - -  b~, rb ,~ ,  

Bar ,~ = bar, abe, + bfl~, ,~ ba./ - -  ba, a b~e --  b~;, a ba~, 

the second and thi rd  set of equations being obtained from the first by cyclic 

permutat ion of the indices. Adding corresponding members of the above equa- 

tions we obtain a set of equations the left  members of which vanish on account 

of the Bix~c~r~ identi~ies so t ha t  we have 

(6. 2) bar &a,~r + b.,~ ~Par* + ba~ qg~,~ r + bflr ~,~,~ + ba,~ @"*r + b~, @.r* = o, 

where 
q~g~ ----- b~,~ - -  b,~,g. 

Now assume def. [b,~l ~ o at  a point xt ~ U. We  can then  construct  the 

quantit ies ba~ at  xl and mult iplying (6.2) by these and summing on the repeated 

indices we obtain 

a, 7=1 a, 7=1 

account being taken of the skew-symmetry of the @'s in their  last  two indices. 

Similarly mult iplying (6. 3) by b~ ~ we have 

(6. 4) 
( n  - = O .  

a, 7 ~ l  

(1926), p. 2oi. The proof which we have given of this theorem although somewhat more lengthy 
than the proofs of the above authors has the advantage of greater formal simplicity. 
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Hence  if n > 4 i t  follows f rom (6.3) and (6.4) t h a t  q)~,~r is equal  to zero. Tha t  

is, if the  above funct ions  g,~(x)and b,~(x) satisfy the equat ions of GAvss and 

if def. Ib ,~14=o for  x ~ U then  the  equations of CODAZZ~ are also satisfied in 

U ( .  > 4). 

To extend the above resul t  let us assume tha t  the  mat r ix  ] l b ~ l l  has rank  

r >- 4 a t  a poin~ x~ < U and tha t  a coordinate  t r ans fo rmat ion  has been made in 

U so tha t  at  Xl the mat r ix  lib,211 has the form 

o 

At xl we then  know tha t  q),~----- o if a, fl, 7 ~-- I, . . . ,  r by the above result.  Now 

take a, fl, ~,, r = I, . . . ,  r and e > r in (6. z); mult iply these equat ions by b~ and 

sum to obtain 
n 

(6. 5) ( , ' - -  2) q)~0 --  fl~,~ ~ b ~r q),~ = o. 
a, 7~1  

Again mult iply the last  set of equat ions by b ~  giving 

n 

a, 7=1 

~ O .  

Hence  from (6. 5) we have q)~,~-~ o for  fl, ~ = I, . . . ,  r and e > r. Next  take 

fl, 7, ~, ~ ~ I, . . . ,  r and a > r in (6. 2), then  mul t ip ly  these equat ions  by b~r and 

sum on repeated indices; this gives qg~a,-~ o. W e  have now shown tha t  the 

quant i t ies  q)a~r vanish at  the point  xl if two of the indices are in the range 

I , . . . ,  r and the other  index is > r. 

Take a, fl, 7 :  I , . . . , r  and ~ , e > r .  Then mult iply (6. 2) by b~r; we deduce 

q ) ~ : o .  Take a, 7, e :  I . . . . .  r and fl, 6 > r  and mult iply (6.2) b y b  ~ r t o o b t a i n  

again q )~a -~  o but  for  the last  range  of indices. Hence  the q)'s also vanish if 

one of the indices has a value I , . . . ,  r and the o ther  two indices are > r. 

Final ly take a, 7 :  I , . . . , r  and fl, cJ, e > r  in (6.2), mul t ip ly  by b ~ and 

obtain @fl~a~o,  i .e .  the  q~'s are equal  to zero at  x~ for  all indices > r. We 

have now shown tha t  for  all values of the indices the quanti t ies  q )~ r  vanish in 

the  ne ighborhood U. 
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As the above requirement that  the form (3. I) be positive definite can evid- 

ently be replaced in this discussion by the weaker condition that  the def. I g~ a [ # o 

for x < U we have in fact proved the following 

Theorem. Let 

be two quadratic differential forms the coefficients of which are continuous functions 

of the variables x ~ of the neighborhood U with continuous partial derivatives to the 

orders two and one respectively; furthermore let the matrix IIg~H have rank n and 

the matrix Ilbo ll have r a , ~  >_-4 for x < U. Then, i f  the coefficients of these 
forms satisfy the equations of Gxvss for x < U, the equations of CoDAzzi will 

automatically be satisfied in the neighborhood U. 

7. Reality Conditions. 

We shall now 

considered as a system 

the components of the 

~ >  3 (w 5) defined in 

the complex form 

(7. i) 

investigate the solutions b ~  of the Gxvss equations (2.9) 

of algebraic equations, the left members of which are 

curvature tensor of a RI~,MANrr space (n > 3) of type 

U. In general a solution of these equations will have 

b.~ =p~2  + ] / - - l q ~ ,  

and as a first step in this investigation we shall determine necessary and suf- 

ficient conditions for the solution (7. I), if such exists, to be real, i.e. for the 

above quantities q~fl to vanish. 

By a well known theorem in Algebra we have 

b~ ba~ b~ I ~ 

b~ b~ b~ 

baz ba~ bar 

where the b~z etc. denote the cofactors of the corresponding elements of the 

determinant in the left member of this equation. But these cofactors are directly 

expressible in terms of the components of the curvature tensor on account of 

the equations (2.9); making these substitutions we have 
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(7.2) 
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I t  therefore follows that 

baz bat ba~ ]~ 
b~z b~. b~ (7.3) 

Hence, the inequalities 

(7.4) 

constitute 
be real. 

B ~ , ~  Ba~,2 B a ~ ,  . 

B a ~  Ba~z~ Bang2 

B ~ . ~  Ba~2 B a ~ ,  

Ba~g Ba~g, B,~z 
Bt3vag B~7,~ Blswz 

B~aag Brag, B:,a~,Z 

necessary 

Ba~sag Baflg~ Ba~3~,a 
-- Bls~,a" Bls:,g. B~ .x  >~ o 

B~,,~,zg B~a.,, Bva,,z 

conditions for the solution ba~ of the Gx~ss equations (2.9) to 

Now we know from the considerations of w 5 that  the (real or complex) 

solution matrix Ilba~(x)]l o f  the GAvss equations must have rank , at points 

x ~ U. Consider this solution at a particular point x~ ~ U where it may have 

the complex form (7. I). The following cases may then arise: 

Case I. Rank of IIq. ll is > 3, 

Case I[.  Rank of Ilqa~ll is 2, 

Case III .  Rank of Ilqaall is I, 

Case IV. Rank of I[qa~ll is o. 

Before proceeding to the discussion of these cases we shall state a number of 

simple lemmas which will have direct application. 

above solution b ~  at x, to be pure imaginary it follows Supposing the 

from (7.3) that  
qaz qau~ qa~ ]:~ 

qfl2 qflg q~, ] - - - -  

at xl. But since Ilba~(xl)ll has rank ~ 3 it must be possible to find indices 

a, fl, 7, 4, tt, v so that  one of the determinants in the left members of these equations 
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is dif ferent  f rom zero; for  this  select ion of indices the  le f t  m e m b e r  will t hen  be 

negat ive  while the  r igh t  m e m b e r  will be ~ o by (7.4). This  gives 

L e m m a  I .  The solution b~ of the G a u s s  equations can not be pure imaginary 

under the conditions (7.4). 

I f  we subst i tu te  (7. I) into the  r igh t  members  of the  GAvss equat ions  and  

equate  ~o zero the  imag ina ry  par t s  we obta in  

(7. 5) p~q~y + p ~ q ~  - -p ,~q~  - - p ~ q ~  ~ o. 

Assume the  ma t r ix  I { q ~ l l  has  r a n k  r and  give this ma t r ix  the fo rm 

qri  " ' q r~  

O 

by a l inear  coordinate  t r a n s f o r m a t i o n  in U. I f  r = - - n  we can cons t ruc t  t h e  

quant i t ies  q~r by which we can mul t ip ly  (7.5) and sum on the  repea ted  indices;  

th is  gives 

(7.6) ( n - - 2 ) p ~ + p q ~ = o ,  p=--- ~ q~'~P~r. 
~, 7=I 

Similar ly  mul t ip ly ing  these  equat ions  by q~6 and  s u m m i n g  we obta in  p ~ - o ;  

hence p~6 ~ o since n ~ 3 by hypothes is .  Now suppose r < n. Take  fl, 7 ~  I . . . .  , r 

and  a , ~ > r  in (7,5). Then  (7.5) becomes 

p~a q ~  -~- O 

f rom which it  follows tha t  p ~ j = o  if a , d > r .  Nex t  take  a , ~ , 7 - ~ I , . . . , r a n d  

d > r in (7.5); t h e n  f r o m  these  equat ions  we have  

P ~  q~y - - T ~  q~ ~ = o. 

Mul t ip ly  the la t te r  equat ions  by  q ~  and  sum to  obtain  

( r  - I ) p ~  = o .  

Hence  p ~  ~ o for  a ~ I, . . . ,  I" and  ~ > r if r > I. F ina l ly  if r > 2 it  fol lows 

f rom the equat ions (7.6) for  n ~ r  t ha t  p , d - ~ o  if a, ~ -  I, . .  ., r. This  gives 

the  fol lowing lemmas:  

25--36122. Aeta matheraatica. 67. Imprim~ le 26 aoflt 1936. 
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Lemma II. 

Lemma III. 

a =  1,2; f l > 2 .  

Lemma IV. 

T. Y. Thomas. 

z / I l q ~ l l  has rank > 3 then p ~ a = o  for all im~iees, 

I f  IIq~ll  has ,'a,,~ two then p~y-=o for e, f l > 2  a,,d for 

~f Ilqo~ll has ra~I~ one then p o ~ =  o/b~" ~,, ~ >  ~. 

Returning now to the above cases we see by Lemma I I  that  if Case I holds 

the solution b~  must be pure imaginary which is in contradiction with Lemma I. 

I f  Case I I  is assumed to hold then by Lemma I I I  the matrix ]]b~2][ must have 

the form 

O 

in contradiction with the 

Case 1I[ the matrix I[b~ 

fact that  this matrix has rank z > 3. Similarly under 

][ would have the form 

P~t 

pTt 1 

with a maximum rank of 

means that the solution 

hypotheses. 

111,2 ' " p l n  

two. Hence the remaining Case IV must hold which 

b,~ of the GAvss equations is real under the above 

Theorem. I f  the left members of the GAuss epuations (2.9) are the compo- 

nents of the curvature tensor of a RIE~ANN space (n ~ 3) of type ~ 3 with element 

of distance (3. I) defined in a neighborhood U and i f  these equations have a solution 

G~(x) for x < U, then this solugon will be real at all points x < U if, and only 

if, the conditions (7.4) are satisfied. 

8. Algebraic Resultants and the Equations of Gauss. 

We have seen in the preceding section that  if a RIEMA~N space is of class 

one the reality conditions (7.4) must be satisfied. I f  now the RIEMAN~ space is 

of class one and type ~ 3  we know from w 5 that  at any point x l <  U one of 
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the determinants in the left members of (7.3), the elements of this determinant 

being the coefficients of the second fundamental form of the corresponding 

hypersurface, must be different from zero. Hence one of the left members of 

(7.4) "must actually be > o and we can therefore state the following result: A 

necessary condition for a RIE~A~ space (n ~ 3) of type ~ >= 3 to be of class one 
is that the inequality 

(s. 

(8. 2) 

Let us 

namely 

(8.3) 

~_~ B ~ . ~  B ~  B ~ .  I > o, (x < U), 

be satisfied, where the summation is to be exte~ded over all possible values of the 

indices appearing in the above determinant. Further necessary conditions in the 

form of a system of linear homogeneous equations can be derived as follows. 

Multiplying both members of the GAuss equations (2.9) by b,, we obtain 

b~ B ~  == b~ b~ b~ -- b~ b~ z b~; also 

Subtracting corresponding members of these equations we have 

and when use is made of the substitution (2, 9) the latter equations become 

now write the GAuss equations (2.9) in their homogeneous form 

33.~r~ t 2 = b. ~ b~r ~ b. r b~ ~. 

Consider the equations (8.2) and (8.3) as a system for the determination of the 

unknowns t and b,~. Since the B's appearing in this system are the components 

of the curvature tensor of a t~IEMANN space of type v ~ 3 the system must admit 

a solution such  that  the matrix [[b~[ I has rank ~ at any point x < U if the 

RIE~AN~ space is to be of class one; hence in particular the system composed 

of (8.2) and (8.3) must admit ~ non-trivial solution (t, b~) at any point x < U. 

Now we know from the theory of systems of homogeneous algebraic equations 

that  the above equations (8.2) and (8.3) must admit a resultant system, i.e. a 

set of polynomials in the components B such that  the yanishing of these poly- 
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nomials is necessary and sufficient for the existence of a non-trivial solutionJ 

Representing the resultant system of (8.2) and (8.3) by R~(B) it follows that 

(8.4) R , ( B )  = o, (x < U), 

is a necessary condition for the above RI~aAI~N space to be a hypersurface of 

the Euclidean space E. 

Assmning (8.4) to be satisfied let (t, b~a) be a non-trivial solution of (8.2) 

and (8.3) at a particular point Xl ~ U. Suppose t ~ o in this solution. Then 

(8.5) 

Now multiply (8.2) by b~, interchange ~ and tt and subtract; when use is made 

of the conditions (8.5) and the identities satisfied by the components of the 

curvature tensor we then obtain 

(8.6) b ~ b ~ r B , , ~  + b ~ , n b ~ B ~  + b ~ b ~ B ~ , ~  + b z n b ~ r  

Putt ing 7----tt in (8.6) we have 

(8.7) 
b~,~ b ~  B~,~t~ + b,,~ b~ ~ B ~  + b~n b ~  B, , ;~  = o, 

br b ~  B~o,~, + b~, ,~ b~,~ B ,~ ,~  + b~ ~ b ~  B ~  = o, 

br b~, B ~ , ~  + b,~ b~o, B~,~,r + b,~ b~t, Bo,,~, = o, 

the second and 

by replacing the indices 

of the above system is 

(8.8) 

third of these sets of equations being obtained from the first 

(av) by (vw) and (wa) respectively. The determinant 

By (8. I) one of determinants (8.8) must  be different from zero. 

a ,v,  oJ,~,f t ,~ be chosen so that  the 

zero; then from (8.7) we have 

Let the indices 

above determinant (8.8) is not equal to 

b~ bfl~ -~- b~,~ bfl~ -~ b ~  b ~  ~-- o, 

where ~, #, ~ are determined and fl, ,2 are arbitrary. Putt ing V = fl we see from 

i See B. L. VAN DER 'WAERDEN, Moderne Algebra, II, Berlin, Springer, I931, p. I4. 
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the above equations that  bs~ b ~  ~ -o  from which it follows that bsfl = o for fl 

arbitrary. Making use of this fact and replacing the free index 7 in (8.2) by 

the determined index ~ these equations yield the system 

(8.9) 

with matrix 

{ b~ B,~,r162 + b~r162 = o, 

b~cB~,~ + b~B~,~C= o, 

b~; B~,~, + b~B~,,~,;= o, 

The rank of this matrix mus~ be two since otherwise the determinant (8, 8) would 

be equal to zero contrary to hypothesis. Hence (8.9) gives b~ = o and b ~ s =  o 

for ~, d determined and fl arbitrary. I t  now follows from equations (8.2) that  

I b~ B.,#~ ~ O, 

b(s~ B~,~,,~r = o, 

b;3"l B~,~4~ --- o, 

where the indices fl and 7 are arbitrary. Now one of the B's in these equations 

must be different from zero since otherwise the determinant (8 .8)would be equal 

to zero. Hence bey ~ o for arbitrary values of the indices fl, 7 and since we have 

assumed that  t = o it follows that the solution (t, b, 8) of the system (8.2) and 

(8.3) is trivial contrary to hypothesis. Hence we must have t ~ o so that  the 

quantities b, J t  can be defined and these constitute a solution of the GAuss 

equations (2.9). We thus arrive at the following 

Theorem. I f  the left members of the GAuss equations (2.9) are the compo- 
nents of the curvature tensor of a RIE~ANN space (n > 3) of type ~ > 3 with element 
of distance (3. I) defined in a neighborhood U then these equations have a solution 
b~(x) for  x < U if, and only if, the inequality (8. I) and the equations (8.4) are 
satisfied. 

When the conditions (7.4) are likewise imposed it follows from the theorem 

at the end of w 7 that the above solution b~(x) will be real. In this case the 

polynomial inequality (8. I) can be replaced by the polynomial inequality 
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B,~?+ 1 7 ~  B . ~  

(8. :o) - .~ B ~ ,  B ~ ,  B~r~ > o. (x < U) 

Br~a~ B r , ~  Br.~a 

of lower degree, the summation in this inequality and in (8. :) having the same 

significance, t tence we have the 

Theorem. I f  the left members of the GAvss equations (2.9) are the components 

of the curvature tensor of a RrEM~N spaee (n >= 3) of type z >= 3 with element of 
distance (3. I) defined in a neighborhood U then these equations will have a real 

solution b,~ for x < U if, and only if, the inequalities (7.4) and (8. m) and the 

equations (8.4) are satisfied. 

I t  follows from the results of w 5 that  the solution b,~(x) of the GAvss 

equations which exists in accordance with the above theorem will be determined 

uniquely to within algebraic sign at each point x < U. 

9. Explicit Determination of the Solutions of the Gauss Equations. 
Continuity and Differcntiability Properties. 

Since the real solution b.?(x) of the GAuss equations is determined to 

within algebraic sign at each point x < U under the conditions of the last theo- 

rem in the preceding section we are now faced with the problem of showing 

how these algebraic signs can be selected at the various points of U so that  the 

functions b.?(x) will be continuous and differentiable in U. We shall first derive 

a set of equations which wiU have application in the discussion of this problem 

after which it will be treated in detail under a number of special cases. 

Consider the determinant 

b~ b~, b~  

and also its adjoint, i.e. the determinant 

(9.2) J ( a # T Z # v ) -  b~a b?l* bl~, ' 
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wher b~# is the cofactor of the corresponding element in J .  By a theorem in 

Algebra ~ any element of the determinant d,  multiplied by J ,  ~s equal to the 

cofactor of the corresponding element of the adjoint determinant ~ Hence by 

(7. ~) we have 

(9-3) J(~fiT~.~v)G~ -- B~,~).~ B ~ '  d ( ~ 7 ~ v ) b " ~ -  B ~ g ~ o B ~ ( ~  . . . .  

Case I. n =  ~ 3. In this special case the determinant z/ ( ~ 3 ~ 3 )  does 

not vanish in U; let us therefore choose the above algebraic signs so that  at 

any point x < U the determinant z/ (~3123) is positive. Now the determinant 

z/ can be expressed in terms of the B's on account of (7.3); when this substit~u- 

tion is made for .d (!~3~3) the equations (9-3) give 

(9.4) 

B~,~ BI~,~ 1 

B ~  B ~  

B~112 B~,~8 B31~, 

B~,~ B~,~a B~,~ 
. . . . . . . . . . . . . . . . . . . .  Q 

. . . .  ~ ~ ~ . . . . . . . . . . . . .  

Since the coefficients of the form (3. I) are assumed to be continuous with con- 

tinuous first and second derivatives in U and also since the above equations 

(9.4) are valid throughout U it follows immediately that  the functions G#(x) 
are continuous in U. If  furthermore the coefficients of the form (3- I) are such 

that  the B's possess continuous partial derivatives the functions b,~fl(x)will have 

continuous partial derivatives to the corresponding order. 

Before proceeding to the next case we shall make some general remarks 

which will have application whenever the rank �9 of tim matrix ]]b~fl(x)l I is < n. 

By hypothesis then the matrix ]lb~(x)]] has rank , < n i n  U. Consider an 

arbitrary, point x I < U. By a theorem in Algebra there must be a diagonal 

determinant of IIGS(xl)II of order �9 which is different f r o m  zero s ince ~ is the 

rank of the matrix I]Gfl(x,)l]; for definiteness we suppose this non-vanishing 

determinant to be situated in the upper left hand corner of i .e .  we 

suppose the determinant 

' See M. BOCnER, Int,roduction to Higher Algebra, MacMillan, I9z 9, p. 33- 
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(9.5) 

to be different from zero at  x~. 

of the form 

(9.6) 

(9.7) 

b l l  " ' "  bl~ 
�9 , , , 

b~l ".. b~ 

Then at  x~ there must  exist identical  relations 

b~ = bc, A e = ~ bcaA ~ A,~ 
c= l  C, (I=I 

"$'+ I, . . . ,  n 

(~, v = , +  I, . . . ,  n). 

N o w  

and 

the consistent system 

(9.8) 

with matr ix  

mult iply (9-6) by be/ in terchange the indices e and d in these equations 

subtract.  When  use is made of the GAvss equations (2.9) we then obtain 

( d , e , f = I , . . . , ~  ) 
Ba~f, = ~_~ Ba,sc A~, 

c = l  ~ ~ T +  I ,  . . .~ n 

(9.9) 

Now consider tha t  set of the GAvss equations which contains in its left  members 

the elements of the above matrix,  i .e .  the equations 

(9. m) B d e f c  ~ b d c  b e f  - -  b d f  b e c ,  (d, e , f ,  c = , ,  . . . ,  

Since z ~ 3 and the de terminant  (9.5) is different from zero at  x I we know from 

the consideration of the system equivalent to (9. Io) in w 5 tha t  at  x~ the matr ix 

(9�9 9) has rank ~, the maximum possible rank of this matr ix  in U. Hence the 

equations (9. 8) give a determinat ion of the quantit ies A c as ra t ional  expressions 

in the components of the curvature  tensor B, these expressions being valid in 

a neighborhood V such tha t  x~ < V < U. 

0use II .  n > 3, z =  3. At  an arbitrary point x~ < U the matr ix [[b~(x)[[ 

will have rank three and hence will contain a non-vanishing diagonal  determi- 

nan t  of order three; wi thout  loss of general i ty we may suppose this to be the 

above determinant  J (123123) and  we may fur thermore  suppose the algebraic 

sign of the functions b ~ ( x ) a t  x -~  x~ to be selected so tha t  d (I23123) is posi- 

tive. As we have already mentioned it then follows from w 5 tha t  the corre-. 
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spending matrix (9.9) will have rank three at x 1. Let R (B) denote a third order 

determinant in (9.9) which does not vanish at xl; then the equations (9. 8) cor- 

responding to this determinant will give a unique determination of the quantities 

A~ by rational expressions in the B's valid in a neighborhood V such tha t  

x~ ~ V ~  U. Now the square of J (I23123) is equal to the expression under- 

neath the radical in (9.4) which is ~ o by (7.4). But since J (I23123) is posi- 

tive at x 1 the above expression underneath the radical will also be positive at 

Xl and hence positive in a neighborhood W ~  V of x~. Hence J (I23123) will 

be different from zero in W and we can therefore choose the algebraic signs of 

the functions b,~fl(x) for x ~ W so that  the determinant z/ (i23123) is positive 

in W. Then b~.~(x) for x< :  W and a , L ? - - i , 2 , 3  will be given by (9. 4). Denote 

the polynomial in the B's which appears underneath the radical in the denomi- 

nators of (9.4) by Q (B). Then substituting (9.4) for the beg and also the above 

rational expression for the A c into the right members of (9.6) and (9. 7) we have /$ 

the b:~ given, for all values of the indices, by expressions of the form 

P (B) P (B) 
(9. II) [Q(B)],/~ or [Q(B)]~/,R(B), 

where P(B) denotes any polynomial in the B's, and these expressions are valid 

in the neighborhood W. 

Case III.  n >  3, ~ >  3. The matrix Ilb~[] has a fixed rank ~ at points 

x ~ U and hence at any point x there will be a diagonal determinant of order 

which does not vanish. At a particular point xz ~ U let us suppose for de- 

finiteness that  the determinant 

(9.12) 

is different from zero. 

bl l  " '"  b tv  

As we have seen above we may now determine the A c 

by (9.8) as rational expressions in the B's, these expressions being valid in a 

neighborhood V ~ U of the point xl. I t  remains to be shown that  expressions 

can be found for the elements ben of the above determinant (9. 12) corresponding 

to the first expression in (9. I I) after which the equations (9. 5) and, (9.7) can be 

applied as in the preceding case. In  this connection we shall make use of the 

following lemma which we shall state without proof since it obviously admits a 

simple formal demonstration, 
26--36122.  Acta mathema~Cea. 67. Imprlm@ le 29 ~o~t 1936. 
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Lemma. Let Q be a quadratic form with matrix M of rank a ~ 3. I t  is 

then possible by means of a non-singular transformation of  the variables to trans- 

form Q into a form Q' such that in the matrix M '  of the coefficients of Q' every 

minor determinant of order three will be different ~'om zero. 

By this lemma it is possible to make a linear transformation x - * y  of the 

coordinates of U in consequence of which the matrix IIb~ll  at x~ will have 

the form 

b~l "'" b~ 

o 

at the corresponding point yl and all of the third order minors zl(aflT]~tLv ) in 

the determinant (9. I2) appearing in the upper left hand corner of the above 

matrix will be different from zero. Now by (7.3) these third order minors are 

given by 

V 
- B . ~  B~I~,~ B . ~  I 

(9. 13) zt(af171ttv) ~- _+_ B[~e~ B~v,, B~.t,~ . 

Since all the expressions underneath the radical will be positive at Yl they will 

therefore be positive in a certain neighborhood D of yl. Hence in D all third 

order  minors of (9. 12) Will be different from zero. Now choose the algebraic 

signs of the functions b~  at points of D so that the determinant z/ (I23123) 

will be positive in D. Then zt (123123) is given in D by the corresponding 

equation (9. 13) in the right member of which the + sign is to be taken; hence 

the functions b~ ~ for a, fl = I, 2, 3 will be given by (9.4) in D and will therefore 

be continuous in this neighborhood. Now consider a third order minor of (9. I2) 

containing one of the rows or columns of z/(I23 I23), for example, the determinant 

b~l b2, b~3 

z/ (234123)~- b31 bj~ b83 

b41 b4~ b4s 

Suppose that  the equation (9. I3) which contains this determinant in its left 

member involves in its right member the - - s ign  at Yl and the + sign at some 

other point y~ < D. Join Yl and y, by a continuous curve C in D. Then Since 
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the function J (234123) does not vanish on C and has  opposite algebraic signs 

at the end points of C it must be discontinuous at some point P of C. At _/9 

one of the elements in the first row of the determinant J (234123) must be 

different from zero since this determinant does not vanish at P;  for definiteness 

suppose b ~ l # o  at P. Then by (9.3) we have 

z/ (234123)~[  B~4alB,~81a B~a~lB~4~{/b2~" 

Hence the left member of this equation is continuous at P since b~l # o at P 

and is continuous in D. I t  follows that the equation (9.13) which gives A (234I 23) 

in D must involve only tile - - s ign  in its right member if this sign is valid at 

the point y 1. From (9.3) we can now obtain expressions analogous to (9.4) for 

the functions in the last row of A (234123) and these expressions will be valid 

throughout D. Continuing we can thus show that  the functions b,~ for a, f l= I ,  

. . . ,  ~ are given in D by definite expressions in the B's  of the general form of 

the first expression in (9. II); from these and the rational expressions for the A~ 

it follows by (9.5) and (9.7) that the functions b ~  are given, for all values of 

the indices, by definite expressions in the B's  of the general form (9. I I) valid 

throughout D. Hence all b ~  are continuous in D and are likewise differentiable 

in this neighborhood in accordance with the differentiability properties of the 

components of the curvature tensor B. If, now, we make the linear transforma- 

tion y--~ x to the original coordinates of U the above properties of continuity 

and differentiability of the functions b ~  will persist in a neighborhood W ~ U 

of the point x 1, 
Under Case I I  and Case I I I  we have now shown that  corresponding to 

any point xl '~ U there exists a neighborhood W ~ U containing xl such that 

in W the algebraic signs of the functions b~2(x) can be chosen so that  these 

functions are continuous. To indicate the association of the above neighborhood 

W with the point x t we shall henceforth employ the notation W(xl). :Now the 
algebraic signs of the functions b~(x) in W(xl) are uniquely determined by the 
selection of sign at an arbitrary point x' < W(xl) and the requirement that the 
functions b~(x) be continuous in W(xl). In fact we saw from the preceding 

considerations that  the continuous functions b~(x) were determined uniquely in 

W(x~) by a selection of algebraic sign at x~; and it was also clear that  if the 

other selection of sign were made at x~ the functions b~(x) so determined would 
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be the negatives of those previously found. Hence there are only the two pos- 

sibilities +_ b~o(x)and from this fact the above statement follows immediately. 

We must now show that  we can choose the algebraic signs of the functions 

ba~(x) in the various neighborhoods W(x~)~ U so that  these functions will be 

continuous throughout U. For this purpose we assume b~2(x) continuous in W(xl) 

where x 1 is any point of U. Let x' be any other point of U not in W(xl). 
Join x 1 to x' by a continuous curve C. We may now suppose for simplicity that  

the neighborhoods W(x) are spherical neighborhoods in U in the definition of 

which the Euclidean measure of distance in U may be adopted. We can now 

cover the points of C by a finite number of spherical neighborhoods W(x~), 
W(x.2),..., W(x,,), W(x') which can be taken so that  two consecutive neighbor- 

hoods alone have points in common. By taking the algebraic signs of the func- 

tions b,~(x) for x < W(x~) so that  at a point x" of the intersection W(xa)/1 W(x~) 
the values of the above functions are identical with the values of the functions 

bar for x <  W(xl) we secure the identity of b,~(x) for x <  W(xl) and x <  W(x,) 
at all points of the intersection; this follows from the above italicized statement. 

Then b,o(x) is continuous for x < W(xa)+ W(x,). Proceeding we define the 

b, ~ (x) as continuous functions for x < N where 

N =  W(xa) + �9 + w ( x . )  + w(x').  

If, now, we join xl to x' by another continuous curve C' and proceed as for the 

curve C the values of the functions b~(x) at x ~  x' will be the same for this 

second determination. In fact since U is simply connected by hypothesis we can 

pass from C' to C by a continuous deformation in U thus sweeping out a sur- 

face T. Now it is possible to pass from C to C' by a finite number of continuous 

curves C, C1,..., Cm, C' on the surface kg possessing the property that  any curve 

of the set lies wholly within the spherical neighborhoods W by which the preceding 

curve is covered; as this construction is evidently possible the details will be 

omitted. Proceeding along the neighborhoods by which Ca is covered we define 

the continuous functions b~(x) for x < _N1 . . . .  , and finally the continuous func- 

tions b~(x) for x < N'.  Thus we arrive at the Continuous functions b~(x) for 

x < N* where 

N * : N +  N1 + -,- + Nm + N '  

and hence the determination of the values of b~(x) at x = x '  is independent of 

the curve C as above stated. I t  is therefore possible to choose the algebraic 
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signs so that  the functions b~o(x) will be continuous for x < U and in fact 

uniquely determined by the selection of algebraic sign at an arbitrary point 

x ~  U. 

For brevity in the statement of our results let us denote by R~ a RIE~iNN 

space with element of distance defined by the (positive definite) quadratic dif- 

ferential form 

ds '~= ~ g~(x)dx  ~dx~, 

having coefficients gay(x) which are continuous and possessing continuous first 

and second derivatives in an open simply connected neighborhood U of a point 

of the n ( ~  2) dimensional (real) number space. I f  furthermore the components 

of the curvature tensor B possess continuous first derivatives in U the space 

will be denoted by R*. We may now state the following 

Theorem. Let the left members of the GAuss equations (2.9) be the components 

of the curvature tensor B of a space R~ and denote by ba ~ (x) the real solution of these 

equations which is determined to within algebraic sign at the various points x ~ U 

under the conditions stated in the Theorem at the end of w 8. Then it is possible 

to select these algebraic signs so that the functions b, ~ (x) are continuous in U being 

uniquely determined by the selection of algebraic sign at an arbitra~ T point x i ~ U 

and havi,g the general form +__ b~l~(x ) in U. I f  the space R~ is also an R* then 

the continuous functions b~(x) will have continuous first partial derivatives in U. 

io. Mgebraic Characterizations. 

By the result of w 5 we know that  the space R~ will be of type �9 >-2, if, 

and only if, the matrix 

B z ~ i  ". B ~ n  

has rank �9 at all points x ~ U. To state this in the form of an algebraic 

characterization as defined in the introduction to this paper let us denote by 

H(~), H (~)~ , . . .  the minor determinants of order ~+ I and by G(~ *), G (2)~ , . . .  the 



I~06 T . Y .  Thomas. 

minor determinants of order , of the above matrix. Then the algebraic cha- 

racterization of RIEMANN spaces R2 of type �9 is given by the following ~ 

Theorem. A space R~ is of type ~ >= 2 if, and only if, the following conditions 

are satisfied at all points x ~ U. 

Let us now consider the algebraic characterization of spaces R2* for which 

~2 > 3 ,  ~ := 3 as spaces of class one. We assume first of all that the conditions 

of the Theorem at the end of the preceding section are satisfied so that the 

GAuss equations admit a real solution b,~(x) continuous and differentiable in U. 

I f  n---- 3 the conditions that the CODAZZI equations (2.8) be satisfied are obtained 

immediately by substituting into these equations the values of the b,~ given by 

(9.4). Denoting th e polynomial in the B's which appears underneath the radical 

in (9.4) by Q(B) the equations resulting from the above substitution will involve 

terms of the form 
P(B) f '  P(B,  B') P ( B ) B '  
[Q(B)] '/'~' [Q(B)]'/" ' [Q (B)] '/'' 

where P(B) is used to denote any polynomial in the B's  and P(B,  B ' ) to  denote 

any polynomial in the B's and their first partial derivatives B'; also it is observed 

that  those terms of the first of the above types contain the CHRISTOFFn~ sym- 

bols /'~v. Multiplying the above equations by [Q(B)] '/2 and transposing all terms 

to the left members these become polynomials in the quantities F, B and the 

first partial derivatives of the B's  which are denoted by B'. Let us represent 

this set of polynomials by _F 8 (B, B', F). 

If  n > 3 the proceedure while analogous to the above is somewhat more 

complicated. Select any third order determinant R ( B ) f r o m  the matrix (9.9) 

with � 9  and use the corresponding equations (9.8) to determine the A c. Sub- /* 

stitute these A c and the bca given by (9, 4) into (9.6) and (9.7) to determine the 

remaining b~ .  We shall then have the bo a given by expressions of the form 

1 Al though we have previously defined the  algebraic characterization in terms of conditions 
involving a set of polynomials in the  s t ructural  functions ga~ of the  RIEMANN space and their 

derivatives there is no objection to s ta t ing  these conditions in terms of polynomials  in the com- 

ponents  of the  curvature tensor B since we can immediately pass  from these latter conditions to 
the former. Analogous remarks apply to the algebraic characterizations given by the following 
theorems. 
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Substituting these expressions for the b:p into the CoDxZZi equations (2.8) the 

resulting equations will involve a sum of terms of the form 

P(B) F P(B) F P(B, B') P(B)B' 
IQ(B~:' [Q(B)]~/~R(B) ' [Q(B)] ~/~' [Q (B)]:/~' 

(B, B') P (B) P (B) B' 
[Q(B) ]V:R(B) '  [Q(B)] : / :R(B)  ' [Q(B)]' /:[R(B)] "2 

Multiply these equations by [Q(B)] ~/~ [R(B)] ~ and transpose all terms to the left 

members; then these left members will be polynomials in the F's the B's and 

the first partial derivatives B' of the B's. Denote the set of these polynomials 

Now for the case under discussion it is possible for Q (B) or R (B) to vanish 

at some point xl ( U. But if Q(.B)= o at x I the expressions (Io. I) at x 1 will 

be indeterminate, i .e.  the numerators /~ (B) will likewise vanish at this point; 

similarly if R ( B ) = o  at xl the second set of terms ([o. I )mus t  be indeterminate. 

This follows from the above assumption that  the GAvss equations have a solu- 

tion b:~ in U and the fact that without this indeterminacy we would have a 

contradiction with this assumption. Hence if either Q(B) or /~ (B) is equal to 

zero at x I we see that  at this point the polynomials of the set F ~  ) must likewise 

vanish. In the contrary case, i .e. if neither Q (B) nor /~ (B) is equal to zero at 

x 1 then F~)-~  o express necessary conditions on the space R2*. 

Owing to the possibility that Q(B) or R(B)may vanish at some point 

xl ( U with the consequence that the equations F~) ~ o will fail to express the 

condition that  the CODAZZI equations are satisfied at x~ we must  repeat the above 

process by which the expressions F ~  ) were determined for all selections of third 

order determinants of the matrix (9.9) and for all sets of equations analogous 

to (9.4). In this connection it may be observed that  the selection of algebraic 

sign before the denominators in (9, 4), or the analogous equations, is immaterial 

since a reversal of sign at this place will merely reverse the sign of all quantities 

b:~ which are thereby determined. We  thus arrive at a finite set  of polynomial 

expressions F(~), FI~) , . . .  which for brevity we shall denote by F, (B,  B ' , F ) .  

From what we have said above we now see that  the equations 
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(~ o. 2) F ,  (B, B', r )  = o, (x < u) ,  

give necessary conditions for R~* to be of class one. Moreover/Tn ~ o is sufficient 

for the CODAZZI equations to be satisfied; this follows from the fact that  F ,  2-o 

must contain one set of equations F~)== o in the construction of which the de- 

terminant selected from the matrix (9.9) as well as the determinant which appears 

in the denominators of t h e  equations of the type (9.4) will be different from 

zero at the point x < U. This result in conjunction with the result of w 3 and 

the Theorems at the end of w 8 and w 9 now gives us the following theorem. 

Theorem. A s2ace R*~ of  dimensionality n >--_-3 and type v ~ 3 is immersible 

in a Euclidean space E of  n + I dimensions i .e.  it  is of  class one if, and only if, 

the conditions (7.4), (8.4), (8. Io) and (Io. 2) are satisfied. 

If  the space R~* is of type ~ > 3 the CODAZZ~ equations are satisfied auto- 

matically under the conditions stated in the Theorem at the end of w 6. The 

following theorem results immediately. 

Theorem. A space R*~ of  dimensionality n ~ 4 and type ~ ~ 4 is irnmersible 

in a Euclidean space E of  'n + I dimensions i .e.  it  is o f  class one if, and only if ,  

the conditions (7.4), (8.4) and (8. Io) m'e satisfied. 

By combining the conditions of the first Theorem of this section with those 

of the following Theorems we obtain directly the algebraic characterization of 

the space R* as a space of type ~ :> 3 and class one. 

~. Extension to Topological Spaces. 

Consider a space in which neighborhoods are defined satisfying the four 

axioms of HAUSDO~F~ (topological space) the neighborhoods • of the space being 

homeomorphic to the above neighborhood U. In consequence of this homeo- 

morphism the space is covered by one or more systems of coordinates x ~ and we 

shall assume for our present requirements that  the coordinate transformation 

which is thereby defined in the intersection N 1 f~ _h~2 of any two intersecting 

neighborhoods IV 1 and IV 2 is continuous and possesses continuous partial deriva- 

tives to the order three inclusive. A topological space of this character will be 

denoted by H s. The extension of ~he preceding discussion to closed spaces H s is 

of particular interest from a geometrical standpoint. In the following we state 
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certain results concerning topological spaces H s which can be obtained from the 

foregoing developments without the necessity of additional calculations. 

Let y t (x ) , . . . ,  yn+~(x) be a set of n + I scalar functions defined over H 3 

these functions being continuous and having continuous partial derivatives to the 

third order; it is to be observed that  these properties of continuity and diffe- 

rentiability of the  functions y(x) will be retained in the transition from one 

neighborhood N1 of H a to an other neighborhood Ne owing to the corresponding 

properties of continuity and differentiability of the coordinate relationships between 

the coordinates of intersecting neighborhoods of H~. We assume that  the func- 

tional matrix Iloy*(x)/Oxoll has rank . at any point of H.  so that  the equations 

= (x < u ) ,  

taken over H 3 define a hypersurface S of the n + I dimensional Euclidean space E. 

Now let (3. I) be a positive definite quadratic differential form defined over H~; 

that  is more specifically (3. I) is defined in the coordinate neighborhoods U by 

which H~ is covered in such a way that the coefficients g~(x) of this form enjoy 

the tensor law of transformation under transformations of coordinates in H~. We 

shall say that  a RIEMANY~ space R~ is defined over H 3 if the above coefficients 

g~l~(x) are continuous and possess continuous first and second partial derivatives 

in the coordinate neighborhoods U; the space R o will be called a I~IE~A~N space 

B~ over H a if the components of the curvature tensor B possess continuous first 

partial derivatives throughout Ha.  In a corresponding manner we may extend 

the definition of the type number r defined in w 5 to a R1E~A~ space R., 

over H a. Now it is evident that  the discussion in w I to w 9 inclusive extends 

immediately to spaces B~ or R~ of type z defined over H 3 owing to the invariant 

character of the underlying equations of these sections provided that  the topo- 

l og i ca l  space H a is simply connected, the property of simple connectivity being 

necessary since use was made of this property of the neighborhoods U on several 

occasions. We can therefore state immediately the following 

Theorem. A RIE)IXN~ space R~ of dimensio~ality n > 3 d@ned over a 

simply eol~,ected topological sl~aee H a is of  class one m~d type three ~f, a~d oT~ly ~f, 

the condition, s (7.4), (8.4), (8. ~o), (Io. 2) and 

(x< U), 

27--36122.  Acta mathematica. 67. Imprim~ lo 27 septembre 1936. 
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are satisfied over H a. Similarly the space R* is of  class o~e a n d  type ~ >= 4 if, 

and only if, the conditions (7.4), (8.4), (8. Io) and 

H(~I) ---- H ~  ) . . . . .  o, ~,[G~')]2 ~ o, ( x <  U), 

are satisfied o~:er H~. 

We shall say that  the RIEMANN space R2 is of variable type if the rank of 

the matrix ]]B][ defined in w 5 is not constant over Ha; in particular R~ will 

be said to be of variable type v ~ a  if the rank of the matrix [[BII is not less 

than a over Ha. If  a space R~ is of variable type >_-- 3 over Hs it follows from 

the Theorem at the end of w 8 that under the (necessary) conditions (7.4), (8.4) 

and (8. Io) the Gxuss equations admit a real solution b ~  over H 8 this solution 

being determined to within algebraic sign at the points of H s (subject of course 

to the indeterminacy due to coordinate transformations). To prove that these 

algebraic signs can be chosen so that functions b,: (x)  are continuous over a 

simply connected space H a we select an)- poin~ p < H 3 at which the matrix ]] b~:]] 

has rank _--__ 3 and by the Lemma of w 9 transform the coordinates of the neigh- 

borhood U > p  so that at this point, with respect to the coordinates introduced, 

all third order minors of I] b-:l] are different from zero. We first choose the 

algebraic signs so that the functions b~:(x) are  continuous in some neighborhood 

of the point p using the method of w 9, which was there however applied only 

to those elements of the matrix ]]b~]] appearing in the determinant (9. I2), for 

this purpose? We then extend this selection of algebraic signs throughout the 

simply connected space H a by the process employed in w 9 with reference to the 

coordinate neighborhood l '~. We thus arrive at the conclusion that the algebraic 

signs can be selected so that the functions,  b ~ ( x )  for  a space B~ of  variable type 

>~ 3 are continuous in Hs and i~ fac t  that these functions possess continuous first 

partial  derivatives in case we are dealing with a ,space R* oat" variable type >= 3 

over H s. Since the continuous functions b~t3(x ) for a space R~ of variable type 

> 3 over H., necessarily satisfy the CODAZZl equations by the Theorem at the 

end of w 6 the following theorem has now been proved. 

i I t  is here to be noted that  we have avoided the use of the equations (9.6)and (9.7)which 
are applicable only when the space R2 is of definite type v ove r /T  8. The method of w 9 involving 
the use of the above equations (9.6) and (9. 7) enables us however to avoid the transformation of 
coordinates in the Lemma of w 9 in the rigorous derivation of the continuity and differentiability 
properties of the solutions bail of the GAUSS equations for spaces R~* of type three; also the above 

equations are clearly necessary in the derivation of the conditions (IO. 2). 
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Theorem. A RIE~AN~ space R* of dimensionality n > 3 defined over a simply 

connected topological space H a is of class one and variable type ~ > 3 if, aud only 

if, the conditions (7.4), (8.4), (8. Io) a~2d 

are sati,~;ed over H s. 

If  the conditions of an}, one of the above theorems are satisfied so that  

the R I ~ i N ~  space /~* over Hs can be regarded as a hypersurface S in the 

Euclidean space • then, since the second fundamental form ~p of the hyper- 

surface S is (to within algebraic sign) determined uniquely, we know from the 

result of w 4 that  S is determined in E to within u motion of this latter space. 

September I3, I935. 


