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1. I n t r o d u c t i o n  a n d  s t a t e m e n t  of  results  

The purpose of this paper is to give asymptotics for the counting function of resonances 

for scattering by strictly convex g~-obstacles satisfying a pinched curvature condition. 

We show that  the resonances lie in cubic bands and that  they have Weyl asymptotics in 

each band. The asymptotics are in fact the same as those for eigenvalues of the Laplacian 

on the surface of the obstacle. The closer the pinching condition brings the obstacle to 

the ball the larger is the number of bands to which our result can be applied. Figure 1 

illustrates the main theorem for the first band. 

Heuristically, the resonances for convex bodies are created by waves creeping along 

the geodesics on the boundary and losing energy at a rate depending on the curvature. 

Consequently, the precise distribution depends in a subtle way on the dynamics of the 

geodesic flow of the surface and its relation to the curvature. A rigorous indication of that  

(for the case of analytic obstacles) was given by the first author in [25]. However, those 

subtle effects are mostly present in the distribution of imaginary parts of the resonances. 

The crude heuristic picture suggests that  as far as the real parts are concerned the 

distribution should be governed by the same rules as those for eigenvalues of the surface, 

and our result justifies this claim. For our proof the pinching condition for the curvature 

needs to be imposed to eliminate interference between different bands. 

The subject of locating and estimating resonances for convex bodies has a very long 

tradition. Its origins lie with the study of diffraction by spherical obstacles. The reso- 

nances of a ball are given by zeros of Hankel functions, and the study of the distribution 

of those zeros was conducted by Watson [36], Olver [19], Nussenzveig [18] and others. 

For more general convex obstacles they were then studied by Fock, Busla~v, Babich- 

Grigoreva [1], and more recently by Bardos-Lebeau-Rauch [2], Popov [20], Filippov 
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Fig. 1. Weyl  law for the  dens i ty  of resonances  in t he  first band ,  X = O 0 .  

Zayaev [5], Harg~--Lebeau [7], and B. and R. Lascar [12]. Also, numerous general results 

about resonances discovered after the work of Lax-Phillips [10] apply particularly nicely 

to the case of scattering by convex obstacles. 

This paper continues our previous work [31], [32] on upper bounds on the number of 

resonances in neighbourhoods of the real axis. The starting point is the same as before: 

we apply an exterior complex scaling argument to turn resonances into eigenvalues of 

a non-self-adjoint operator. We then proceed to a second microlocal reduction of the 

scaled problem to the boundary and establish a trace formula for the reduced problem. 

That  trace formula is inspired by recent progress on global and local trace formulae for 

resonances [6], [26], [27], [38]. It is in fact very close in spirit to the local trace formula 

developed by the first author in [26]. The novelty here lies in working with the reduced 

problem alone and in exploiting the pole-free regions implied by the pinching condition 

on the curvature. 

We recall that  if --AR~\O is the Dirichlet Laplacian on a connected exterior domain 

R n \ O ,  where O is compact with a C~176 then the resolvent 

Ro(A) d=ef(--AR-\O--A2)-I: L2(Rn\O)  ---* H2(Rn\O)NH~(R'~\O), ImA > 0, 



RESONANCES FOR CONVEX OBSTACLES 193 

continues meromorphically across the continuous spectrum Im )~=0, to an operator 

2 . 2 Lcomp(R \O) -+Hioc(R  \O)flHl, loc(Rn\O). 

Here HZ(R~\O)  is the standard Sobolev space, H~(Rn\O)  the closure of C~mp(R~\O) 

in the Hi-norm, and 2 H 2 H 1 Loom, ]oc, 0,1oc are defined from these spaces in the usual way. 

We recall that  Ro is globally meromorphic in /kcC when n is odd, and in AEA, the 

logarithmic plane, when n is even. In this paper we will be considering strictly convex 

obstacles. 

The poles of Ro are called resonances or scattering poles. We will use the following 

notation: 

Mo(/ko) = the multiplicity of the pole of Ro(A) at/k = A0 r 0 

=rank/ :~_Aol=R(A)dA,  0 < e < < l .  (1.1) 

Let us also recall the Airy function, Ai(t), which solves (D2t+t)Ai(t)=O and is bounded 

for t > 0  (that determines it up to a multiple). We will denote the zeros of Ai ( - t )  by 

0 < r 1 6 2  < - . . < r  < . . . .  (1.2) 

We will first state our result under the weakest hypothesis: 

THEOREM 1.1. Let (j be as in (1.2), Q be the second fundamental form of O0 and 
SO0 the sphere bundle of 00.  Assume that 

maxsoo Q ( @ ? / 2  
minsooQ < \ ~ ]  =2.31186 . . . .  (1.3) 

Let us put 

2t'= 2 -1/3 c0s(17t) min  Q2/3, 
s o o  

Then for every sufficiently large C>O, 

K =  2 -1/3 c o s ( 1 7 r ) m a x Q  2/3. 
s o o  

E {Mo ()~) : 0 ~ Re )~ ~ r, xr (Re)~)1/3_ C < - Im )~ < Kr (Re)l) 1/3+ C} 

�9 vol(Bn- (0, 1))  v o l ( 0 0 ) < - '  = (1+o(1)) ~ - ~  2i- 

The only previous lower bound was based on the Gevrey 3-trace formula from [2] 

(in the analytic case and in odd dimensions), and it was of the order r2/3-~--see [29]. 
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It  applies however to a generic class of obstacles which do not necessarily satisfy the 

pinched curvature assumption. 

Theorem 1.1 is a special case of Theorem 1.2 below but we s tated it separately 

for the clarity of exposition. To put  it in perspective we recall now some general facts 

about  counting of resonances for obstacles. The only general lower bound is tha t  of 

Lax-Phill ips [11]: 

{Mo(A) : C <~ I Im A I ~< r, Re A = 0} ) c n ( r i ( O ) ) n - - l r  n - 1  , 

where O c R n is any obstacle with a smooth boundary, n is odd and r1 (O) is the inscribed 

radius of (9. As far as the resonances on the imaginary axis are concerned this bound 

is optimal as shown by the case of s tar-shaped obstacles where one has the same upper  

bound but  with the inscribed radius replaced by the superscribed one. Only a weak lower 

bound for resonances off the imaginary axis seems to be known. It  is shown in [30] that  

~ { M o ( A )  : C~< IAI ~r ,  R e A # 0 ) / >  r " - ~ - ~ / C ~ ,  s > 0 ,  

for the Dirichlet boundary condition when n = 4 k + l ,  and for the Neumann boundary  

condition when n = 4 k - 1 .  

A global optimal upper  bound was provided by Melrose [15]: 

~- ' ]{Mo(A):  I)q ~<r} ~<Crn+C,  n odd. 

This was generalized, in a suitable form, to even dimensions by Vodev [35] while a 

different proof in the odd-dimensional case, more in the spirit of the present paper, 

was given by the authors in [28]. Obtaining a lower bound r n in general constitutes 

an outstanding problem. Obstacles for which there is a lot of t rapping are perhaps the 

most likely to yield first. In that  direction we have shown [29] that  if there exists a non- 

degenerate closed t ra jectory of the broken geodesic flow of R n \ o  such that  no essentially 

different closed t rajectory has the same period, then 

{Mo(A) : I~1 ~ r+C, I Im AI < c log I~1} ~ r/C. 

When the t rajectory is non-degenerate and elliptic then there exist x~--*T(x) and C > 0  

such that  

{Mo(A) : IAI < r+C, IXm ~l < T(IN)}/> rn/C, T(x) = (_9(x-~), 

as shown recently by Stefanov [33] who improved the linear lower bound of Tang and the 

second author [34]. 
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For more information on resonances in obstacle scattering and in many other settings 

we refer to recent surveys [16], [26] and [37]. 

Before stating our full result let us recall the result of [7] and [32] on the pole-free 

region for an arbitrary strictly convex obstacle. In the notation of Theorem 1.1, it says 

that  for some constant C the region 

C ~<Re~, 0 ~ -  Im ~ ~ x ~ l ( R e ~ ) l / 3 - C  

is free of resonances. When a pinching condition on the curvature is assumed we now 

obtain alternating cubic bands free and full of resonances: 

THEOREM 1.2. With the notation of Theorem 1.1 we assume that for some jo~>l 

maxsoo  Q 
minsao  Q 

Then for some C > 0  and for all 0~<j~<j0: 

(i) we have no resonances in 

(ii) 

/ r  \ 3 / 2  
~ j 0 + l  ~ (1.4) 

< \ r / " 

C ~  ReA, K C j ( R e A ) I / 3 + C < - I m A < x C j + I ( R e A ) I / 3 - C ,  

E {MO ()~): I)~1 ~ r, 24"~j (Re ,~)1/3 _ C < - Im A < K~j (Re A)1/3 _~_ C} 

= (1+o(1) )  v ~  1)) vol(OO)rn_l. 
(2~)~-1  

Except for the review of exterior complex scaling in w and for the references to 

some applications of the FBI transform in w167 7 and 10, we at tempted to make the paper 

essentially self-contained. It is organized as follows. In w we present a general outline 

of the proof. w is devoted to general theory of semi-classical second microlocalization 

with respect to a hypersurface. It is developed in a slightly more general form but with 

applications to further sections in mind. In w we discuss Grushin problems for model 

ordinary differential problems: they indicate how a reduction to the boundary should 

proceed. w introduces symbol classes adapted to the second microlocal calculus and to 

the ordinary differential model problems. They will give the parametrix valid near the 

boundary. In w we give estimates which will allow treatment away from the boundary, 

and in w the methods of w167 4, 6 and 7 will produce a global well-posed Grushin problem 

which will realize the reduction to the boundary. In other words we will reduce the 

study of resonances to the study of a well-understood operator in a second microlocal 

pseudodifferential class on the boundary. In w we prove a trace formula for that  operator, 

and then in w we use it to prove the local semi-classical version of our result. 
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2. Outline of  the proof  

The purpose of this section is to provide a broad outline of the proof. Some of the 

ideas presented here come from older works and the detailed references are given in 

corresponding sections. 

The first step of the argument is a deformation of R n \ O  to a totally real sub- 

manifold, F, with boundary 0 F = 0 0  in C ~. The Laplacian - A R ~ \ o  on R'~\O can be 

considered as a restriction of the holomorphic Laplacian on C n, and it in turn restricts 

to an operator on F, - A t .  When F is equal to ei~176 n near infinity then the resonances 

of - A R % o  (that is, the poles of the meromorphic continuation of ( A R % o - ~ ) - I ;  we 

take the Dirichlet boundary conditions) coincide with the complex eigenvalues of Ar  in 

a conic neighbourhood of R. That  is the essence of the well-known complex scaling 

method adapted to this setting. 

Normal geodesic coordinates are obtained by taking x ~ as coordinates on 0(9 and 

x,~ as the distance to 00 .  In these coordinates the Laplacian near the boundary is 

approximated by 

D 2 -2x ,Q(x ' ,  D~,)+R(x', D~,), (2.1) Zn 

where R is the induced Laplacian on the boundary, and the principal symbol of Q is the 

second fundamental form of the boundary. The complex deformation near the boundary 

can be obtained by rotating xn in the complex plane: x,~F--~ei~ which changes (2.1) to 

e-2i~ - 2e'~ x ,Q(x  ', D~, ) + R(x', Dx, ). (2.2) 

The natural choice of 0 comes from the homogeneity of the equation: 0=�89 This is 

discussed in w 

It is also natural to work in the semi-classical setting, that  is, to consider resonances 

of -h2AR%o near a fixed point, say 1. Letting h--~0 gives then asymptotic information 

about resonances of --ARn\o. 

Hence we are lead to an operator which near the boundary is approximated by 

Po(h) = e-2~i/3((hDx,)2 + 2x,~Q(x ', hD~,))+ R(x', hD~,), (2.3) 
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and we are interested in its eigenvalues close to 1. 

As in many diffraction problems the natural homogeneity of the leading part near 

the boundary plays a crucial rSle. To indicate it here let us take the principal symbol of 

(2.3) in the tangential variables. That  gives 

Po (h) = e -2~i/3 ( (hD~)2 + 2xnQ(x', ~') ) + R(x', ~'). 

We are interested in the invertibility of Po(h)-~ for r close to 1, and that  should be 

related to invertibility of the operator-valued symbol po(h)-~. We rewrite it as 

Po (h) - r = h 2/3 (e -2~/3  (Dt 2 + tit) + A -  z), 
(2.4) 

t=h-2/3Xn, A=h-2/3(R(x ' ,~ ' ) - I ) ,  z : h - 2 / 3 ( ~ - l ) ,  # = 2 Q ( x ' , ~ ' ) ,  

that  is, we rescale the variables using the natural homogeneity of po(h)-r This gives 

us the model operator which will be studied in w 

On the symbolic level the operator (2.3) can be analyzed rather easily. We can 

describe (po(h)-~)-I using the Airy function: 

(D2t+t)Ai(t)=O, A i ( - ~ j ) = 0 ,  AiEL2([0, oc)). 

The resulting separation of variables is described in terms of a Grushin problem in w so 

that  it becomes "stable under perturbations".  Because of the rescaling, the symbol class 

of the inverse is very bad in the original coordinates: we lose h -2/3 when differentiating 

in the direction transversal to the hypersurface R - l - - 0 .  To remedy that,  we develop, 

in w a form of a semi-classical second microlocal calculus with respect to a hypersurface. 

That  allows operators with symbols given in the rescaled coordinates. 

From separation of variables (or more correctly from the Grushin problem), the 

invertibility of (Po (h) - (1 + h 2/3z))- 1 for I Im z I ~< C is controlled by invertibility of an 

operator on the boundary with the principal symbol given by 

E ~ C Hom(C N, c N ) ,  0 (E +)I<~i,j<<.N = -(A-z+#2/3e-2~i/3~j)Sij, 
- +  (2.5) 

A=h-2/3(R(x ' ,~ ' ) - l ) ,  # = 2Q(x' ,~ ') .  

Here N depends on C which controls the range of Im z. The pinching condition on 

the curvature (1.3) implies that  the values of z's for which ~--z~-~t2/3e-2~i/3~l is not 
)~ "/--1-,,2/3,:'-2"~i/3f. j > l ,  are not invertible are separated from the values for which . , - ~ _ ~  ~ ~ ,  

invertible. The stronger condition (1.4) provides more bands separated from each other 

and corresponding to different j ' s - - s e e  Figure 2. This separation is eventually responsible 

for the pole-free strips between the bands. After rescaling to the original coordinates the 

strips become the cubic regions in (i) of Theorem 1.2. 
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The passage to a global operator  on the boundary, E_+(z),  with poles of E_+(z) -1 
corresponding to the rescaled resonances is rather  delicate. In w we develop a symbolic 

calculus which takes into account lower-order terms near the boundary, and in w we give 

the needed estimates away from the boundary, where nothing interesting is happening. 

These are put together in w and the operator  E_+(z) is described in Theorem 8.1. In a 

suitable sense it is close to the model operator  E ~ described above. It  has to be stressed --+ 

tha t  a restriction on the range of Re z has to be made: for every large constant L we 

construct a different E_+(z) which works for I Rezl~<L. The properties of the leading 

symbol remain unchanged but the lower-order terms and the symbolic estimates depend 

on L. 

In w we give a trace formula for E_+(z). For tha t  we start  with the obvious ob- 

servation that  the trace of the integral of E_+ (z) -1 (d/dz)E_+ (z) against a holomorphic 
4 function f over a closed curve, ~ i = 1  "Yi, shown in Figure 2 gives the sum of values of f 

at resonances enclosed by the curve. Assuming that  I f(z)l<~ 1 near the vertical sides and 

adding a normalizing term to guarantee the trace class property we can reduce the inte- 

gration to the horizontal sides, at the expense of a controllable error see Theorem 9.1 

for the precise statement.  Tha t  argument  involves a further Grushin reduction, a local 

lower modulus theorem and a good choice of contours. The gain is in obtaining an inte- 

gral in the region where the operator  E_+ (z) is elliptic (roughly speaking in the pole-free 

region). In w we use the second microlocal functional calculus of w to understand 

those integrals. Finally a good choice of f ,  small near the vertical sides of the contour 

and large near the horizontal ones, yields the asymptot ic  formula for resonances in the 

bands when we let L-*oo.  

3. P r e l i m i n a r i e s  

We recall here the facts about  the structure of the scaled operator for the strictly convex 

exterior p rob lem- -we  refer to [31] and [32] for more details. 

We start  by recalling the form of the Laplacian in normal geodesic coordinates with 

respect to the boundary: if we introduce the following coordinates on R n \ O  then 

z = (x', 

n(x')  �9 N. ,  a o ,  

z' C 00,  xn = d( x, O0 ) , 
(3.1)  

ll, (x')ll = 1, 

where ~(x') is the exterior unit normal to O at x'. Then 

- A  = D~ + R(x', Dx')-2xnQ(xn,  x', Dx,)+G(xn, x')D=., (3.2) 
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where R(x', Dx,), Q(xn, x', Dx') are second-order operators on 0(_0, and 

n--1 
R ( x " D x ' ) = - A ~ 1 7 6  E Dy~gl/2giJDy~ ' g = ( d e t ( g / J ) ) - l '  (3.3) 

i , j= l  

is the Laplacian with respect to the induced metric on 0(9. We also note that  if we put 

Q(x', Dx,)=Q(0, x', Dx,) then Q(x', Dx,) is of the form 

n--1 
~--1/2 E D y , j g l / 2 a i j D y  ~ (3.4) 

i , j=l  

in any local coordinates. We recall that  9 gives the Riemannian density gl/2dx on 0 0 .  

We observe that  demanding that  Q(x', Dx,) is of the form (3.4) and self-adjoint with 

respect to the induced Riemannian measure determines Q(x',Dx,) uniquely from the 

quadratic form Q(x', ~') n--1 : E i , j = l  aij(x)~i~j. We have: 

Q(x',~') is the second fundamental form of 0(9 lifted by duality to T*O(9, (3.5) 

and the principal curvatures of 0(9 are the eigenvalues of the quadratic form Q(x',~') 
with respect to the quadratic form R(x', ~ ' ) - -see  Lemma 2.1 of [32] for a direct argument. 

As in w we will also use Q to denote the second fundamental form on TOO identifying 

it with the quadratic form on T*O(9 by duality. 

The complex scaling for the exterior problem was considered in [31] and then in [7], 

[32] and [24]. It is given by 

R~\ O ~ x ~ z = x+ iO(x) f'(x) e r C c n \  (9, (3.6) 

1 where f (x)= �89 0(9) 2. Following Harg4 and Lebeau [7] we scale by the angle 5~r near 

the boundary: 
l+iO(x) 

-- C i~r/3, d(x, 0(9) < C' 
Ii+iO(x)l 

and then connect to the scaling with a smaller angle 0(x)=8o--see [32, (2.13)]. 
The image of (3.6) is a totally real submanifold with boundary, FCCn\O, and 

as in our previous works starting with [28], we define - A  r as the restriction of the 

holomorphic Laplacian -Az----~-~_ t D~2j on C ~ to F. As domain we take the natural 

space corresponding to the Dirichlet boundary condition: Ho ~ (F)AH2(F).  Following the 

long tradition of complex scaling in mathematical physics we showed in [31] that: 

The poles of the meromorphic continuation of ( -  A l ~ \ o  -- 4 ) -  1 in 0 < -- arg ~ < 200 

are given, with the agreement of multiplicities, by the complex eigenvalues of the Dirichlet 

realization of - -Ar  in the same region. 
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Hence we have reduced the problem to studying the spectrum of - A t ,  and it is 

convenient to work in the semi-classical setting. Thus we introduce 

P(h) de=f_h2A r 

= e-2~i/3((hO~,)2+2xnQ(Xn, x', hD~, ;h)) (3.7) 

+ R(x' ,  hD,,  ; h) + hF(x,~, x')  hD~, , 

where the second equality is valid only near the boundary. The additional dependence 

on h in Q and R comes from lower-order terms arising in semi-classical quantization of 

the symbols Q and R. We used here (x', xn) as coordinates on F, and where no confusion 

is likely to arise we will in fact identify F with R ~ \ O  through these coordinates. 

4. S e c o n d  m i c r o l o c a l i z a t i o n  w i t h  re spec t  to  a hypersur face  

In our analysis we will encounter symbols with a non-classical behaviour when differen- 

tiated transversally to the glancing hypersurface E = {R(x, 4 )=  1} C T*O0. Since we lose 

h -2/3 at each differentiation, the standard quantization will not give us a good calculus 

of the corresponding operators. Roughly speaking we cannot localize to regions of diam- 

eter h 2/3 without contradicting the uncertainty principle. Instead we locally straighten 

out E by means of canonical transformations to E0={41=0}.  Then we may localize to 

rectangles in the (xl,41)-space of length ~1  in xl ,  and of length ~ h  2/3 in 41- This 

amounts to a form of semi-classical second microlocalization. The presentation here is 

essentially self-contained, and we refer to [23], [13], [17] and [3] for other approaches and 

references. 

Let X be a compact C~ and let ~ C T * X  be a C~-compact  hypersurface. 

We recall the standard class of semi-classical symbols on T ' X :  

S m'k ( T ' X )  = {a �9 C ~ (T*X x (0, 1]): [O~O~a(x, 4; h)[ ~< C~/~h -m <4> k-I~l }. 

We note that  the symbols are tempered as h---~0 (we make that  assumption about any 

h-dependent function appearing below). 

The more general class, S ~ ' k  where the right-hand side in the estimate is replaced by 

Ca~h-m-~(]c~J+[~[)(4)k-(1-~)[BJ+5[aJ , has nice quantization properties as long as 0~<~< 1 

For any 0 ~ < 1  we now define a class of symbols associated to ~: 

near ~: V1 ... Vh W1 ... Wl2a = O(h -m-~12 (h-hd(~, �9 ))k,), 

where V1, ..., Vtl are vector fields tangent to Z 

a �9 S~,'~ k~'k~ ( T ' X )  ~ and W1,..., Wt2 are any vectorfields; 

away from ~: O~O~a(x, 4; h) = O(h -m-~k'  (4>k2-J/~]). 
(4.1) 
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By the distance d(E, .  ) we mean the absolute value of any defining function of E, that  

is, a modulus of a function which vanishes simply on E and which behaves like (~} away 

from E (near the infinity in T * X ) - - w e  will use the second property below. We will later 
~rn,kl ,k2 use a notation where the indices in ~z,e are replaced by an order function, and that  

will be particularly useful in the case of vector-valued symbols. In the case above the 

order function is h-'~(~} k~-k~ (h-~d(E, �9 )}k~. 

The basic properties of second microlocalization are described in the following propo- 

sition: 

PROPOSITION 4.1. With the definitions introduced above and for 0~<5< 1, there exist 
f f lm'kl 'k2 ( ~ C ~ 1 7 6  and maps a class of operators, - r .a  ~.~/, acting on 

OP~,h : S~,,~k',k~(T*X) lr, m,k~,k~, v ,  

O'El,h: l~r~/skl'k2 ( X )  fn,kl,k2 . m - l + 5 , k l - - l , k 2 - - 1  * sEl,  (T (T x), 

such that 

O-El, h (Ao B) = O-~, h (A) O-El,h (B), (4.2) 

m-- l +5,k l - -1 ,k2-1  o (x) l'k2(x) 
(4.3) 

cr~,_~ h s m , k l , k 2  * r n - l + ~ , k l - l , k 2 - 1  r~,~ (T X)/SEI,~ (T 'X)  ,0 

is a short exact sequence, and 

rn,kl,k2 �9 m , k l , k  2 , rn--lWS, kl-- l ,k2--1 * O-~,hoOp~,h: SEI,~ (T X ) ~  Sr.,~ (T X)/S~,~ (T X)  (4.4) 

is the natural projection map. If  aES~,'~k~'k2(T*X) and d(suppa, E)>>.l/C then ae 

Sm+~k~'k~(T*X) and OP~,h(a)=OPh(a)C~m+~k~'k~(X) where O'"(X)  is the standard 

class of semi-classical pseudodifferential operators on X .  

To define q~m,kl,k~ r.~ (X) we proceed locally and put E into a normal form E0={~l=0}  

(locally). If we have a symbol, a, defined in a neighbourhood of some fixed point on 

{~1=0}, say (0, 0), then we can write a=a(x,~, A; h), A=h-~(1,  so that  near {~1=0}, 

(4.1) becomes 

O~o~Oka(x, ~, A; h) = O(h-m)(A} k~-k. (4.5) 

We will use the notation 

a=O(h-m(A)  kl) e* (4.5) holds. 

For such an a we can define an exact quantization 

- 1 f OPh(a)u(x ) -- (27rh) ~ a(x, ~, h - ~ l ;  h)e(Uh)(x-Y'Ou(y) dy d~, 

(4.6) 

n = d i m X .  (4.7) 
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The main point is that the non-classical behaviour occurs entirely in the ~-variables, and 

hence the composition formulae hold (see for instance [21] for the standard semi-classical 

calculus): if a=O(h-m~(A} k~) and b=(9(h-m2 (A} k2) then 

OPh(a)oOPh(b)=OPh(a#hb ) mod ~ - ~ ' - ~ 1 7 6  

c~EN ,~ 

=E 
a E N  n 

1 
~. (hO~) ~ (a I),=h-'~ ) D~b 

c~ ' I 6 c~ c~ 1 (hO~,) (hO~+h - O)~) 'aDxb, J. 

(4.8) 

a#hb=O(h-m'-m~(A}kl+k~). 

For simplicity we now put m l = m 2 = 0  and assume that ~1 is bounded so that  in 

particular 
h ~< (9 (1)  h ~ -~  (A) - 1. (4 .9)  

We then see that (4.8) gives 

a#hb = ab+ hO~aD~b+ h l-~ O~aD~lb+ �89 h2(1-~) O2 aD21b +... 
(4.10) 

1 hp(l_5)O~AaDPxibH_~ h ()~>kl+k2 p ~ > ( l _ 6 ) - l .  ...+p-~ 

In preparation for the invariance result below let us assume that b is independent of A, 

that  is, O~O~b=(9(1) for all ~ , f l E N  n, and that 0~1b=0 for (1=0. Then O~lb=c(x,~)(l= 
h~c(x,~)A=O(h~(A>), and for j~>l, 

_ /  /h l -5 \J -1  \ 

This gives 

a#hb=ab+h ~-~ / hl-~ \ i = 1 0 ( ' a D x l b w h l - 5 O x a D x l b W O ~ h - ~  (A}kl), 

n 

bC/:ha = ab+h ~ O~,bD~a+O(h 2 (A>k~), (4.11) 
i=1 

5(h2</~)~1):5(h~<~)kl), 
where we used the boundedness of ~1 s e e  (4.9). Hence under the above assumptions on 

b we have 
/ hi-5 \ 

b~ha--a#hb = h i 
(4.12) 

= ~(Hba--c(x,~)AO,\a)+(9~h--(~-(A)k~). 
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H n Here b=~j=lOr162 j-Ox~bO~j is the Hamilton vector field and Oxlb(x,~)=e(x,~)~l, 
as implied by the assumptions on b. The formula (4.12) is very natural as 

(Hba--c(x,~))~O:~a)(x,~,,k)[:~=hl-~ = Hb(a(x,~,A)F~=h~-~l). (4.13) 

We now return to more general considerations. For the operator OPh(a ) we define 

its principal symbol as the equivalence class of a in O(h -m~ ()~)kl)/~(h-ml +1-5 (,k)k~-l). 
This symbol map is clearly a homomorphism onto the quotient of symbol spaces: 

OPh(a ) ~ [a] E O(h -m~ (~}k~ )/O(h-m~+l-~ (,k)k~-l). (4.14) 

We note that  we are not concerned here with the behaviour at infinity in other directions 

than ~1. In the adaptation to a compact manifold the class O(h-m(A) k) will only be 

used on compact subsets of the cotangent bundle. 

For future reference we include here a version of Beals's characterization of pseudo- 

differential operators by stability under taking commutators. The proof, which is given 

in the appendix, follows from an adaptation of the proof in [4]. 

LEMMA 4.1. Let A=Ah: S(Rn)-+S' (R n) and put x '=(x2,  ..., xn). Then A=OPh(a ) 
for a=O(h-m()~} k) if and only if for all N,p,q>~O and every sequence ll(X',~'), 
...,1N(X',~ I) Of linear fo~vns on R 2(n-1) there exist C > 0  for which 

]] adh(~,,hD~ ,) . . . . .  adzu(~,,hD~,)o(adh~-~D~,)Po (ad~)qAuli(q-min(k,o)) 

<~ Chg(hl-5) p+q ]] uiI (max(k,o)), 

where ]]uli(p)= ]]uliL2 + ]] (hl-6D~)Pulin~. 

For the global definition we need the invariance of OPh(O(()~)m)) under conjuga- 

tion by h-Fourier integral operators which preserve E0={~l=0} ,  and that  is the main 

technical result of this section. Before we state it we recall the following standard 

convention of semi-classical microlocal analysis: we say that  A = B  microlocally near 

((x,~),(x ' ,~'))ET*R n if for any a,a 'CC~(R ~) supported in sufficiently small neigh- 

bourhoods of (x,~), (x ' ,~ ')  and equal to 1 in some neighbourhoods of (x,~), (x ' ,~ ' ) ,  we 

have 

Oph(a)(A-B)  OPh(a')  �9 ~ - ~ , - ~ ( R n ) .  

Similarly we say that  B = A  -1 microlocally near ((x, ~), (x', ~')) if 

OPh(a)(AB-I) ,  (AB-I )OPh(a '  ) �9 ~ - ~ ' - ~ ( R  ~) 

and 

OPh(a')(BA- I), (BA-I )OPh(a)  �9 ~ - ~ , - ~ ( R n ) .  

When (x ,~ )=(x ' ,~ ' )  we say that  the statement is mierolocally true at (x,~). For basic 

information about h-Fourier integral operators we refer to [4]. 
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PROPOSITION 4.2. Let U be a classical elliptic h-Fourier integral operator micro- 

locally defined in a neighbourhood of ((0, 0), (0, 0)). Assume that ~, the canonical relation 

associated to U, satisfies 

x(0, 0) = (0, 0), x ( { ~ l = 0 } A V ) c { ~ l = 0 } ,  ( 0 , 0 ) e V C T * R  n, Vopen. (4.15) 

Let A=OPh(a ) where a=(P(()~)m). Then, microloeaUy near (0,0), 

_ /h~-~  \ v-lnV=Oph(b), b = a o K + O ~ - ~ - ( ) ~ ) m ) ,  

where K is the natural lift of x to the (x, ~, )~)-variables: K(y, ~?, t t )=(x,  ~, A) if and only 

if (x, ~) =~(y ,  ~?), )~=(~1/~1)#. Since the operators OPh(a ) are microlocally 0 away from 

the diagonal this provides a complete microlocal description. 

Proof. We start by observing that the proposition holds in the special cases ~(x, ~) = 

(x,~) and x ( x , ~ ) = ( - x , - ~ ) .  The first special case concerns conjugation with elliptic 

classical h-pseudodifferential operators, and it follows from the discussion after (4.8). 

The second special case follows from the first one and the fact that  the proposition is 

easily checked for Uu(x)=u(-x) .  As a consequence we can asssume that x preserves the 

sign of ~1: 

= (x,  o. (4 .16)  

We will prove the proposition by a deformation method inspired by the "Heisenberg 

picture of quantum mechanics", and for that we need the following geometric 

LEMMA 4.2. Let x be a smooth canonical transformation satisfying (4.15) and (4.16). 

Then we can find a piecewise smooth family of canonical transformations [0, 1] ~t~-~xt 

satisfying (4.15) and (4.16), and such that x0= id  and x l = x .  

Proof. Let us denote by E the hypersurface given by ~1=0. We start by considering 

xIE:  (Yl, 0; y', ?~') ~ (xl(y, / ] ' ) ,  0; x ' (y ' , / ] ' ) ) ,  (4.17) 

where for convenience we write (Yl, Y', r]l, ?~t ) C T* R '~ as (yl, ~1; Y', ~')- We notice that ~ '  

is independent of Yl and that it is a canonical transformation mapping (0, 0) to ( 0, 0). 

In fact, the bicharacteristic leaves of E are given by (y', ~ ' )=cons t  and they are mapped 

into the bicharacteristic leaves. The property (4.16) is equivalent to 

~Xl 
- -  > 0 ,  ( 4 . 1 8 )  
Oyl 

and we also have xl(0, 0)=0.  
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We recall that every canonical transformation on a neighbourhood of (O, 0) E T *R  ~-1 

and mapping (0, 0) to (0, 0) can be smoothly deformed within the space of such objects to 

the identity. Applied to x '  this gives a family of canonical transformations x~. Compos- 

ing x with the map (Yl, 771; Y', ??')~--~ (Yl, 771; (x~) - l (y  ', vf)), we can make a deformation of 

x to achieve x ' = i d  in (4.17). 

We have now reduced the problem to considering 

x ( y l , r ] l ; y ' , I ~ ' ) : ( x l ( y , ? ~ ' ) - { - O ( ~ l ) , f ( y , l ~ ) r ] l ; ( y ' , ? ~ ' ) - ~ - ( ~ ( r ] l ) )  , ( 4 . 1 9 )  

where f(y, ~)>0. The projection 

graph(x) ~ (x, ~; y, ~) H (x, ~?) 

is a local diffeomorphism, and hence x has a generating function r ~): 

x: (r ~), ~) ~ (~, r ~)), 

with 

det r 1 6 2  0, ff~l(X; 0, ~') = 0. 

Since x ' = i d  for ~1=0 we also get 

(4.20) 

(4.21) 

! . r r =~'.  

It follows that r 0, ~')=x' .~?'+ C and we can choose C=0 .  Consequently, 

(4.22) 

r ~)= ~'.,'+~(x, ~)~1, g(o,o) =0, (4.23) 

and the non-degeneracy assumption in (4.21) is equivalent to Oxlg~O. Actually (4.18) 

implies that 
og 
Ox---1 > 0. (4.24) 

Conversely, every r satisfying (4.23) and (4.24) generates a canonical transformation 

satisfying (4.19) (with f > 0  and OylXl>O). The second deformation is obtained by de- 

forming g to xl through functions ~ satisfying ~(0, 0 )=0  and 0xl.~>0. We can for instance 

put gt(x, ~)=tg(x, ~ ) + ( 1 - t ) x l .  [] 

We can now complete the proof of Proposition 4.2. Let xt be a piecewise smooth 

family with x l = x ,  x0=id ,  and let Ut be a piecewise smooth family of classical elliptic 

h-Fourier integral operators defined microlocally near ( 0, 0) and associated to xt. We 

arrange also that  UI=  U and U0 =Id.  For notational convenience we assume that our 
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deformation is smooth in t - - t h e  piecewise smooth case follows from the same argument 

applied in several steps. With this in mind we have 

hDt(Ut)+UtQt = 0, (4.25) 

where Qt is a smooth family of classical h-pseudodifferential operators of order 0 with 

the leading symbol qt satisfying 

d x t ( x ,  ~) = (~t) .  (Ha~(x, ~)). (4.26) 

For the reader's convenience we briefly recall the reason for this. The statement is 

equivalent to saying that  for every nECk(T 'X)  we have Hq~x~a--(d/dt)(x~a). On the 

other hand, if A = ~ * , * ( R  n) and At=U[-IAUt then (4.25) shows that  [Qt, At]=(hDt)At. 
Taking A with the symbol given by a, Egorov's theorem gives >r as the symbol of At. 
Since the symbol of [Qt,At] is (1/i)hHq~x;a, (4.26) follows. We will proceed by a 

reversed argument for A's which are in the new class of operators: we use (4.26) to prove 

Egorov's theorem for the new class. 

It follows from (4.26) that  Hq~ is tangent to E, and hence 

O~lqt(xl, 0; x', ~?') = 0 (4.27) 

which was one of the assumptions on b in (4.12). From (4.25) we obtain 

hDt(U~ -1) = -U[-l hDt(Ut)U~ -1 =QtU~ -1 . (4.28) 

Let us now consider At = Ui-IAUt, so that  A1 is the operator we want to study and A0---A 

is the given operator. From (4.25) and (4.28), we get 

hDt(At) = [Qt, At], (4 .29)  

Ao = A. 

We shall now construct Ct with the symbol ct=(9((A)m), depending smoothly on t and 

such that  microlocally near (0, 0), 

hDt(Ct) - -  [Qt,  Ct]+OPh(O(h~)), 

Co= A. 
(4.30) 

Then it will follow that  Ct=At+Oph(O(h~)) microlocally near (0,0): Ct -A t  solves 

an equation with null initial data  and an Oph(O(h~))-inhomogeneous term. Since the 

equation has to be satisfied on the symbolic level it follows that  Ct-At=OPh(O(h~)) .  
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We try Ct with principal symbol c o (considered as an element of 

(~((A} m) mod O(hl-~(A}m-1)).  

From the discussion following (4.11) we see that  c o should satisfy 

0 0 0 0 ~ c t  = (Hqt-rt(x,~))~-~)ct, c~ (4.31) 

where 
0 

- -  a t  = r t ( x ,  cgx ] 

If Kt is the transformation in (x, {, A)-space corresponding to xt as in the statement of 

the proposition, it follows, in view of (4.13) and (4.26), that  

c ~ = c o K e .  

Let C o be the h-pseudodifferential operator with symbol c ~ Then from (4.12) we get 

( (  1-~-~} ~ ) )  
hDt(C~ C~ 0 h (A) m , C~ (4.32) 

Iterating this argument, solving inhomogeneous transport  equations similar to (4.31), we 

get ct as an asymptotic sum. The leading term of Ct=At +OPh((.9(h~)) is c o = a o K ,  and 

the proposition follows. [] 

ffcrn,kl ,k2 Once we have Proposition 4.2 the definition of the class ~E,~ (X) mimics the 
- - _ . T . m  kl ,k2 standard procedure: A ~ , ' ~  (X) if and only if for any m0EE and for any h-Fourier 

integral operator, U: C~(X)----~C~(R~), elliptic near ((0, 0), m0) and such that  the cor- 

responding canonical transformation, x,  satisfies 

2t'(fft0) ----- (0, 0), X(~AV) C {El = 0}, 

for some neighbourhood, V, of m0, we have 

UAU -1 = OPh((~(h-m()~)kl)), 

microlocally near (0, 0). Using the canonical relation of U, Proposition 4.2 and the 

local symbol map (4.14) we define a symbol of A near E. For m0 outside any fixed 

neighbourhood of E we demand that  A@ff2m+~kl'k2(x) microlocally near m0 in both 

classical and semi-classical senses. Proposition 4.2 and the standard facts about the class 

~pm, k show that  we obtain a well-defined global symbol map O'E,h with the properties 

described in Proposition 4.1. 
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From the local definition we can define a global map OpE,h. To do that  we introduce 

!bE S~176176 ( T* X ) satisfying 

suppCE{p:d(p,E)<~2~}, ~b-1 o n { p : d ( p , E ) < ~ } .  

For ~ small enough we can find a finite open cover 

{p: d(p, E) ~< 2~} C U vj 

such that  for each j there exists a canonical transformation 

xj:y~vj,  (0 ,0 )~  V c T * R  n 

with the inverse taking E to the model: 

xj ({~1 ~-~-O}NV)= EFIVj. 

We then choose elliptic h-Fourier integral operators, Uj, microlocally defined in neigh- 

bourhoods of Vx Vj and associated to xj's. 
Let Cj be a partition of unity on {p:d(p, E)~<2E} subordinate to the cover by Vj's. 

Let aj be the unique symbol of the form aj=aj(x,~2, ... ,~, ),; h) such that  

(aj)~=~_, a = ( r 1 6 2  oxj ,  

and define 

OPz,h(a ) ~ f  OPh((1--r + E UjOph(aj)U~ -1. (4.33) 
J 

m,kl,k2 Clearly, OPz,h(a)CkOZ~,'k~'k2(X ). By Proposition 4.2 every operator in ~ , ~  (X) is of 

this form and 
m--l+5 ki--i k2-1 ar.,h(OPz,h(a)) =--a mod ~r.,~ ' ' (X). 

This completes the proof of Proposition 4.1 and provides an explicit quantization OPE,h. 

For aES~'kl'-~176 we want to introduce a notion of essential support. Since it 

now has to depend on h, rather than introduce an equivalence class of families of sets, 

we will say that  for an h-dependent family of sets VhCT*X, 

esssuppanVh=O r 3X: O<~xES~176176176 xrvh>~l, xaES-~~176176 

We notice that  

esssuppa~lV~=O,  j = I , . . . , N ,  =~ eSSSUppuN(VIu...UVhN)=O, 
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and that  the essential support behaves correctly under finite products and sums. We 

assume rapid vanishing at the ~-infinity to avoid the discussion of the "corner" h=0 ,  

I~l=oc. We note that  essential support can be "supported" in small neighbourhoods 

depending on h due to fine localization properties of xES~ ' -~.  
The construction of OP~,h shows, just as in the standard case, that  if 

Opr~,h(a)=OP~,h(b), bES~,ff '-~(T*X), 

"r~ , k ~ - -  r162 then esssuppa=esssuppb .  Consequently for AEkO~,~ (X) we can define 

WFh (A) = ess supp a, A = Op~,h(a ). (4.34) 

We now introduce a more general notation, SE,6(X, m), where m=m(x,  ~, ~; h) is g- 

continuous with respect to the metric g =  dx2+ c/~2/(~)2+ dA2/(,k)2, uniformly with respect 

to h, that  is, m is an order function with respect to g- -see  [9, w Here we put /~ 
~ m , k l , k 2  to be h-Sd(E, .) and require the estimates in the definition of oE,~ to be satisfied 

with m replacing h-m(~) k2-kl (h-Sd(E,.))kl. We then obtain a class of corresponding 

operators ~E,~(X, m). 

A further generalization which we will require in this paper is to the vector-valued 

case. Let B and 7-/ be two Banach spaces. We assume that  they are equipped with 

(x, ~, ~; h)-dependent norms I1" Ilmu, I1" limB, which for every fixed (x, ~, )~; h) are equi- 

valent to some fixed norms (but without any uniformity). We assume that  the norms 

are g-continuous with respect to the metric g=dx2+d~2/(~) 2 +dA2/()~) 2, uniformly with 

respect to h. We let m be a g-continuous order function as before. We then say that 

a E S~.,~(X, m, s 7-l)) 

(4.35) 
Ila(x, ~; h)ullmn(~,(,),;h) ~ Cm(x, ~, ~; h)IlUllms(~,~,:~;h), 

, k = h - ~ d ( E , . ) ,  for all uCB, 

and if this statement is stable under an application of the vector fields appearing in (4.1). 

Applying the same procedure as in the scalar ease we obtain a class of operators 

�9 r~,6 (X; m, s 7-l)) ~ A: C~(X) |  ~ C~(X) |  (4.36) 

More precise mapping results can be established, but as they will be clear in our con- 

text we refl'ain from too much general development. The symbol map and the invariance 

are the same as in the scalar case. 

We conclude this section with two general results which will be useful later. 
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LEMMA 4.3. Let ~ z,s ' (.,~) and let us parametrize a neighbourhood of E 
in T*X by Ex[-E , s ] :  

E x [ - ~ , E ] S ( w , r ) H p c T * X ,  rI:~=O, 

so that for a measure LE on E we have Lz(dw)dr  as the canonical measure on T*X. 

If in these coordinates we write a(w, )q h)=aZ,h(A)(w, hS )~; h) then 

t r A -  (27r)----- ~ a(w,A;h)Lr~(dw)d)~+O(h-~+l), n = d i m X .  (4.37) 

Proof. Because of the invariance properties given in Proposition 4.2 and the cyclicity 

of the trace, we can work locally assuming that  E={~I=0}.  It is clear that  an operator 

in ~z~ff~176176 is of trace class (it is a smoothing operator) and that  the contribution 

from the symbol outside a fixed neighbourhood of E is O(h ~ (the operator is in ~ - o ~ , - ~  

there, microlocally). Taking the trace of (4.7) gives 

h - "  f t r  O p h ( a  ) --  (2rr)n JT.R a(x, ~, h - ~ l ;  h) dx d~ 

h-n+s f T . R a ( x ,  h~)~, ~', A; -- (2~r)n h)(dxd~') dA. 

This expression is invariant up to terms in (9(hl-~(A)-~ and they contribute O(h 1-~) 

to the trace. This gives (4.37). [] 

The next lemma deals with approximation by finite-rank operators 

LEMMA 4.4. Let a c S ~ ' - ~ 1 7 6  be supported in 

Wh = {p e T*X : d(p, E) ~ Mh ~ }. 

Then there exists a finite-rank operator R such that for 0 < h <  ho(M), 

OPz,h(a)--R E kO-~176176 rank R =  O(Mh-'~+s), n = dimX. 

J Proof. Let A=OPz,h(a ). Then A=~j=~  UjAjVj where Uj, Vj are h-semi-classical 

Fourier integral operators of the form described in the definition of the class ~z,s  and 

Aj=OPh(aj) with aj=O(h-'~()~)-~).  The construction of Opz, h (see the discussion 

before (4.34)) shows that  we can take supp aj C { IA] ~ CM}, and we can also assume that  

(x, 4) are bounded on the support of aj's. If we construct finite-rank operators, Rj, such 
J that  A j - R j E q J - ~  t h e n  R = ) - ~ j =  1 UjRjVj is a finite-rank operator, rankR~< 

J ~ j = l  rankRj  and A - R E  ~-~176176 
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Consider the operator 

h-~hDz~ 2+x2+(hD~2)2+x2+...+(hD~)2+X2n, 

0=OPh(q),  q= ~ +Xl+'"+~n+Xn" 

The standard analysis of harmonic oscillators shows that if Aj (Q) is the j th  eigenvalue 

of Q then, for a bounded r, #{Aj(Q)<~r}=O(Mh-~+~). If XeC~(R),  x ( t )= l  for t~<C, 

x(t)=0 for t>2C,  then X(O) is a finite-rank operator and its rank is bounded by the 

counting function of eigenvalues of Q: rank x(Q)= O(Mh-n+e). The calculus discussed 

after (4.7) now shows that x(Q)Aj-Aj E O - ~ , - ~ ( R n ) ,  and we can put Rj=x(Q)Aj. [] 

5. Two model  problems 

Because of the natural homogeneity of our operator discussed in w (see also [17] for 

a discussion of homogeneity in the language of blow-ups) the first model problem to 

consider is 

P~-z=e 2~i/3(D2+#t)+~-z, AcR, 1/C<.#<.C, ] Imzl<Cl ,  (5.1) 

where C1 will remain large but fixed. We recall from (2.4) that in relation to the original 

equation we should think of t as h-2/3x~, A as h-2/3(R(x', hDx,)-w), # as Q(0, x', hDx,), 
and z a s  h2/3(~-w) where ~ is the original spectral parameter. For simplicity we shall 

put #=  1 in this section. All the estimates will clearly be uniform with respect to # with 

all derivatives. 

Let 0 > - ~ 1 > - ~ 2 > . . . > - r  be the zeros of the Airy function and let ey(t)= 

c jAi ( t -Q)  be the normalized eigenfunctions of 

{ (D2t +t)ej(t)=Qej(t), t>O, 

e j ( 0 )  = 0. 

We recall that the eigenfunctions ej decay rapidly since for t-~+oo we have Ai(t),-~ 

(2Vzff)-lt -1/4 exp(-~t3/2). We now take N=N(C1) as the largest number such that 

[Ime-2~i/3~NI <. C1. 

To set up the model Grushin problem we define 

R~ oc))--*cN , RO+u(j)=(u, ej), I <~j <~ N, 
(5.2) 

R~ :Cg--* n2([O, oa)), R ~ 1 7 6  *. 
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Using this we put 

R o ) 
\ R~ 0 :B'x'"xCN---~L2xCN' 

L 2 = L2([0, oc), ertdt), (5.3) 

B~,r = {neL l :  D2t u, tue  L~, u(O) = 0}, 

IlullBz.~,~ = <A-Re z> IlullLe + IID~IILe + Iltull~. 

Since the eigenvalues of P~ are given by A+e-2~ri/3~j and ej are the corresponding 

eigenfunctions, we see that  for r=O, P~ is bijective with a hounded inverse. Moreover 

we have 

LEMMA 5 . 1 .  If 

(v v ) 
then for O<.r<~ro with r o > 0  small enough, 

IID~UllL~ + IltUlIL~-[- {A-Re  z)IlUl]L2r-{-lU_ I • C(llVllL2r-~-{A-Re z)Iv+ I), 

where C is independent of L, and I " I a fixed norm on C N. 

Proof. We first consider the case when r = 0 .  Since R~ we can write 

N c~ 

u= v+(j)ej+ uje, 
j = l  j = N + I  

Writing v=y~j~=l vj ej we obtain from the equation (P:~-z)u+R~ =v the relations 

A-z+e-2'~i/3Q)v+(j)+u_(j) =vj, 1 <~j <~ N, 

(A-z+e-2~i/34j)uj=vj,  j> /N+I .  

Consequently, 

and 

It  follows that  

vj for j >~ N + I  
uj = A_z+e_2~ri/3~j 

u ( j )=vj- (A-z+e-2~i /3r  for I<~j<.N. 

(A-  Re z} Ilult + lu_ I ~ C(llvlt + <x- Re z} Iv+ t ) .  

Using this in the equation (P~- z )u+R~ we see tha t  

(5.4) 

e -2'~/3 (D 2 + t )  u = v -  R ~ u_ - ( A -  z) u. 
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If we call the right-hand side w, we see t hat 11 w 11 ~ C (1[ v 11 + (A- Re z) I v+ 1). We see, as in 

Lemma 4.3 of [32], that  

Ilwll 2 = II(D2 +t)ull 2 = IID2ull2 + lltull  + 211  D ul[ 2, 

and that  gives us control of the remaining components of the norm on Bz,x,0. To con- 
2 ~--rt/2r2 sider the case of r > 0  we observe that  L~=c  J. , Bz,~,~=e-~t/2B~,~,o, and hence we 

introduce the reduced operator 

P~ (z )=  ( er: 2 01) Po ~ ( e~to/2 01)-1 ( - r n t  -1 (ert/201)R_) 
= P~ + R+(e-~t/2_l) 

Standard interpolation shows that  Dt=O((A}-W2):B~,;~,o---*L 2, and the superexpo- 

nential (e -t3/~/C) decay of ej's shows that  R+t[(e~-l)/x]rz=~t/2=O((A-Rez)-l): 
B~,~,o --*C N. Similarly t [(e ~ - 1)/x] [,=-~t/2 R_ = O((A-  Re z)- l ) :  cN___,L2, if we equip 

C N with the norm (A-Rez ) ] .  [. Hence using the norms given in (5.4) we see that  P~ is 

a small perturbation of po if r is small enough, and that  proves the lemma. [] 

then 

If we denote the inverse of P~ by 

EO(z)= ( E E + )  
E_ E +  

E_+ eHom(CN, cN), (E_+)I<.A,j<..N=--(A--z+e-2"i/3Q)Sij. (5.5) 

We will now modify the Grushin problem so that we can have good global symbolic 

properties. For that  we put, for 0<5<<1, 

e~'~(t) = <SA> 1 / %  (<~)1/2t) ' (5.6) 

which forms an orthonormal family. If A= (SA)1/2 we further notice that  

/ \~ 5 k ]]0~ej ( ~ 5 k 
0~A O k ( 1 ) ~ 5  ) A, k ~,~ = ][L~=(~k(1)\---~], (5.7) 

where the last estimate follows from the superexponential decay of ej 's and their deriva- 

tives. 

In particular we have that  

A,5 II j -ejllL  c l l. (5.8) 
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Hence if we define R+ ~'~ and R~_ '~ by replacing ej by @'6 in the definitions of R ~ and R~ 

we obtain 

7'~(z)= [P~-~ R~'~) - N ~, R+ ~,~ 0 :Bz'~'r•215 
(5.9) 

( 0 O(1:16)) cN__~ L2 x C(a_ae~)- 
p ~ ( z ) - p ~ ( z )  = o(I,Xl6) = Bz,~: x N 

Thus for IAI~<<I we obtain the uniform invertibility of P~(z). 

To see the boundedness of the inverse for all A we need to make an assumption on z: 

1 
Iaezl  << ~. (5.10) 

We will use the following abstract 

LEMMA 5.2. Let TI, V, 7)CT-I be complex Hilbert spaces and assume that 

( P  R - )  
79= R+ 0 : T?| 7-I| R_ =R+, ImageR_ CT~, 

and that R+ has a uniformly bounded right inverse. If  I(Pu, u)l>~xllull~ and for 0,= 

P,P*, ]lQ[Im~gen_ll~__,~=O(x), then 

P = ~ xl lul l~+llu-IIv<.C(llvl l~+~llv+llv) .  
U_ V+ 

Proof. Considering 

( o  ~ 1, 

we get a reduction to the case x = l .  Let H: 7-/---~(kernelR+)• R_ be the ortho- 
gonal projection. Then 

]l(I-II)ull~ ~< ]{P(I-II)u,  (/-II)u)l 

= I ( ( I - r I ) v - ( I - I I ) P n u ,  ( z -n )~ ) l  

~< Ilvll~ I I ( I -n )u l l~  + IIPI]ull~ [[(I-II)ul[~, 

where ~)t(u,u_)=t(v,V+). By assumption there exists a uniformly bounded operator 

P+: V~(ke r  R+)• that R+P+v+=v+, and consequently IIu=P+v+. Thus 

IlYnull~ = I l P r l m a g e  R_ Y + v +  II = (_9(1)I]v+ II v ,  
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and hence 

II(I-n)ull~ < Ilvll+o(1)llv+lly. 

With P_ =P+,  we also have -P_R_u_=u_,  so that  

u = P_ ( v -  Pu)  = 1 )_ v - P r i P ( I -  II) u -  P_ PIIP+v+ 

and 

Ilullv < c(l lvl l+ liP* FImageR_ll~t-~t II(I--II)ull~+llP[Im~g~R I 1 ~  IIv+llv) 
~< C(lIv I1~ + II ( z - n ) u l l ~  + IIv+ II v). 

Clearly [[Ilull~t = liP+v+ II ~< Cllv+ IlK and 

Ilul]~+liu-liv ~< c(llvll~+llv+lIv). [] 

Of course, if in addition we know that  P is a Fredholm operator of index 0 then the 

lemma implies that  7 ) has a two-sided inverse. 

To check the hypotheses with _ 2 T I -  L~, V =  C N (parameter-independent norms) and 

~ = ( A - R e z )  for IA1~>1/(C5) and IRezl<<l/5, we first consider the case of A positive: 

A - R e  z (5.11) Re(e~'/~(P~-z))/> ---5---  

In fact, 

i n f { R e ( e - i ~ / 3 a - e ~ / 3 z + e i ~ / 3 A ) : a  > 0, IImzl ~< C1} ~> A - R e z  

which gives (5.11). For A negative we have the same conclusion without multiplication 

by ei~/3: - R e ( P ~ - z ) > > . - A / C - I R e  zh so again the hypothesis holds. 

To check that  II (P~ - z)Ilmage R_ II ~ C (A - Re z) and II (P~ - z)* IImage R_ II ~ C {A -- Re z), 

we note that  in L~, 

j =o(<~A)), %, =o(<~A)-t/2). 

We conclude that  for IRe z I << 1/6, 

\u_ v+ lu_ I <~ C(IIvlIL~+<A-Re z>l~+l). 

As before, the equation gives also the control of D2u and tu, and thus we obtain 

(A--Rez)llUllL~+llD2tU]lL~+lltullL~+lu_l <. C(]lV]ln~+(A-Rez)lv+l ). (5.12) 
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To simplify notation we will now write 

13z.A,r = B| N, 

(u )  oz>ll ll  §247 i,  (0t=0, 
U_ Bz,)~,r 

(5.13) 
7-~z..X.r = H| N, 

( v ) =,,V,,L~+(A-Rez>,v+,. 
V+ 7{z,A,r 

The mapping properties of P~(z) and of its inverse E~(z) given by (5.12) generalize to 

Ck(A-Rez} -k, 
(5.14) 

11o E (z) II ck (A-Re z}-k, 

for ]Re z I <<1/5, and where to obtain the first estimate we used (5.7), noting that 

5 _ 5 (A-Rez}  1 
- O(1) ( A - R e  z} -1 . 

(5A} (5A} CA- Re z} 

The ( -+) -component  of C~ is not quite as simple as (5.5) anymore. However we 

have 

iiE~+ (z; p, A ) - d i a g ( z -  A -  e - = ' ~ / % )  ii .< O(i Alai)(A-Re z} .< e << 1, 
1 1 (5.15) 

for IAI ~< ~ - ~ ,  IRezl << ~ ,  

and 

1 1 detE~+(z;p,A)=O, I A i < ~ ,  I R e z i < < ~  ~ z=A+e-2~/3Cj , (5.16) 

which follows from Rouch~'s theorem. When # 5 1  we need to replace (j w i t h  ~j#2/3. 
For IAl>>l+lRez I we see that 

E~+(z;p, A) -1 = O ( ( A - R e  z) - t )  e s N, CN). (5.17) 

In fact, in the notation of Lemma 5.2 we recall the general facts that E~I+ =-R+p-1R_ 
and that [(Pu, u}]>~x][u][ 2 implies P - l = O ( x - 1 ) .  Since for ]A]>>l+[Rez[ we checked 

this with x = ( A - R e z }  and since R+, R_ are bounded, the estimate follows. 

This discussion is most relevant however for Re (A-z )  close to 0. When ]A]>> 

l + ] R e z ]  we can consider a simpler model problem and treat the t-term entirely as a 

perturbation. Thus we define 

PA # ( z ) =  ( P A # - z  RA-'z) P#A =e-27ri/3D2+A" 
R~+ '~ 0 ' 
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If we define B~CT- /#  =L2([0, c0)) |  N by , A,r 

V+ E A,r 

(u) = <~,> IlullL~ + IID2ulIL~-4-lu-I < ~ ,  
i t  13#,,~ 

(v) 
= II~IIL~ + <~> I~+ I < cr 

V+ "H~,,. 

~(o) =o ,  

(5.1s) 

For I ) , l>>l+lRe zl we can again use Lemma 5.2 to obtain the inverse g~(z),  and we have 

the same estimates 
I IO~ '~(z) I IL(BLmL) ~< ck <),> -k,  

(5.19) 
II0~,E~(z)IIL(BLmL) ~ Ck<A> -k. 

The same argument as the one used for (5.17) gives 

E_+(z;p, A) -1 = 0 ( ( ~ > - 1 ) .  (5.20) 

6. Symbol  classes for the microlocal Grushin problem 

The model problems of the previous section will allow us to consider the reduction to 

the boundary, via a Grushin problem, on the symbolic level. 

If P(h) is the scaled operator given by (3.7) then for wcW@(O, oo) and IImzl<<.C, 
IRe z I << 1/5 (here 5 > 0 is as in the previous section), 

p -  zdef h-2/3(p(h)-w)- z 

= e-27ri/3(D2+2tQ(h2/3t, x', hDx, ;h))+h-2/3(R(x ', hDx,; h)-w) (6.1) 

+ F( h2/3t, x') h2/3 Dt, 

where x=(x',xn) are the variables given by (3.1) and t=h-2/3xn. We recall that  

Q(0, x', ~') is the second fundamental form on the boundary--see (3.5). 

In the notation of w we put 

E~= {(x',~')eT*O(9:R(x',~')=w}, A=h-2/3(R(x',~')-w). 

Then with Bz,~,r and its norm given by (5.3), we can consider P as an element of 

~r~,2/3(00;  1, s n2)). 

The operator-valued principal symbol of P becomes 

p :  e-2"/3(D2t+2tQ(h2/3t, z', ~')) +A e Sr.~,2/3(T*OO; 1, L(Bz,~,r, n2)), 
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where the notation is as in (4.35) and above. To introduce a Grushin problem we 

put R+=R+ ~'5, R_=R~_ '~, where the R~='~-notation is as in (5.9), with # now equal 

t o  

R+ C S~,2/3( 00; 1, L:(L2~, c g ) ) ,  

Analysis near the glancing hypersurface. 
of Z~ amounts to assuming that  

and that  

R_ E S~,2/3(00; 1,/ : (C N, L~)). (6.2) 

Restricting to a small fixed neighbourhood 

= O ( h - 2 / 3 )  

U c  <<. <<. c .  

We will consider P as a perturbation of the operator P0: 

P0 ~-21ri/3/n2 =~ ~ ' t  +2tQ(O,x',~'))+A. 

The first symbolic Grushin problem is exactly the same as in w with #=2Q(0 ,  x',  ~') but 

with the invariant meaning given by (6.2). Thus we put  

To(z) : ( PO-ZR+ R- ) E S ~  2/3(OO; l'L(13z ' , , (6.3) 

where the spaces and the norms are as in (5.13). As in (5.14) we obtain the same symbolic 

properties for the inverse Co defined in a fixed h-independent neighbourhood of Ew: 

O~,O~,O~ s Z ) = O~,~,k ( (A -Re  z)-k) :  7-lz,x,r --* Bz,x,r. 

In order to treat  powers of t we define 

T =  
0 ' 

observing that  sine -s ~<mme - ~ ,  s, m~>O, implies 

Ckk k 
T k - -  (A-Re  z ) - l :  13z, )~,r2  ---* 7"~z,X,rl, r 2  > r l .  

Hence the powers of T can be considered provided that  we simultaneously relax the 

exponentially weighted spaces. For k= 1 we have of course boundedness with r l =  r2 but 

with no decay in A. 

When we study the symlSolic properties, the stability under commuting with T will 

be important.  



RESONANCES FOR CONVEX OBSTACLES 219 

LEMMA 

IRe zl<<l/~, 
6.1. If adT denotes the commutator with T, adTA=[T,A], then for 

Ok(~-kl 2) 
adkT 7)0 = ( ~ 2  : B~,~,~ ~ ~,,~,~. 

Proof. A simple computat ion shows that  

( 2ie2~ri/3Dt tR_ ) 
adT 7)0 = - R +  t 0 " 

Since I d - - O ( ( A - R e  z)-l), D2--O(1) :  Bz,~m--~L2, interpolation shows that  

Dt = O ( ( A - R e  z)-1/2):  Bz,~# --+ L 2 

(this is well known when there is no weight, and here we can consider the conjugated 

operator e~t/2Dte -~t/2 on the spaces with no weight). To see the bound on the norms of 

R+t, tR_=(R+t)*, we recall tha t  sej(s)eS([O, co)) and hence 

u H (u, t(~A)l l4ej ((~A)1/2t)) = (~A>- l /2(u,  <~A)ll4(sej (s))[s=(a~),12). 

Since for iRe zl ~< 115, 
5 ( ~ - R e  z) (a~) - 0 (1 ) ,  

we get R+t=O(L(A)-I/2): L2r---+C N. This proves the claim for k = l .  More generally, 

ad~ 7)0 = ( -2e27ri13~k2 tkR- ) k > 1. 
\ ( - 1 )~n+ t  ~ o ' 

As before Id=O((A-Rez}-l):Bz,~m--*L 2 and (tkR_)*=R+tk=O(1)(5(A-Rez))-kl2): 
2 N L~--+ C , so the lemma follows. [] 

We can generalize this further by combining the estimate of the lemma with the 

est imate (5.14): 

O~,O~,O~adTT)O(Z ) =O(5-k/2(A-Rez)-t-k/2):B~,~,~ -+ ~,,~,~, (6.4) 

where we now dropped indicating the dependence of constants on k, l, a and/3. 

Since adT is a derivation we get the same estimates for the inverse: 

0~ ~ ~z ad~ Eo(Z) = O(g-kl2(A-Re z)-l-kl2): 7-l~,~,~ --~ Bz,~,~. ~ , ~ , ~  (6.5) 

We will consider the operator  P as a per turbat ion of Po, and in the estimates of the 

higher-order terms we will not be concerned with the dependence on ~i. Tha t  means tha t  
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we can replace (A-Re  z) by (A) at the expense of 5-dependent constants. Eventually, 

the constant h will be taken small enough depending on 5. Hence we write the formal 

expansion of the Grushin problem for P (for clarity of exposition we forget here about the 

h-dependence in Q - - i t  will certainly be included in the more general expansion (6.9)): 

0) 
0 

P(z) = ( P -  R_ 

( - -  7:~0(Z) 4- E h2k/3 2e-2Zi/3OkQ(O' x', ~')tk+l/k! 
0 

k=l 

4-E  h2k/3 
k=l 

O 0  O ~  

-  0(z) + E + Z 
k=l  k~l  

where 

( 00) ( O~-lF(O'x')/(k-1)!Dt ~) 2e-2~i/3tOkQ(O, x', ~')/k! l)k = k >1 1. 
Pk= 0 ' 0 ' 

The symbolic properties of Pk and T)k are 

0;, 0~,0~, ad T Pk(Z) = O((A)-t-k/2):  B~,~,~ -~ nz,~,~, 
(6.6) 

O~ ~n ~, ad~T:Dk(z) O((A)-'l~-'-kl2):B=,~,r--* ttz,~,r, x,VUv~ = 

where we neglected a number of simplifying features, and we shall in fact proceed as if 

they were absent (for instance, that  in the first estimate the left-hand side vanishes when 

1 in the estimate for 7:) came from the mapping property l~0  or 1r The power of - 5  

Dt=O((A_Rez)-l/2): __, 2 Bz,~,r Lr, which was used in Lemma 6.1. 

We shall invert 7 ) as an operator-valued h-pseudodifferential operator on 0(9 and we 

shall adopt an approach used in w of [23]. We shall work in symplectic local coordinates 

introduced in w and in which A=h-2/3~l and ~'=(~1,~"). The passage from the local 

to global constructions is justified by the calculus developed in w We recall first that  

the composition formula (4.8), 

1 (hO~)~aD~b ' a#hb= E ~. 

can be rewritten as follows. Let us introduce formal operators 

Q(x,~,Dx,h)=q(z,~+hD~,h)- E -~.0~ q(hD~)c~' q = Q ( 1 ) ,  
o~EN n - 1  
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where q=a, b and Q=A, B respectively. Then 

a#hb=AoB(1), 

where by AoB we mean the operator obtained from a formal composition of A and B, and 

AoB(1) is that  operator applied to the constant function 1. To invert a asymptotically we 

want to construct b such that  a~hb ~ 1, and that  can be obtained by inverting the infinite- 

order formal differential operator A. If B is its formal inverse then A o B ( 1 ) = I d ( 1 ) = l  

and b=B(1) .  

To apply the same procedure in our situation we write 

oo 

"~ E 2k/3 k ! I h T (~)k(X ,~ ,A )"{ -h2 /3 'pk+l (Z ' ,~ ' ) ) ,  (6.7) 
o 

where :Pk and i/) satisfy (6.6). Then we introduce a formal operator of infinite order 
(~=(~1,  ~")) ,  

v =  
acNn-1  

1 H 
= E ~..[O~%(O~l+h-2/ao;~)a~P](x"("'~'z;h)(hD~') c~ 

~ c N n - 1  

1 
= E ~ [(hO~")~"(hO~+hl/~O~)'~'7)]( x',~',)~,z;h)D~' (6.8) 

c ~ c N ~ - I  

1 3 ~  - -  " 

+ h ( ho , + l )) D~,, 

where the leading term is given by 79o(x ', ~', a, z )=P0(z )  defined by (6.3). 

To invert the infinite-order formal differential operator gl we introduce a general 

class of such operators: 

1/3 ~b 
I"h2/3T~kth2/3/A\-W2"dhalh/  Ao~,a,b,k,lttXt ~' A P2= ~ , j t \ / j \ - ~ - }  ,~ ,  ,z)D;,, (6.9) 

a c N  ~ - 1  
k,l,a,bCN 

with 

,~'~,~'~ adT Ac~,a,b,k,l = CO((A) ): Sz,~,r ---+ ~'~z,~,r. 

We note that  in the expansion of ~ we h a v e / = 0  except for the ( / = b = l ,  a=0 ,  c~=0)-term 

coming from :D. 
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Let C~,~,~ denote either B~,~,r or 7-/~,~,~, or more generally some other family of 

Banach spaces. If ~3 is of the same form as ~ but with ,4 . . . .  b,k,t replaced by Bc~,a,b,k,l 
satisfying 

then 

, , ,~ ,  ~,;~ ad k B . . . .  b,k,z = O((A)-[-k/2): C.,~,,,. ---+ 13.,:~,,., 

is of the same form with 

(6.1o) 

,v~,v~ ad k C,~,~,b,k,t = O(()~)-~-k/2): Cz,;~,~ --+ 7~,:~,~. 

This leads to the construction of formal inverses in the sense of expansions of the 

form (6.9): 

LEMMA 6.2. If ~ is of the form (6.9) and `40 is invertible with JIo-l=Bo satisfying 

Bo = O(1): 7-/z,o~,r --+ B~,~,~, 

then there exists ~ of the form (6.9) (with ,4. replaced by B.) satisfying (6.10) with 

Cz,~,r=7-/z,~,~, and such that 

~ o ~ = I d ,  ~ o ~ = I d .  

Proof. By multiplying ~1 by ~ 0 = B 0  from the left we obtain E of the form (6.9) and 

satisfying (6.10) with Cz,~,r=Bz,~,r and C0=Id. Hence the formal series ~ = I + ( I - ~ ) +  
( I - ~ ) o ( I - ~ ) + . . .  is of the form (6.9) (we note that  the at first mysterious terms l r  in 

(6.9) arise from commuting h2/3T through). The left inverse is then obtained by taking 

= ~ ~  and since we can also construct a right inverse the standard argument shows 

that  they are the same as formal expansions. [] 

When we apply Lemma 6.1 to ~ we obtain an inverse ~ of the form (6.9). From 

this we get a parametrix of P(z) valid in the region [A[=O(h-2/3): 

g(x' ,  ~', A, z; h) = ff(x', ~', D~,, )~, z; h)(1) 

/hi~3\  b 
: E (h2/3r)k(h2/3('~)-l/2)lha~--~) ~k,l,a,b(xt'~l''~;z)' 

k,l,a,bEN 

(6.11) 

with 
O x  ot .Wfl ,,ql k t / ,uUv)~ adTgk,l,a,b(X ,~ ,A; z)=O(1)(A)-f-k/2: 7"~z,)~,r--* Bz,)~,r. (6.12) 
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At the moment this construction is formal. Roughly speaking, when Xn ~< h ~, c < 2, 

so that  t<h -2/3+e, w e  will be able to consider these asymptotic expansions modulo 

O(h~), and they will then give good microlocal parametrices when we use the calculus 

of w This will be carried out in w 

1 (we put w = l  for We remark here that  in the region where 1/C<~ ]R(x', ~ ')-  11 <. 
simplicity and note that  this condition still implies that  Q(O, x',~') is bounded from 

below) we should obtain an analogous expansion with integral powers of h only. In the 

coordinates used above, R(x', ~ ' ) -1=~1  so that  

h 1/3 - h 1/3 _ h (1+(h2/3~1)2)_1/2. 
<'~> (1+(h-2/3~1)2)1/2 I~1 

Replacing ()~> by <A 3> 1/3 does not change anything in the discussion above, and we still 

get a similar expansion for E. When 1/C<~]R(x',~')-I]<~�89 it now reduces to 

C(x', ~', A, z; h) = E (h2/3T)khZSk,l(x" ~'' A, z; h), 
k , l cN  

(6.13) 

where ~k,t satisfy (6.12) which here becomes 

x,-~,~;~ adkT EkJ,~,b(X', ~', A; Z) = O(hk/3): 7-lz,~,r -~ B~,~,r. (6.14) 

Analysis away from the glancing hypersurface. This is the region where 1/C< 
]R(x', ~')-w]. The expansion (6.13) treated the case when this quantity is also bounded 

1 W by ~1 ], but we need to consider the cases where R(x', ~') and Q(0, x', ~') can get small 

or large. However we now have Q<<])~]=h-2/31R-w[, and thus we would like to treat 

tQ(h2/3t, x', ~1) entirely as a perturbation. 

We now put (changing the notation of w from P~# to Po #) 

po#=e-2~'/aD2+A, )~=h-2/3(R(x',r 

We use the same R+ as in the definition (6.3) of Po(Z), and we define (again changing 

the notation of w now from P~# to P0 #) 

T'o # = (  P~ R - )  n #  - - + w # :  (6.15) 
R+ 0 ~ , r  ' ~ , r '  

where the spaces are as in (5.18). Again we consider P0 # as an element of 

1, L, 
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where the norms where modified in the obvious way. For [Ai>>[Rez[ we see from (5.19) 

tha t  To # is invertible: 

go#oT~o#=IdB~,~ , P o # o g o # = I d ~ , ,  go#eS~:~,2/3(OO;s 

W h e n  we assume, as we do here, tha t  IAl>>.h-2/3/C we do not  have to  t reat  A with 

special care, and the symbol  propert ies  are 

a (z) = <:,>k/2): 8 L  
(6.16) 

O~,O~,adkgo#(z)=O(((') -IN (A) -k/2 ): "H),,,. - -~# B~,, 

where we note tha t  IAI-k/2~(h-1/3((')) -k. We also note  t ha t  Q(O,x',~')=O(h2/3)l N. 
Writing the expansion 

~-~ tkh 2(k-~)/a Ok_~n~O tQ(h2/at'x"~')- ( k - l ) !  t .~, , x ' , ( ' ) ,  (6.17) 
k = l  

we see tha t  if we consider :P(z) defined as before bu t  now for I~1>>h-2/3/C then  

P( z) - E ( h2/aT)l'Pz# (x" ~'' x; h ), 
l=0 (6.18) 

' '~'r =O(1)('~')-I~1\ (,~,) ] :'-',x,~ '~,x,,-" 

To invert 79(z) microlocally in the region where 1/C>~ I R(x', ~')-11 and to  infinite order 

at  the boundary,  we can proceed as outl ined before (6.7). Thus  we pu t  

c~EN n-1 1=0 c~EN n-~ 

The  more general class to consider in this case is given by formal operators  of the form 

/ \ ' h  a 92= E (h2/3T)'~TZ;~) Ac'"'a(x"~"z;h)D~" (6.20) 
a E N  n - 1  \ \ ~  I /  

l , a E N  

with 
/ hi~3 \k 

~ - -  �9 B # 7-/# (6.21) 

A modificat ion of L e m m a  6.2 shows tha t  if ./to, the  leading te rm of 92, is invertible 

with the inverse satisfying the same est imates then  92 has an inverse of the  form (6.20). 
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Applying this to ~ #  we obtain a formal inverse, ~# ,  of the form (6.20) satisfying the 

estimates (6.21) with 7-( # and B # exchanged. 

That  gives an inverse of P(z)  in the region IR(x', ~ ' ) -w I >~ 1/C and to infinite order 

at the boundary: 

ge(x',~',z;h)=e#(x',(',D~,,z;h)(1)= ~ (h2/aT) z ~ g2,~(x ,~ ,z;h), (6.22) 
l,aEN 

with 

o~ ~ a d ~ C # = O ( 1 ) ( ~ , ) - I ~ l f h l / 3 " ~  '~ # I3# (6.23) 

We will use this construction in w to obtain a parametrix for the global Grushin problem 

for the operator P(h). 

7. Es t imates  away from the  b o u n d a r y  

As in w we put 

P-zd~e--fh-2/3(p(h)-w)-z, wE W ~  (0,oc). 

We now assume that  IRezl~<L, IImzl~<C, with C fixed but  L allowed to grow. We will 

also use the notation 

D(a) = {x �9 R n \ O :  d(x, SO) > a}, 

where as before we identified the deformed exterior F with R n \ O .  

The purpose of this section is to establish 

PROPOSITION 7.1. Let 0 < r  2 There exists ho=ho(L) such that for O<h<ho(L) 
and every vEC~(R~\O) satisfying 

suppv C {x: d(x, 00) > h~}, 

there exist ueC~(Rn\O)  and voeCy(an\O) such that 

(P-z)u=v+vo, 
u Foo = 0, 

IlUllL2(R%o)+eh-l+(3~/2)/c~ HUHHk(R%D((1-~)h~))+eh-I+(3W2)/c ]IVO]]Hk(R~\O) (7.1) 

+h -~ (IIx(hDx~)2UlIL~(R%0) + IIx(--h2 Aoo--W)UlIL2(R~\O) 

+ll(1-x)ull.~(R-\o)) 
<. C%k,Lh 2/3-~ IlvllL ( ,,\o), 

for any 7/>0, k � 9  and where XEC~(Rn\O; [0, 1]) is equal to one near 0(9. 
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The proposition could be stated as giving maps Er K~:w-~vo satisfying 

( P -  z) E~ = I + K~ and with boundedness properties 

Er = 0(h2/3-~): L2(D(h~) ) --~ H2(R'~\O), 
(7.2) 

K~ = O(e-h-~+(3~/2)/c): L2(D(h~)) --~ Hk(R~\O),  

or in fact with somewhat better mapping properties given by (7.1). Since K~ does not 
preserve the support condition an iteration producing an exact inverse is not allowed. 

We start with a lemma which is essentially contained in w of [32] (see (6.16) there). 

LEMMA 7.1. Assume that O<h<ho(L). If v l cC~(Rn \O)  and 

supp V 1C 0 ( 5 ) ,  5 > 0, 

there exist u 1 6 C ~ ( R n \ O )  and v~ EC~(Rn\(.9) such that 

( P -  Z)Ul = Vl +v I , 

ul I00 ---- 0, 
(7.3) 

IJUl Ib H~(R"\O) + e C~h- ~ Ilu~ II H~(R"\  D( (X-~)~) ) + e C~h- ~ LIv 1 II H~ (R~\O) 

<<. C~h 2/31lvlIL~(R"\o), 

for any k, 7>0,  and where H2(Rn\O)  is equipped with the natural semi-classical norm. 

Proof. We first solve 

( h - 2 / 3 ( - h 2 A I ~ - w ) - z ) ~ = v l ,  IlU][H2(~) ~< h2/311vl]]L2(~), (7.4) 

where, as in [32], F extends the totally real submanifold F c C n \ O  (given in (3.6) above) 

to a smooth totally real submanifold F in C ~, chosen so that  the symbol of -AI~  

takes its values in { ~ : a r g ( l + i O ) < - a r g ~ < 2 ~ + s } .  That  shows that  we can invert 

h - 2 / 3 ( - h 2 A ~ - w ) - z  as long as h is small enough depending on L. We now claim 

that  

]]~tl]Hk(R,~\D((l_,7)5) ) ~ Cke -C~/h ]Iv 1 ]]L2(D(5)). (7.5) 

This follows from the weighted estimates for the resolvent of -h2Ar~ with the spectral 

parameter away from the values of the symbol: 

10~0y ~ [( - h 2 A  F~ -~)-1] (x, Y) I <- C~,~ e-d~ (x'y)/C, 

d~(x,y)>E, - - a r g ~ < a r g ( l + i g ) - - g ,  E ,g>0 ,  a , ~ 6 N  '~, 
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which in turn follow from the standard conjugation by a smoothed-out distance funct ion--  

see for instance [22]. We can now truncate fi by a cut-off function equal to 1 on 

D ( ( 1 - 2 7 ) 5 ) ,  and 0 near 00 .  This gives u~ satisfying the boundary condition, and 

an error term v~ with an estimate following from (7.5). [] 

The more interesting analysis takes place near the boundary. Here too we will use 

an auxiliary operator 

P~(h) = e-2~ri/3( (hDx~) 2 + 2xnQ(x', hD,, ) ) + R(x', hD~, )+hF(xn, x')hDx~ 
(7.6) 

+ xnx(x~/45) 2e-e"/3( Q(xn, x', hD,, ) -Q(x ' ,  hD~, ) ), 

where X e C ~ ( R ;  [0, 1]), x( t ) -=l  for t~<�89 and x(t)=-O for t >  3. We put E(Xn,X',hD,,)= 
~(Xn/45)e27ri/3(Q(Xn, X I, hD~,)--Q(x', hD,,)). Choosing 5>0 small enough we can ar- 

range that,  in any coordinates, the full symbol of E satisfies 

IE(x~, x', hD~,)l << (~,)2. (7.7) 

We now make a change of variable x n =  h% so that  the operator becomes 

P~(h) = h ~ [e-2~i/3( (hDs)2 + 2sQ(x ', hD, , ) )+h-~R(x ', hD~,)§ 

+sE(h~s, x', hD~c,)], ~t = h 1-3E/2. 

Since we are interested in solving approximately a non-homogeneous equation with data 

supported in 1 < s<h-~5 we modify P(h) once more: 

P~# ( h) = h e [e -27ri/3 ((hDs) 2 + (2s+ x(s) )( Q(x', hDx,) + 1 -x(h~ s/45) ) ) 
(7.8) 

+h-eR(x ', hDx,)+hl-e/2F(xn, x ')hDs+sE(hes,  x', hDz,)], 

where X is as in (7.6). The term 1-x(h%/45 ) which is supported in {s>25h -~} is added 

to avoid domain problems. 

We now have 

LEMMA 7.2. Assume that P # - z = h - 2 / 3 ( P ~ # ( h ) - w ) - z  with w and z as above, 
and let 5>0 be small enough, O<h<ho(L). For any (:GCc~([O,c~)xO0) there exists 
~CC~([0, ~ )  xO0) such that 

( P # - z ) f i  = ~, ~r~=o=O 

and 

]](ttDs)2~tUL2([o,~)xO0) A-]]tt]]L2([O,cx~))| (7.9) 

<~ Ch2/3-e HVlln2([o,~) XD{~))" 
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If  ~ satisfies 
supp ~ C {1 < s < 5h -~ } 

then in addition 

C h - 1 §  - 
e ~' ~ur.[.~<'~-~.'~}~€176215176176215176 (7.1o) 

~< IlvllL~([0,~)• 

for any "y>0. Here H2(0(_9) denotes the h-Sobolev space on 0(9. 

Proof. We will prove an a priori estimate: if 5EC~([0,  c~) •  and ~[s=0=0 then 

CIl(P#--z)~llL~([o,~)• >1 h~-2/3(II(1+(hDs)2)511L:([O,~)• 
+h-~ll(-h2 Aoo-w)~JJL"([o,~)• 

(7.11) 
+ II (1 - h2Aoo)~tll L2 ([0,co)xO0) 

+ h  e IIs(1 - h2Aoo)~llL~([o,~) x o o ) ) -  

Since we can consider P # -  z as an operator on the space defined by the norm on the right- 

hand side of (7.11) this will give solvability of the non-homogeneous problem and (7.9): 

the operator is seen to have index 0 by a deformation to I m z > 0  and to a self-adjoint 

operator. 

The problem involves two Planck constants, h and t t=h  1-3~/2, so it is convenient 

to obtain an ordinary differential estimate in s first and then use an FBI transformation 

on 0 0 .  Thus we consider the following operator on [0, co): 

= e-2'~i/3((hDs)2+(2s+x(s))(#+1-x(h%/45))) 

+ O ( h  1-~/2) hD8 +sE(h%)#+h-~w-  h2/3z, 

where w > # - C ,  0<#<C<w) ,  Iw]> l / C - # .  

We see (compare Lemma 5.2 of [32]) that  for h small enough and wEC~([0,  oo)), 

w(0)=0 we have 

CII-PwlIL~([o,~) ) >1 II( I § ( h D 2  ")WlIL"([O,~) ) § II ( I § ~)WlIL2([O,~) ) (7.12) 

+ h  - ~  II,,-,w II L=([o,~)) + he II s ( l +  #) w II L~([O,~))- 

The estimate (7.11) follows from this and an application of the FBI transformation in 

the 00-variables as in the proofs of Propositions 5.1 and 5.2 of [32]. 

To obtain the better  estimate under the support assumption, supp ~5 C { 1 < s < (~h -~ }, 

we introduce a weight function 

1 o h-3~/2 1 , h e s \  r = -~X~(s)+ ---K--X~ ~ ), 
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where X~ for s < 1 - 7 ,  X~ for 8 > 1 - 1  ~7, and where X~(s)=l for s>1+% 

X~(s)=0 for s < l + l T .  On the level of ordinary differential estimates we see that 

exp(~b~/h)Pexp(-r still satisfies the estimate (7.12): in the outer region s> 

(1+7)5h -e, the square of the gradient of Ce is bounded by h-e/C, and for C large 

enough it is dominated by the s-term. Again this leads to an estimate for P # - z :  

1--3e/2 ~ 
he-2/3lleCJhl-a~/2 (P#--z)~HL2([o,~)xO0) >1 lie ~b~/h UllL2([O,oc)• ) 

I--3e/2 -- I--3~/2 
+lie r UHL2([o,~)• CJh U]]L:([O,~)• 

Since Ce=0 on the support of O=(P#-z) f i ,  this provides the weighted estimate (7.10) 

with k=0. Elliptic regularity and interpolation give the estimate for all k, at the expense 

of all the constants involved. [] 

Before proving Proposition 7.1 we need to translate the statement of Lemma 7.2 to 

the original coordinates. If we put U(Xn, x ')=5(h-exn, x') and v(x, ,  x')=O(h-exn, x'), 
then (7.9) becomes 

- e  2 

+h-e]](-h2Aao-w)U]jz=([o,~)• <~ hi/a-el]VllL2([o,~)~,~xOo ), 
(7.13) 

and if supp vC {h e <x~ <5} then in addition 

e C~h-l+a~/2 u 2 " e  C~h-~ u 2 
Hk({xn<~(l-7)he}• T Hk ({xn>(l+7)5} X (90) 

<<. IJvllL~(Eo,~)• 
(7.14) 

We now note that P # - z = P - z  for 3he<xn<25 see (7.8). Hence if v26C~(Rn\O0),  
supp v2 C {x: h e < d(x, 0O) < 6} then by cutting off U(Xn, x') =(~(h-ex~, x') constructed in 

Lemma 7.2 we obtain u2cC~(R~\O) such that 

(P-z)u2 =v2+v~), u2Iov=O 

and 

h2/a--e]]V2HL2(R,~\O) >1 h-e(ll(hDx.)2UllL=(R,~\O) +ll(--h2 Aoo-w)~ni2([o,~)• 
-~- IlU2 U H 2 ( R n \ O )  -[- eCh -1+ 3~/2 IlU2 HHk(Rn\  D( (1--,7)hQ ) 

1_ C h - 1 .  - -  Ch -1+3~/2 2 
e Hu2 u ~ ( n ( ( l + ~ ) 5 ) ) - I - e  HVoHHk(R,~\O). 

(7.15) 

The proof of Proposition 7.1 is now quite straightforward: 
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Proof of Proposition 7.1. If v C C~ (R  N \O)  satisfies supp v C D ( h e) we choose 5 small 

enough for the operator P~(h)  given by (7.s) to satisfy the assumptions of Lemma 7.2 

and decompose v: 

V=Vl-I-V2,  vieCcCX:)(I~n\o), IlvlllL~+llv211L~ ~211vllL=, 

suppvl  C D(15) ,  suppv2 C D(h~)\D(5). 

We can then take u=ul+u2  and vo=v~+v~, where ul ,  v~ are given by Lemma 7.1, and 

us, v 2 in the discussion following the proof of Lemma 7.2: 

IIUIIH~(R-\o) + e Ch- ~ +~"~ IIUIIL2(R~K D( (1-~)h ~ ) -I-e Ch- ~ + a~/2 IIv0 II L~(R~\o) 

< IIUl [[H2 (Rn\O) -}-flu2 [IH2 (l:tn\o) n k eCh -l+ae/2 I[~t 2 [[L2(D((1--,7)he)) 
eCh -~+a~/~ 1 2 + (llvo II L~(R~\O)+ [Ivo II L=(R~\O)) 

<. Ch2/3-% Ilvl [I L=(R-\O)+ IIv2 I1L=(R~\O)) 
<~ Ch2/3-~IIVlIL~(R.\O), 

which is almost the estimate of Proposition 7.1. Using (7.3) away from the boundary and 

(7.15) near the boundary we also estimate the remaining terms where we gain h -~. [] 

8. The global Grushin problem 

Throughout  this section we will take w E W�9 (0, o0) and z E C satisfying [Re z I << 1/5 and 

Ilmzl~<C1. 

To consider the global Grushin problem we introduce new spaces, 

u~,r,~ : ( H ~ n H ~  ) ( R " \ O )  • L2(O0;  CN), 
(8.1) 

7-/~,,r = L2(R~\O)  x L2(O0; c N ) ,  

which are the global modification of the spaces considered in w167 5 and 6. Thus we intro- 

duce a weight function r  co); [0, 1]) which satisfies r  for t <  �89 and r  

for t~>l, and then give the norms as follows (see (5.13)): 

( u u ) U ~  =h-2/al'e"%~")/2hW3 (hD~,~)2U"L~(R-\O) 

+ h -  2/3 II er~~ (~)12h2/a X(Xn/5) xnu II L2 (R%O) 

+ He"~(~")/2h:/3(Xn)-2(h-2/3(--h2Aoo--W)}Ulli:(R,~\O ) 

+h-2/alie~'O(x~)/2h2/3 (1--X(X,/5))UliH2(R,\O ) +hl/allu_ IIL2(OO;CN), 
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where xcC~ [0, 1]), X(t)=l for t < l ,  and x ( t )=0  for t>2.  The other norm is given 

by 

( ~ ) =Ile"r176 
V+ Tlw,r 

We first note that  

~ ~ ) 

In fact, we can decompose u with t(u,O)CB~,~,~ as Ul+U2, where suppu2C{x~>2~},  

supp Ul C {xn ~< 3(~} and the norm of u is comparable to the sum of the norms of Ul and u2. 

Then 

( u 2 )  ,~h_2/3,]err 
0 t3 ..... 

so that  

(-) JJerr (h -2 /3 (p (h ) - -w) - - z )u2JJL~( i~n \o )  < C 0 • . . . . .  " 

For the terms supported in the region where xn<3(f we can use (3.7) to describe the 

operator, and the boundedness follows as in w 

We now want to correct (8.2) to an invertible operator by introducing 

R_,w: L2(00;  C N) ---+ L2(Rn\O) ,  

R+,~: ( g2nH~) )(Rn\O) --+ n2(o0; C N) 

as the antidiagonal terms. They are obtained from symbols appearing in w167 5 and 6, and 

the calculus of w let e~ '~ be given by (5.6) and let us put 

~,w(m, Xn) = X(Xn)(eh-2/3(R(m)-w)J(h-2/3Xn), m e T*OO, 

where as before X is one near x,~ equal to 0, and vanishes for large xn. From ~,w we 

obtain a family of operator-valued symbols 

e~,w e SE~,2/3 (OO; h 1/3, ~(L2([0, oc)), CN)), 

defined by 

= r]0~ ~,w (m, xn)u(xn) ~( j )u (m)  dxn. 

Using the coordinates (3.1) on R n \ o  we then put 

R+,w = Opr~,h ( ~ ) :  L2(RN\oo) ---+ L2(00; cN) ,  (8.3) 
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where OpE~,h is given by Proposition 4.1. The other operator is defined simply as the 

adjoint: 

R_,w = R+,w. 

We first observe that  

-z  RO,  ) \ R+,~ : B~,r,~ --~ ~ , r .  (8.4) 

We will show that  for O<h<ho(5) the operator P~(z) has an inverse 

$ ~ ( z ) = ( E ~ ( z )  E+'~ ( z ) )  : 7-/~ o --*/~,0: ,  (8.5) ' 

with E_+,~ (z)e ~I/O'1:2/3 ( 0 0 ;  •(C N, c g ) ) .  

For convenience we now put w=l  and drop the corresponding subscript. It will 

be clear that  the analysis is uniform for w in a fixed compact subset of (0, c~). Using 

the results of w167 5, 6 and 7 we will construct approximate inverses which will lead to 

the global inverse of P(z).  We start with the most interesting case. Let B~,~ and 7-/~,r 

be the spaces of functions on [0, cx~) introduced in w and translated from the t- to the 

xn-coordinate but where we dropped the dependence on z (the weight function r is the 

same as in the previous norms): 

( w ) =II : r  I IL:(Io,~))+h_,I3(,~)Iw+Ic,, ' 
W+ 7~.x,~ 

u ) = ) 
U+ B~,r 

+ h -2/3 Ilerr 2/3Xn UllL 2([O,oo) ) + h 1/3 lu_ ICN . 

With this notation we can state 

2 LEMMA 8.1. Let 0 < ~ < ~  and let us put 

X1 ---= HI 0 Id ' 

where X is as in (8.1), ~ l e ~ ~ 1 7 6  W F h ( ~ l - I d ) c { m : d ( m ,  E)~>C} and WFh(~I )C  

{m: d(m, E) ~<2C}. 

There exist 
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such that 

where 

~(z) E~(~)-x ,  = n~(~), ~ L ( z ) ~ ( Z )  - -X1  = ~'~L(z) ,  

7~R(z) �9 ~ , 2 / 3 ( 0 0 ;  hN(A)-N, ~(~-I~A,r, ~-~.k,r)), 

~-~IL (Z) �9 ~I/E,2/3 (0(--O; hN()~) -N, f~(]~A,r, ]~,~,r)), 

for any N. Here the constants are allowed to depend on z and 6. 

Proof. w and the first part of w give us an operator $~ �9 ~ , 2 / 3  (OO; 1, s Bx,~)) 

with WFh(~I) C {m: d(m, E) <2C}  such that 

P(z)$1(z)--Id= ~lR(z), ~l(z)'P(z)-Id= ~L(z), 

where for any A�9176176 with WFh(A)c{m: d(m, E ) ~ C }  and any k we have 

~ 

0 ] B~ +hkA~, 

R R A k , B k E ~ , 2 / 3 ( 0 0 ;  1,/2(7~,~, ~/~,~)), 

A L, B L �9 ~ , 2 / 3 ( 0 0 ;  1, s Ba,~)). 

The lemma follows after we introduce the cut-off to the region where xn < h E, noting that 

for 0 < z < ~ the operator 

( X(xn/h~)O Id0) 

is bounded on BA,~ and 7-t~,~. [] 

Similarly we will now apply the second part of w We again translate the spaces 

appearing there to the xn-setting: we now have 7-I # and/3  # with norms )%r ~,r 

w ) = ilerr ' 
W+ TI~, r 

+h-2 /3  Her~(~)/2n2/3 (hDx ~)2uIIL= ([0,~)) +hl/3Iu_ ]cN. 
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LEMMA 8.2. Let 0 < r  2 and let us put 

da_ ( X(x./h ~) O)  
X2 : X2 0 Id ' 

where X2 �9 k~176176 WFh(X2-Id)  C {m: d(m, E) ~C},  WFh(X2)C {m: d(m, E)/> �89 

There exist 

such that 

where 

~(z) E~(z)-x~: n~(z), 

for any N. 

E:(z) �9 ~(0o; 1, ~(n~,  ~ ) )  

E~(z)~'(z)-x~ : ~ ( ~ ) ,  

Proof. This follows from the same argument as that  in the proof of Lemma 8.1 but 

with the simpler calculus: as in the second part of w we can now use the standard 

semi-classical calculus as we are away from the glancing hypersurface E. [] 

The two lemmas give 

PROPOSITION 8.1. There exist ~3 (z): ?-/~--~B~,~, �9 =R,  L, such that 

0 0 
~~ I d )  =T~nR(z)' EL(z)~(Z)--(X(Xno/he)Id) =T4L(z)' 

where for any N, 

(h2Aoo)NT~R(z)(h2Aoo) N= O ( h g )  : "]'~r ~ 7"~r, 

(h2Aoo)NT~L(z) (h2Aoo) g = O(hY): Br,~ --*/~r,~, 

where (h2Aoo} N is applied to both components, and 

E~+ (z)= E5 (z)e ~~ ~(c N, c N)) 

Proof. We simply put $R(Z)=ER(z)+Cff(Z) and choose X1, X2 so that  ~1+~2=1.  

The spaces B~,~ and 7-/~ were defined so that  after truncation to the h<neighbourhood of 

the boundary, the operators in k0~,2/3(00; s microlocalized to a neighbour- 

hood of E, and operators in k~(00; s  .~,~, # . ~ ) )  microlocalized away from E, �9 =7-/, B, 

are bounded on 7i~ and B~,~ respectively. [] 

Combining this with the estimates of w we can obtain the full inverse: 
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2 and 0<h<h0(~) there exists E~(z):?t~,,0--~B~,0,~ PROPOSITION 8.2. For 0<~<~ 

such that 
7~(z)E~(z) - Id  = 0, ~(z)7~(z)-Id=O, 

0,1,2 and E~,_+ e~,2/3(O0;  L(C N, cN)) .  

Proof. We first construct an approximate right inverse, and for that we put 

o Oo) ~R(z)=ER(z) (X(Xo/h~) Id ) +  (E~(1-~(x~/h~))  
0 

where E~ is given by (7.2), ER(z) by Proposition 8.2, and ~CC~162 [0, 1]) has its support 

close to 0, and X=I on the support of ~. Then 

p(z)~R(z)=Id+lC~(z), IC~=T~R3(z)+(K~(1-~(xn/h~)) 00) 
0 

where again K~ and 7~3 R are as in (7.2) and Proposition 8.2 respectively. We have/C~= 

O(h~): 7-/0--+7/0, and hence for h small enough (I+/C~) -1 = I+A~, .A~=O(h~ 7-lo--~Tlo. 
Thus we can put E(z)=~R(z)(I+.A~(z)). 

The operator .A~(z) has of course much better mapping properties: K~(1-~(xn/hr 

maps L 2 to H k for any k, and 7E3 n is smoothing in the tangential variables. If we write 

A~(z )=(Al l (Z)  A~2(z) ) 
\ A21(z) A22(z) 

then it follows that A12(z) and A22(z) are smoothing in the tangential variables. Hence 

E_+ (z) = ER+ (z) + ER+ (z)A22(z) + E R(z) A12(z) 

= e N, CN)), 

that is, E_+ remains essentially the same. [] 

The precise structure of E~,,_+ (z) comes directly from w167 5 and 6. Using the standard 
formula 

(h-2/3(p(h)-w)-z) -1 =Ew(z)-E~,+(z)E~_+(z)-lEw,_(z) (8.6) 

as in [8] we identify the resonances with the values of z for which Ew,_+(z) is not invert- 

ible. This is summarized in the main consequence of this section: 

THEOREM 8.1. Assume that W�9 cx~) is a fixed set. For every wEW and zcC, 
0,1,2 [Re z[<<l/x/~, IImz[~<C1, there exists Ew,_+(z)eqJE~,2/3(O0, s  N, cN)) ,  where Ew= 

{peT*O0: R(p) =w}, g=g(c1)  such that for 0< h< h0(5): 

(i) / f  the multiplicity of the pole of the meromorphic continuation of (AR~\O--~)-I 

is given by mo(() then 

1 ~1~ ~1-~ E~'-+(~)-I d Ew,_+(~)d~, 0 < e < < l .  (8.7) mo(h-2(w§ z) ) = ~ tr ~-~ 
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(ii) If E~ h), pcT*O0,  and a~.w,h given in Proposi- 
tion 4.1, then 

E~ (z; p) = O ( < A - a e  z)). 

In addition for IAI<~I/Cv~ we have 

o IIE~o,_+(z;p; h)-diag(z-A-e-2~i/3q(p))l l~(cN,cN ) <~ E << 1 (8.8) 

and 

detE~ ~=~ z=A+e-2~i/3~(p) forsome I<. j<.N,  

where the zero is simple. Here ~j(p)=~j(2Q(p)) 2/a. 
(iii) For ]A]~>I/Cv~ o , E~,_+ is invertible and 

(8.9) 

E~ h) -1 = O ( ( A - R e  z ) - l ) .  

Proof. The first part follows (8.6) as in [8]: the multiplicity is given by the trace of 

the integral of the left-hand side divided by 2~i. We then use (8.6), the cyclicity of the 

trace and the identity E~,,_ (z)E~,+(z)=-OzE~,+(z). For the second part we recall the 

symbolic constructions of $ and C # given in w They show that  the principal symbol 

is O ( ( A - R e z ) ) .  For [A[~<I/Cv~ the only contribution comes from $, and then the 

statement follows from (5.15) and (5.16). 

For the last part we first note that  in the region of overlap between the two symbolic 

constructions, the expansions (6.13) and (6.19) agree. Consequently we need to check 

the boundedness of the inverse of the principal symbol separately for each construction, 

assuming [A[>>l+[Rez[. That  follows from (5.17) and (5.20) in w [] 

9. T r a c e  f o r m u l a  for  t h e  r e d u c e d  p r o b l e m  

In this section we will use Theorem 8.1 and the calculus developed in w to establish a 

local trace formula for E_+(z) (for simplicity we now put w = l  and drop that  index). 

We introduce a new parameter L<<l /v /~  which will give the size of Rez  in the region 

we will work in. From now on the constant h0 will depend on both L and 5. All other 

constants are assumed to be independent of L and 5 unless it is indicated otherwise. 

The main point is that  the leading symbol has nice uniform properties for large L but 

the lower-order terms and the derivatives can grow as L gets large (that is, as 5 gets 

small--see w 
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We first need an auxiliary operator E_+(z) which microlocally differs from E_+(z) 
for IAI<.L+C only, and is globally invertible. Thus let reS~163 cN)), 
a multiple of Idc  K, be supported in I11 <<.L+C and satisfy 

(E~ h)+r(w, h2 /3 )~ ) )  - 1  : O(1): cN--+ C N, 

which is possible because of (ii) of Theorem 8.1. If we use R to denote Op~,,2/3(r ) then 

for 0 < h < h 0  and 
0,1,2 A :  (h-2/3(-h2Aoo-1)), Ae~,2/3(O0), (9.1) 

the operator A-I(E_+(z)+R):LZ(OO)--+L2(O0) is uniformly invertible. We now use 

Lemma 4.4 to find a finite-rank operator K such that R -  K 6 9 -  ~ ' -  o~ (00) ,  rank ( K ) :  

O(Lhl-n+2/3). Putting E,_+(z):E_+(z)+K we obtain 

0,1 ,2  
L E M M A  9.1. There exists an operator E +(z)E~E,2/3(OO;f~(cN, cN)) such that 

for 0 < h < h o ,  

/~_+(z) -1, (A-1E_+(z)) -1, E_+(z)-lE_+(z) = O(1): L2(O0; C N) --+ L2(O0; c N ) ,  

and 

E_+(z)-~_§ = 0(1) e L(L2(O0; C~), L2(O0; C~)) 
is independent of z, and rank(E_+(z)-E +(z)): 0(Lh1-"+2/3). 

We note that  by Lemma 4.1 the inverse is a pseudodifferenti~l operator in our exotic 
c l a s s :  ~ - - i  0 , - - i , - - 2  E_+(z) C~z,2/3 (O0;s CN)). From (8.9) we also see that for 0 < h < h 0 ,  

dist (z, N 1 - -  E ~o~,2/3 ( 0 0 ;  z:(C , CN)) .  U(a+e-2~r i /3<j(E)))  ) (9(1) => E-+(z)-I 0,-1,-2 N 
3 

(9.2) 

To have this satisfied for a sufficiently large set of z's (in addition to the obvious 

set Imz>Im(e -2"~i/3) minm (1) we need to make geometric assumptions on O. We will 

assume that 

rn~n ~jo+l(P) > max ~Jo(P), (9.3) 

which is (1.4). We also assume that N is much larger than Jo. Condition (9.3) implies 

that 

rn~nfj+l(p) > rnax f j (p ) ,  1 ~<j ~<j0, (9.4) 

since j~ -~r  is decreasing. That is well known from Sturm's comparison theorem. 

We remark that  asymptotically the zeros of the Airy function, or rather their negatives, 

satisfy (j ~ (3 j )  2/3. Hence if we allow J0 to grow then O needs to be closer to the ball. 
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t b2 a2 a4 b4 

m a x   jo-1 cos 

b4-ibl  

m~n Go cos 

max  ~jo cos 

rn~n ~j0+l cos 

7z 

a2 --ial W 

"/2 a2--ia3 

"73 
b4-ib3 

Fig. 2. The regions WC~ and the contour " ) ' = ' ) ' l U ' ) ' 2 U ' ) ' 3 U ' ) ' 4  . When j o = l  there is no upper 
shaded region. 

To state  the t race formula we need to in t roduce two domains,  W C  ~,  in C and a 

suitable contour,  7: 

W = {z : a2 < Re z < a4, al  < - Im z < a3} C ~ = {z : b2 < Re z < b4, bl < - Im z < b3}, 

COS(171 ") 1TIEaX ~jo_ 1 < b I < a I < COS(~71) m~n Cjo, 

COS(171") I~IEaX ~J0 < a3 < b3 < cos(17r) m~n (jo+ 1, (9.5) 

W C  W = {z : c2 ~ Re z ~ ca, cl ~< - Im z ~< c3} C ~2, 

where we took the positive orientation,  71 and "Y3 are the horizontal  pieces, - I m z = c l  

and - I m  z=c3 respectively, and 72 and ~r are the vertical ones, Re z=c2 and Re z=c4 

respectively see Figure 2. As a choice of the constants  we take 

1 = I L ,  a l - b l , b 3 - a 3 = O ( 1 ) .  (9.6) a2 = -- ~L, a4 
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To state the trace formula we need one more definition: 

Res(h) der{z = : mo(h-2(l+h2/3z))  > 0}, 

where mo is as in (8.7), and we count the elements of Res(h) according to their multi- 
plicities given by too. 

THEOREM 9.1. Let E_+(z) be as in Lemma 9.1, W c ~ c C ,  and ~/ be as in (9.5) 
with assumption (9.3) satisfied. Let f (z)  be a holomorphic function in g) such that 

]f(z)l~<l i f b 2 < R e z < a 2  and a4<Rez<b4 ,  r  

Then for 0<h<h0,  

Z tr ~ / f ~ j f ( z ) ( E  +(z) -1 d E _ + ( z ) - E _ + ( z ) - ~  d E _ + ( z ) ) d z  
j=1,3 (9.7) 

= E f(z)+O(1)nhl-n+2/3" 
zCRes(h)nW 

The first step of the proof of Theorem 9.1 does not depend on the assumption (9.3): 
we reduce the problem to a finite-dimensional one using a Grushin problem for E_+ (z). 
This is given in 

LEMMA 9.2. Let E_+(z) be as in Lemma 9.1, A as in (9.1), and let 

M = rank(E +(z)-/~_+ (z)) = O(1)Lh 1-n+2/3. 

Then there exist operators R+ e s  cN),/2(ZM)), R_ (z) �9  s Lz(OO; cN))  
such that 

(A-1E_+(z) R_(z) ) 
Q(z) = R+ o 

_ _ (o(L) o(L))  : L2(00;CN)eZ2(ZM) L (00;CN)| 
o(1)  o 

has a bounded inverse 

( F (z )a  F+(z) 
m(z)=~(z)-l= \F_(z)a ~+(z)) 

= (O(1 /L)  0 ( 1 ) )  
\ O(1/L) O(1) :L2(00; cN)| --* L2(O0; (]N)(gI2(ZM)" 

In particular, 

E_+ (z)- i  = F(z) - F+ (z) F_+ (z)-I F_ (z). (9.8) 
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Proof. Let el,  ..-, eM, eM+l, . . .  be an orthonormal basis of L2(O0; C N) such  that  

Image(A-1 (E_+(z)- /~_+ (z)))* = (Ker(A-1E_+ (z)- /~_+ (z))) • = span{el, ..., eM}, 

where the ej are independent of z as the difference E _ + - E _ +  is. In particular, 

eM+l, eM+2, ... e Ker(E_+ (z)- /~_+ (z)). 

We put 

R+u(j) = (u, ej}, 1 <.j <. M; 

We want to solve 

(9.9) 

M 

R_(z)u_ = E u-( j)A-1E-+(z)eJ = A-1E-+(z)R+ u-" 
j = l  

A-1E_+(z)u+ R_ (z) u_ = v, (9.10) 

R+u=v+. (9.11) 

We will find formulm for u, u in terms of v, v+. For tha t  let us assume that  we have a 

solution of (9.10) and (9.11). Writing u=~j~=l ujej we see from (9.11) that  uj=v+(j) 

for j ~< M, and hence 

u=R+v++u , u~EImage(I-H), H = R + R + .  

Hence (9.10) becomes 

A - I ( E  +(z)u'+E +(z)R+u ) -1 �9 _ _ _ = v - A  E_+(z)R+v+. 

From (9.9) we see that  h-lE_+(z)u'=A-1E_+(z)u ', and consequently we can rewrite 

the previous equation as 

A - I -  , �9 E +(z)(u + R + u _ ) = v - A - ~ E  +(z)R*+v+. 

Thus 

u' +R*+ ~_ = ~_ + ( z ) - l h v  - ~_ + ( z ) - lE_+ (z)R*+v+, 

from which it follows that  

u'= ( I - H ) E  +(z)-IAv-(I-H)F,_+(z)-IE_+(z)R*+v+, 

u_ -- R+E_+(z)- IAv-R+E_+(z)- IE +(z)R+v+, 
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that  is, 
g(z )  = ( / - I ] ) E _ + ( z )  - 1 ,  

F+(z) = n*+- (i-rI)  +(z)-IE_+(z)RL 
F (z) = R+E_+(z) -1, (9.12) 

F_+ (z) = -R+ + (z)- 'E_ + (z) R: ,  

which completes the proof of the lemma. [] 

Remark 9.1. We note here that  following an argument from [26], Lemma 9.2 applied 

with 1/6, L = O ( 1 )  provides a finer local upper bound on the number of resonances than 

that  given in Theorem 4 of [32]: if 0 < h < h 0  then 

E too(() = O(1)h 1-n+2/3. (9.13) 

I1-Re~l~Ch 2/3 
- Im ~<Ch 2/3 

In fact, it follows from (9.8) that  the poles of E_+(z) -1 are given, with multiplicities, by 

the poles of F +  (z)-1,  and these are in turn the zeros of det F_+ (z). We now recall that  if 

A is an ( M x  M)-matr ix  a n d  ]]AIIL(12(ZM);12(ZM))= O(1) then [det A] ~< exp O(M). Hence 

IdetF_+(z)]=exp(O(hl-n+2/3)) and Jensen's inequality gives a bound for the number 

of its zeros in Izl~C as 0(h~-~+2/3). Rescaling to the original spectral coordinates 

gives (9.13). 

For the next lemma we need to recall a lower modulus theorem which has a long 

tradition in function theory and is essentially due to H. Car tan- -see  Theorem 4 in w 

of [14] and references given there. Suppose that  g is holomorphic in D(zo, 2eR) and 

g(zo)=l. Then for any ~?>0, 

loglg(z)l>~-log(15e3~log max [g(z),, zED(zo, R)\79, (9.14) 
Iz-zol<2eR 

where 79 is a union of discs with the sum of radii less than r/R. For our purposes the 

values of the fixed constants in (9.14) will not be relevant. 

LEMMA 9.3. Let us assume that (9.3) holds and let us take f satisfying the assump- 
tions of Theorem 9.1. If N is large enough compared to Jo then with 7j's as in (9.5), 

we have 
d F_+(z) dz f ( Z ) ~ z z l o g d e t  =O(1)Lh 1-~+2/3, j = 2 , 4 ,  (9.15) 

where F_+(z) is given by Lemma 9.1. 

Proof. We will prove the claim for j = 2 ,  the other case being analogous. Using 

Remark 9.1 we first note that  a deformation of the contour within the region where 
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b2 c2 a2 

::i : :o . . . . . . . .  . . . . . .  . . . . . . . . . . . . . .  : . . . . . .  

. . . . .  C . . . . . . . . . . . . . . . . . .  

Fig. 3. T h e  discs in which (9.14) is applied.  

I.f(z)l<~ 1 gives an O(hl-n+2/3)-error. We also observe, again as in Remark  9.1, tha t  

det F_+ (z) = O(1)e CLhl-n+2/3, 
(det F_+ (zo)) - t  = det(F_+ (zo) -1) = O(t)e CLhI-~+2/3 , 

where the last est imate follows from writing (see (9.12)) 

F_+(zo) -1 -R+E_+(zo) E_+(zo)R+, 

and from Theorem 8.1 and Lemma 9.1. 

Using this and (9.14) with V small enough (see Figure 3) we can find a contour ~2 

close to ~'2 and with the same end points on which F + ( z )  has no zeros and in addition 

I log det F_+(z)l =(9(Lh 1-n+2/3) for z on the contour (we choose some determination of 

the logarithm in the neighbourhood of the zero-free contour). We now write 

log det F + (a2 - iaj)l} =3 : - ~, ~:(z)logdetF+(z)dz+:(a2-~oj) _ : 

<" ~, dr(z)  ]logdetF_+(z)]d]z]+(.9(Lhl-"+2/3). 

Since by Cauchy's  inequality, f'(z)=O(1) on ~2, this gives the est imates (9.15). [] 



RESONANCES FOR CONVEX OBSTACLES 243 

Remark 9.2. A more elementary argument for (9.15) can be given by adapting the 

methods of w of [26]. We would have to take a product over a larger set of zeros 

in defining G (in some rectangle containing 0'2 but of size independent of L). The 

bound would then come from Harnack's inequality as in [26]. Alternatively, we could use 

Caratheodory's inequality directly as in the proof of (9.14). It seemed however worthwhile 

to recall that  useful result even though we do not use its full power. 

To conclude the proof of the main result of this section we adapt some of the 

arguments of [26]: 

Proof of Theorem 9.1. Using (9.8) and (9.12) we write 

1 d - i d ~_+(z)  
m+(~)- 7zz z +(~)-m+(z)- 

(9.16) 
: - ( n ~ _ +  (z) -1 +F+ (z)F_+ (z ) - lY_ (z)) d E_+ (z), 

where I I=R+R+ is as in the proof of Lemma 9.2. Both terms on the right-hand side are 

of rank O(nhl-~+2/3). The first term, -II/~_+(z) -1, is holomorphic in ~ and hence 

if - E ~ f(z)trIIE-+(z)-lO~E-+(z)dz 
j=1~3 J 

(9.17) 

: E ~ f(z)trIIE-+(z)-lO~E-+(z)dz" 
j : 2 , 4  J 

On 0'2U0"4 we have lf(z)l ( 1  and the trace, and hence the entire integral, can be estimated 

by O(Lhl-n+2/3). Consequently we can absorb it into the error term in (9.7). 

It remains to study 

1 j(~ d - E ~ f(z)tr(F+(z)F_+(z)-lF_(z) E_+(z)) dz 
j = l , 3  J 

(9.18) 
----- --  j=~l,3 ~ /  ~ f(z)tr(F-+(z)-]F-(z)dE-+(z)F+(z)) dz. 

Using fi '(z)=-~C(z)Q(z).T(z), we get (since R+ is independent of z) 

d d d -F_(Z)~zE_+(z)F+(z ) : ~zF_+(z)+F (z)A~zR_(z)F_+(z). (9.19) 

We first consider the contribution to (9.18) of the last term in (9.19): 

1 I Z 
j=l,3 

dz : E ~ f(z) (9.20) 
j=1,3  

:-j~2,42~ f(z)tr(F-(z)AdR-(z)) dz' 
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as in (9.17), and as there we conclude that  the last expression is O(Lh~-~+2/3). 
We are now left with 

1 ~ f(z) tr(F_+(z)_ldF_+(z))dz= E f(z)+O(hl-'~+2/a) 
j=1,3  Res(h)nW 

j=2,4 J 

(9.21) 

where we noted, from the assumption on f and (9.13) with L,-1,  that  

f ( z ) =  max If(z)lO(hl-n+2/a)=O(hl-n+2/3), ~f=OW. 
P~s(h)n~\W 

R e s ( h ) N W \ W  

Since trF_-t+OzF_+=O~(logdetF+) the last term on the right-hand side of (9.21) is 

O(Lh 1-n+2/3) by Lemma 9.3. This gives (9.7). [] 

10. P r o o f  of  t h e  m a i n  t h e o r e m  

We will now use Theorem 9.1 to prove, under the assumption (9.3), the asymptotic 

formula for the number of resonances in a band corresponding to the j t h  zero of the Airy 

function. We formulate it here in the semi-classical setting: 

PROPOSITION 10.1. For 0 < a < b  let us write 

Nh([a, bi;j) = E mo(h-2z)' 
a,<Re z <b 

~ ( j ) h  2/3 - O h < -  Im z<g( j )h2 /a  +Ch (10.1) 

x ( j )  = 22/3~j cos(~-) minQ ~/3, K(j) = 22/3~j cos(-~r) maxQ 2/3, 
SO0 SO0 

where -~j is the j-th zero of the Airy function, mo is the multiplicity of a pole of the 
meromorphic continuation of ( - A a n \ o - ~ )  -1, and Q is the second fundamental form 
of 0(9. Let us assume that 

Then for any ~>0, 

/ r \3/2 
maxsoo Q I ~j+l ~ (10.2) 
minsoo Q < \ - ~ 7  ] " 

hl-~ f dx' d~' +Oe(hl-'~+l/3), Nh([a,b];j) = ( l+O(e) )  (21r),~_ 1 Ja~<leq~,4b 

where ,2 I~ Ix, is the induced metric on T*,O0. 

(10.3) 
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In addition there are no resonances of -h2 Ao in 

K ( j -  1) h 2/3 + Ch < - Im z < x( j )  h 2/3 - Ch, 

K(j)h2/3+Ch < - Im z < x ( j + l ) h  2/3-Ch, 
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(10.4) 

I (w) = {A �9 R :  A +e-  2~/a ~jo(W ) �9 W } , (10.6) 

the coordinates (w, h2/3A) are as in Lemma 4.3, and we consider ~Jo as a function on E. 

Proof. If we apply Lemma 4.3 to the term appearing in (9.7), 

x 

2~ri 

then in the notation of Theorem 8.1 we obtain 

hl-n+2/3 jE 1 ~  tr((EO+(z;w,A)_l ~O+(z;w,A)_l) 
• 

X~zE_+d o ( z ; w , A ) ) d z n ~ ( d w ) d A + O L , f ( h 2 - n ) .  

By construction, (E~176 -1 is O(h~(A> - ~ )  for IAI~>C+L, and thus we can 

insert I[_C_L,C+L](A ) into the integral at the expense of an O(h~)-error .  That  allows 

us to split the integrals into two terms corresponding to E~ and/~0+. 

Since/~~ w, A) -1 is holomorphic in ~ we can change the contour of integration 

to q'2LJ'y4. The function f satisfies I f ( z ) ] ~ l  there and hence the contribution of the 

where 

with the convention that K ( 0 ) = - c c .  

Theorems 1.1 and 1.2 are easy consequences of this proposition: we can apply a 

dyadic decomposition and then use (10.3) in each dyadic piece (see for instance w of [28]). 

To obtain Proposition 10.1 we will apply the pseudodifferential calculus to the ex- 

pression on the left in the trace formula of Theorem 9.1. The parameter L is now 

becoming large, and since 5 can be chosen depending on L we drop it altogether. 

PROPOSITION 10.2. Let f ,  W, ~/j and Jo be as in Theorem 9.1. Then 

hl-n+2/3 ~E 
f (z)-  • 

~eRes(h) nW (10.5) 

+ 69 (Lh 1-n+2/3 ) + Oi  ' L (h  2 - n  ), 
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term involving ~,o_+ is O(Lh 1-'~+2/3) (the factor L comes from the length of the range 

of integration in the A-variable), and (10.7) becomes 

hl-n+2/3 /~ 1 ~ f(z) 
(27r) n - 1  x R  2~i 1u1'3 

•176 d E~ dzLE(dw) l[_c_L,C+L](A)dA 

+O(Lhl-n+2/a)+OL,f(h2-n). 

We now note that  trE~176 logdet E~ has a simple pole with residue 1 at z =  

A+e-2~i/3~jo(W)--see (8.9). For AeI(w),  with I(w) given by (10.6), that  pole is in W 

(and it is then the only pole there), and E~ w, A) -1 is uniformly bounded on ~2U~4. 

Hence at the expense of an O(hl-~+2/3)-error we can close the contour, which gives 

h 1-n+2/3 1 

xtr(E~+(z;w,A)-ld---~E~ dzll(w)(A)Lr,(dw)dA 

- hl-n+2/3 f f(A+e-2'~i/a~jo(w)) 11(w)(A) Lr~(dw) dA 
(2~)  '~-1 J~.• 

+ 0 (Lh 1 -~+2/3) + Oc, I ( h2 -n). 

The remaining part of the integral obtained by inserting 1-li(w)(A) is O(hl-n+2/3). In 

fact, we can deform ?2U'y4 away from its endpoints so that  E~ -1 remains bounded 

on the deformed contour and the deformation takes place in the region where If(z) l<~ 1 -  
see Figure 4. Strictly speaking we have to replace W by a slightly larger W here, such 

that  If(z)l~<l for zeW\W. Since the number of resonances in W \ W  is O(h 1-n+2/3) 
by Remark 9.1 we commit a controllable error on the right-hand side of (9.7). The 

contributions from residues consequently give a term of order O(hl-n+2/3). [] 

We will apply this proposition with 

1 (10.8) f~(z)=  ~ e -~(~-~~ zo=-�89 ~L<<I,  ~L2>>log~, 

where we recall from (9.6) that  a2+aa=O. In ~, we have 

R e ( -  �89 ~ ( z -  Zo) 2) = - �89 ~(Re(z - zo)) ~ + O(~),  

Im ( -  �89 E(z - Zo) 2) = - ~  Re(z  - Zo) Im(z - Zo) = O(L~),  
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b2 a2 a4 b4 

: "71  .............. : ...... ;; ................................................................................................ 
; I 

T ' 
\ / 

~-i 1 I 

i ', 
f! 

i 75 ', W '~ 74 
i / ', 

/ 

/ \ 

. .4 

::... 

Fig. 4. Contour deformation for X~I(w).  

and hence 

f~ (z) : (i + O(sL))~ e -~(R~(~-~~ (10.9) 

In particular, argf~=O(r and 

If~(z)l<<.(l+O(~L)Dv~-~e-~L~/2, zc~, RezC[b2,a2]LJ[a4, b4]. (10.10) 

Applying Proposit ion 10.2 with f(z)=((l+O(eL))x/~e-~L:/2)-lf~(z) (which 

satisfies the required assumptions because of (10.10)) we obtain 

hl-n+2/3 j[ E E E e_z(Re(z_zo))2/2 = ( I § 1 6 2  (2;r)n_~ L~.(dw) (10.11) 
zCRes(h) nW 

+O(1)nv  e- L J hl-=+2/z + O ,L(h 2-n) 

hi-n+2~3 f~ 
= (I+O(r n_ 1 Lz(dw)+O~,L(h2-n), 

where we used the assumptions on L and r in (10.8). 

Proof of Proposition 10.1. We now reintroduce the parameter  wCW as appearing in 

Theorem 8.1, and we take [a, b] CW@ (0, oc). We generalize previous notat ion by writing 

Res(h; w) = {z: mo(h-2(w+h2/3z)) > 0}, 
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with points included according to the multiplicities given by rno, Res(h)--Res(h; i). 
Then 

~/T-e -~(a~  ~)~/2 f w+Lh2/3/2 ~ e-ch-4/3(v-w)2/2Nh(dv;jO)= E V 2~ 
Jw-Lh2/3/2 zeRes(h;~,)nw (10.12) 

hi-n+2~3 /E 
= (1 +(9(eL))  (27r)n_l LE~(dx'd~')+(9~,L(h2-~). 

w 

If we multiply the left-hand side by h -2/8 and integrate it in w over [a, b] we obtain 

: h  -213 fb fv-l-Lh2'312 ./--~-e_~h_a/a(v_w)212 dw Nh(d,u;jo)_~O(vl~ Lhl_n_l_213 ) 
Ja Jv-Lh2/Sl2 V 2~ 

= Nh([a, b], jo) + O(Lhl-n+2/3). 

The error term came from the change of order of integration: the symmetric differ- 

ence of integration domains is contained in 

U { ( v , w ) : l v - c l ,  lw-c]  <~ �89 
cE{a,b} 

The integral in w is normalized and hence after the integration with respect to w first 

we are left with 

where we used Remark 9.1. 

To summarize, we have shown that  

Nh ([a, b], Jo ) + O( Lh 1- n+2/3) 

= (1+ O(~L)) - -  hl-n f l f  , ,  1-n+1/3 
( 2 w ) n _  1 ~ j~.,LE,~(dx d~ )dw+Oc,L(h ). 

Since L~(dx~d~ ~) dw=dx~cl~ ~, the integral on the right-hand side is the integral on the 

right-hand side of (10.3) with e replaced by eL. By taking L • c  -2/3, as in view of 

(10.8) we may, we obtained (10.3) with e replaced by el/3. As it is arbitrarily small this 

completes the proof of (10.3). 
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To see the pole-free regions we apply Theorem 8.1. For the rescaled variables z, 

~=h-2(w+h2/3z), the condition (10.4) translates to 

K ( j - 1 ) + C h  1/3 < - Imz  < x ( j ) - C h  1/3, g ( j ) + V h  1/3 < - Im z  < x ( j + l ) - C h  1/3. 

The assumptions on the curvature and z show that  all but one of the terms 

z -  )~-e- 2~:i/3 ~j(p) 

have moduli bounded from below. Hence (8.8) and (8.9) show that  

E_+ (z) = A(z) G_+ (z)B(z), 

where A(z),B(z)e o,o,o k~z~,2/3(00, s N, c N ) )  are invertible, and 

0,1 ,2  c_+(z) �9 L(c 

has the principal symbol satisfying 

ImG~ >1 Ch 1/a Idc  N near Ew 

and 

Imao-+(z) >/(~)2h-2/3/C away from Ew. 

If C is chosen large enough then by (6.11) the imaginary part of the full symbol of G_+ (z) 
. ~ - - 1 / 3 , 0 , 2  is bounded from below by a positive symbol in ~E~,2/3 " An adaptation of the sharp 

Gs inequality (with h replaced by hi/3; see for instance w of [24] or Proposition 3.1 

of [32]) gives 

IIE_+(z)wllL2 >~Chl/allW]lL2 , weC~(Oo, cN). 

Since E_+(z) is a Fredholm deformation of an invertible operator it is consequently 

invertible, and hence h-2 (w + h 2/3 z) is not a resonance. [] 

Appendix 

We present here the proof of Lemma 4.1. For that  we let 

ah(x, ~) ~f  a(x, h l - ~ l ,  h~2, ..., h~n; h) 

so that  we can write A=ah(x , Dx), and we will be concerned with that  operator and 

some of its commutators. We have 

1jj 
(Ar r - (2~) ~ ei(X'~)ah (x, ~) ~( r  r dx d~, (A.1) 
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with ~b (~) = (.~r (~) = f e-i(2'r ga (x) dx, and for 0, ~b ~ S (R  ~). Let us put 

~ou(~)  = ~ ( ~ - * o ) ,  %~(~)  = e~<~'~~ 

and recall that  

We have 

~ o  = r~o~, ~r,o = ~ o ~ .  

p 

Dr~ def____ a(lx"a' ad~hD~, a d q  1 adPh~_~D.lA = (-i)Ja']+]~'[+q+Ph[~']+(1-5)Pbh(x, D), 

bh(X, ~) = (--OU)a'Ohzf(--O~,)qOP ah(x , ~). 

Let us now assume that  we have the commutator  estimate in the lemma with k~>l. Then 

if IIull(_q)=II(hl-aD,~)-qulln= is the norm dual to I1" II(q), we get 

[ (B%o'~r ga, ryo ~no r <~Chl~'l+l~'l+(1-~)(P+q)[[%og-r (A.2) 

For fixed r CES(R'~), 

II~o%r ~ (hl-~5o,~) k, I1~,o%r ~ (hl-hwo,1)-q, 

and hence the right-hand side of (A.2) is 

(.9(1) h lc,'l+l~'l+(1-f~)(p+q) ( h l-5 ~o,1} k ( h l-5 ~o)-q" 

Using (A.1) we rewrite the left-hand side of (A.2) as 

1 h ' " ' + ( 1 - ~ ) ' f f  " ' ~ ( ~ , e ) ~ ( e - e o ) ~ -  , -  e -  ' - r  

Decomposing the first exponent in the integral as 

(x, ~} = (Yo, ~o) + ( x -  yo, ~o) + (~-~o, Yo) + ( x -  yo, ~-~o) 

we rewrite it further as 

h]~'[+(1-5)p 
/ / b h ( X ,  ~) ei(~-u~176162 r e i((e-~~176176176176176 dx de (2~) n 

= hlYl+(~-~>10~((~o,eoX)bh)(~o-~o, ~o-yo)l,  x(~, ~) = e~<~'r ~(x). 

Summing up, we get 

[J:t( (%o,~oX) O~'O~,O~;OP,ah)(rJo --~o, xo -Yo)[ 
(A.3) 

= O(1)hl~'l+O-~)q(hl-~o,~}k(hl-~lo,~}-q. 
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Here (as in [4, w X can be replaced by any fixed C~-function. Writing ~=7/0-~0 and 

Z=xo-Yo ,  we therefore get 

= O(1)hlcJl+(1-5)q(hl-5~o,1)k<hl-a(~O,l+r , 

which putting ~=(~,  ~'),  ~=(/5, ~') we rewrite as 

ZS~((Tyo , r  O~'O~ O~;OP ah)(~, Z) = O(1)hl~'l+(t-Z)q<hI-~o,1)~(h~-Z(~o,1 -~-r -q. 

It follows that  

.T( (Tyo,r X) 0~,'0~ 0~; OP ah)(r Z) = O(1) h '~' ]+(1-5)q (hl-5~0,1 >k-q <r - N  <z > - N 

for any N, and consequently 

0~,'0~10~x~ OP 1 ah (X, 4) ---- C0(1) h 1~'1+(1-5)q ( h 1-5 41 )k-q, 

that is, 
a '  q ~' p 

(0~, 0~10 x, Ozla)(x , h1-~1 ,  hi'; h) = O ( 1 ) ( h l - ~ l ) k - q ,  

which gives the lemma for k>~0. When k<0  we check that  the assumption is satisfied 

for (h l -~Dz l ) -kA  with k replaced by 0. The composition formula then gives the result. 
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