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1. I n t r o d u c t i o n  

Let X be a semisimple symmetr ic  space. In  previous papers,  [8] and  [9], we have defined 

an explicit Fourier t ransform for X and shown tha t  this t ransform is injective on the space 

C~(X) of compact ly  suppor ted  smooth  functions on X.  In the present paper,  which is 

a cont inuat ion of these papers, we establish an inversion formula for this t ransform. 

More precisely, let X=G/H, where G is a connected semisimple real Lie group 

with an involution a,  and H is an open subgroup of the  group of elements in G fixed 

by a. Let K be a maximal  compact  subgroup of G invariant under  a; then  K acts on 

X from the left. Let (7, V~) be a finite-dimensional uni ta ry  representat ion of K.  The  

Fourier t ransform 9 ~ tha t  we are going to  invert is defined as follows, for T-spherical 

functions on X ,  t ha t  is, V~-valued functions f satisfying f(kx)=T(k)f(x) for all kEK, 
xcX. Related to the (minimal) principal series for X and to  % there is a family E ( r  
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of Eisenstein integrals on X (cf. [5]). These are sums of 7-spherical joint eigenfunctions 

for the algebra D(X)  of invariant differential operators on X; they generalize the elemen- 

tary spherical functions for Riemannian symmetric spaces, as well as Harish-Chandra's 

Eisenstein integrals associated with a minimal parabolic subgroup of a semisimple Lie 

group. The Eisenstein integral is linear in the parameter ~, which belongs to a finite- 

dimensional Hilbert space ~ depending on 7, and it is meromorphic in A, which belongs 

to the complex linear dual aqc of a maximal abelian subspace aq of pfqq. Here p is the 

orthocomplement in g (the Lie algebra of G) of ~ (the Lie algebra of K) ,  and q is the 

orthocomplement in 1] of ~ (the Lie algebra of H).  In [8] we introduced a particular 

normalization E~162  : A) of E ( ~  : A) with the property that  as a function of A it is regular 

on the set iaq of purely imaginary points in aqC. Now 9vf is defined as the meromorphic 

~ function on aqc such that  

(3:f(A) lr = Ix  (Y(x)[E~162 A: x)) dx (1.1) 

holds for all r 176  AEia~. Here dx is an invariant measure on X, (. 1') denotes the 

sesquilinear inner products on ~ and V~, and f belongs to the space C ~  (X: 7) of com- 

pactly supported smooth T-spherical functions on X. The Fourier transform on K-finite 

functions in C ~  (X) can be expressed in terms of the transform 9 v with suitable 7 (see 

[8, w and an inversion formula for 5 t- thus amounts to an inversion formula for K-finite 

functions. Expansion over all K-types then yields an inversion formula for all functions 

in C ~  (X). From now on we shall therefore concentrate on the inversion problem for : -  

with a fixed K-representation 7. 

At first glance, a good candidate for the inverse of ~ would be the wave packet map 

.7 defined as follows, for qs a ~ function (of reasonable decay) on ia~: 

flqD(x) = ~ ,  E~ A: x) dA; (1.2) 

here dA is a suitably normalized Lebesgue measure on the Euclidean space iaq. In the 

case of a Riemannian symmetric space it is indeed true that  f l ~ = I  (cf. [23, Chapter III] 

and [9, Remark 14.4]), but in general this is not so. In [9] we showed that  (taking 

appropriate closures) the operator `79 v is the orthogonal projection onto a closed subspace 

of the space L2(X: 7) of all 7-spherical L2-functions on X. The subspace is the so-called 

most continuous part of L2(X:7). In general the functions ff.~'f, fcC~(X:7) ,  do not 

belong to C ~  (X:T); they are smooth functions of L2-Schwartz type, but not of compact 

support. A central result in [9] asserts the existence of an invariant differential operator 

Do (depending on 7) on X that  is injective as an endomorphism of C ~  (X) and satisfies 

Do.7.T'f = Do f (1.3) 
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for all fEC~(X:T) (see Theorem 2.1). The injectivity of the Fourier transform is an 

immediate consequence, but as we do not know an explicit inverse to Do, (1.3) does not 

give the inversion formula we want. 

The inversion formula that  we obtain involves not only the function j c f  on iaq but 

also its meromorphic continuation. In order to describe it, we must introduce some more 

notation. Let N denote the system of roots for aq in [t; the corresponding Weyl group W 

can be realized as the normalizer modulo the centralizer of aq in K.  Let N+ be a positive 

+ + + is the corresponding open Weyl chamber. For system for E and let Aq =exp  aq, where aq 

simplicity of exposition, we assume in this introduction that  the open subset X+ =KA~H 
of X is dense (in general, a finite and disjoint union of open sets of the form KA~wH, 
w ~ K,  is dense). The normalized Eisenstein integral E~162 has an expansion (see [10]) 

E0(ff):/~:x) = ~ E+(s)~:x)C~162 (1.4) 
s C W  

valid on X+, that  is a generalization of Harish-Chandra's expansion for the spherical 

functions on a Riemannian symmetric space. Here C~ is an endomorphism of ~ 

and E+(sA:x) is a linear operator from ~ to V,. Both of these objects depend mero- 

morphically on ,k. For C E~ and ,k generic, the function x~-*E+ (A:x) r  is defined on X+ 

as the unique T-spherieaI annihilated by the same ideal of D ( X )  as E~1 6 2  A) and having 

the leading term aa-Or in the asymptotic expansion along A~. It can be shown (see 

[5] and [10]) that  if r/E a• is sufficiently antidominant then ~-I(A), as well as E+ (A: x), are 

regular for ;~E~+iaq. Moreover, these functions of A have decay properties that  allow us 

to conclude that  the expression 

7-~:f(x) := [WI fn+i ,  E+(A: x)Srf(A)dA, (1.5) 

is defined for xEX+ and (by Cauchy's theorem) independent of r/, provided the latter 

quantity is sufficiently antidominant (tW[ is the order of W). We then denote it T~f(x) 
and call it a pseudo-wave packet. As a function of xEX+ it is smooth and T-spherical, 

and by moving r] to infinity one can show that  T~f(x) vanishes for x outside a set with 

compact closure in X. Our main result in the present paper is the following (Theo- 

rem 4.7). 

THEOREM 1.1. Let fEC~(X:~-). Then T~f(x)=f(x) for all xEX+. 

Since X+ is dense in X this provides the desired inversion formula for ~ on C ~  (X: ~-). 

The proof of Theorem 1.1 is carried out in w167 9, but it rests on results from several 

previous papers. In particular, the papers [11] and [12] have been written primarily for 

this purpose. We shall now indicate some important  steps in the proof. Inserting the 
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expansion (1.4) in (1.2) (for this introduction we disregard the fact tha t  A~--~E+(A:x) 

can be singular for ACiaq), and using simple Weyl group transformation properties for 

the involved functions, one sees that  the wave packet J ~ - f  is identical with T09rf, the 

expression (1.5) for r/=0. We would like to identify this expression with the pseudo- 

wave packet T ~ f ,  but because there are singularities between r/=0 and the sufficiently 

antidominant 7], the difference between the two expressions involves residues. In order to 

s tudy closer these residues we invoke (in w the residue calculus for root systems tha t  

we have developed in [11]. According to this calculus, the difference is a finite sum of 

expressions of the form 

u [ rE+( .  : x) f f ] (sv)  dr, (1.6) 
+ia*Fq 

where F is a non-empty subset of the set A of simple roots for E +, a~q its orthocom- 

plement in aq, and A a point in *• * R+FCaFq. Fhrthermore, s is an element of W with 

s ( F ) c E  +, 7r is a suitable polynomial such that  r E + ( .  : x ) ~ f  is regular on a neighbor- 

hood of Ad(s)(A+a~.qC), and ueS(Ad(s)a*F~ ) serves as a constant-coefficient differential 

operator on Ad(s)a~q. These objects (i.e. I ,  s, 7r and u) can be chosen independently 

of f and x. We denote by TFf(x) the sum of all the contributions of the form (1.6) for 

a given non-empty F c A .  The function TFf is T-spherical and smooth on X+. We now 

have 

T F f  = J.T'f + E TFf = E T f f ,  
F c A  F C A  
F r  

where we have set J.T' f=Tof,  and the result in Theorem 1.1 can be expressed as follows 

(Theorem 7.1). 

THEOREM 1.2. Let f E C c ~  and xEX+. Then 

f(x) = E TFf(x). (1.7) 
F C  A 

The main step in the proof of this result consists of establishing the following prop- 

erties of the operators TF. In order to simplify the presentation, we assume in the 

second statement  of the following theorem that  the map A~-*-I  belongs to W (see 

Corollary 10.11 for the general s tatement) .  

THEOREM 1.3. The function TEl on X+ extends to a smooth function on X, for 
all f 6 C ~  ( X : T ) , F c A .  Moreover, the operator f ~-* TF f is symmetric, that is, 

f x  ( TFfl (x) l f2(x) ) dx = I x  (fl (X) l TF f2(x) ) dx 

COO fo~ alZ A , f 2 c  ~ (x:~-) 
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Theorem 1.3 is first proved under the assumption (which is sufficient to derive The- 

orem 1.2) that  f and f2 are supported on X+. This is done (in w by induction on the 

number of elements in A. The derivation of Theorem 1.2 from Theorem 1.3 is given 

in w We shall now outline the proof of Theorem 1.3, which is a central argument for 

the paper. 

We first derive the statements in Theorem 1.3 for F C A .  This is done by a careful 

analysis of the asymptotic expansion of the integral kernel corresponding to the opera- 

tor TF. The principal term in the asymptotic expansion along the standard parabolic 

subgroup PF associated with F can be identified in terms of the Tz~ for the Levi subgroup 

of PF. Invoking the induction hypothesis and a result from [12] (see Appendix B), the 

symmetry of TF is obtained. The smooth extension is a consequence of the symmetry. 

Next, we consider the function g:=f--~Fc~ TFf on X+. The statement in The- 

orem 1.2 is that  g=0;  we know already that  g vanishes outside a set ~ with compact 

closure in X, since both f and TJrf have the same property. Knowing also that  TFf 
extends smoothly to X for F C A  we are able to deduce that  g is annihilated by any invari- 

ant differential operator on X that  annihilates TAr. Here the result (1.3) from [9] plays 

an important  role. It follows that  the annihilator of g in the algebra D ( X )  of invariant 

differential operators on X is a cofinite ideal. Since g is T-spherical, g is hence analytic 

on X+, and since it vanishes outside ~t it must then vanish identically. Equation (1.7) is 

thus proved for functions supported in X+. From this the statements of Theorem 1.3 for 

F = A finally follow (with supp f ,  f2 C X+), and the induction is completed. 

The part of the proof of Theorem 1.3 outlined above is given in w167 9. In w we 

define some generalized Eisenstein integrals and derive a formula for TF in terms of these. 

Theorem 1.3 in its full generality follows from this formula. 

The inversion formula that  we have derived in this paper is an important  step towards 

the Plancherel formula for X. What  remains for the Plancherel formula is essentially to 

identify the contributions TFf in terms of generalized principal series representations. 

For example, TAf should be identified as being in the discrete series for X. These 

identifications will be given in a sequel [13] to this paper, but since it is an important  

application we outline the argument here. For F = O  the identification is inherent already 

in the definition of ~ and J by means of the minimal principal ser ies--an important  

ingredient is the regularity (from [8]) of the normalized Eisenstein integrals on iaq. This 

regularity is, in turn, based on the so-called Maass-Selberg relations from [6], according 

to which (cf. [9, Proposition 5.3]) the adjoint of the C-function is given by 

co(s:  = co(s :  (1.8) 

For the non-minimal principal series, analogues of ~- and J have been defined and the 

Maass Selberg relations have been generalized, by Carmona and Delorme (see [14], [18], 
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[19], [15]). Using these generalized Maass-Selberg relations we obtain the necessary 

identifications of TFf for F ~ A .  In particular, these functions are tempered. As a conse- 

quence of Theorem 1.2 it follows then that  Tz~f is in the discrete series, and the Plancherel 

formula is established. A different proof of the Plancherel formula, also based on the gen- 

eralized Maass Selberg relations, has been obtained independently and simultaneously 

by Delorme (see [20]). Later, we have found a proof of these generalized Maass-Selberg 

relations based on the results of the present paper. This proof will also be given in [13]. 

For the special case that G/H has but one conjugacy class of Cartan subspaces the 

Plancherel formula is easier to obtain than by the argument described above. In this 

case the contributions TEl for F r  all vanish; we prove this in w using [25]. Hence 

in this case we have J • = I  as in the case of a Riemannian symmetric space (which, in 

fact, is a subcase). 

Another important  application of the results presented here is to the Paley-Wiener 

theorem for T-spherical functions on X,  that  is, the description of the range 5~(C~ (X:T)).  

A conjectural description was given in [9, Remark 21.8], and based on the results of 

the present paper we are able to prove this conjecture. The first step is given here in 

Corollary 4.11; the further steps will be given in [13]. The Paley Wiener theorem for X 

generalizes Arthur's theorem for G (which is a semisimple symmetric space by itself), [1], 

the proof of which has been a substantial source of inspiration for the present work. In 

particular, the inversion formula of Theorem 1.1 is in this special case a consequence 

of Arthur's result. There are some important  differences, however, to Arthur's treatise. 

First of all, Arthur appeals to Harish-Chandra's Plancherel theorem in his derivation 

of the Paley-Wiener theorem, whereas eventually we shall derive both theorems from 

the present results. In this respect our proof is very much in the spirit of that given by 

Rosenberg and Helgason for the Riemannian symmetric spaces, see [22, w in Chapter  IV]. 

Secondly, Arthur uses in the inductive argument a lifting theorem due to Casselman (see 

[1, Theorem 4.1 in Chapter II]). The use of this result (the proof of which seems as yet 

unpublished) is here replaced by Theorem 1.3 and the induction of relations of [12], which 

is explained in Appendix B of this paper. 

In the final w we generalize our inversion formula T.~f=f to rapidly decreasing 

functions f on X. The space $ of these functions has been studied, for example, in [21]. 

For G it is introduced in [29, w it plays an important  role in the theory of completions 

of admissible (g, K)-modules, developed by Casselman and Wallach (cf. [30, w [16]). 
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2. Nota t ion  and prel iminaries  

In this paper we use the same notation and basic assumptions as in [9, w167 3]. In par- 

ticular, and more generally than what was assumed in the introduction, G is a reductive 

+ + + is an open Lie group of Harish-Chandra's class. As before we write Aq =exp aq where aq 

Weyl chamber in aq. The simplifying assumption, that  K A ~ H  is dense in X = G / H ,  is 

abandoned. However, the open subset X+ of X defined by the disjoint union 

X + =  U KA~wH (2.1) 
w E W  

is dense in X (see [9, equation (2.1)]). The map 

(k, a, w) H kw-  i awH (2.2) 

induces a diffeomorphism of K / ( K M H N M )  • A~ x 14? onto X+. Notice that  X+ does not 
+ depend on the choice of the Weyl chamber %. 

Let (% V~) be a finite-dimensional unitary representation of K,  and let ~176 

be the finite-dimensional Hilbert space defined by [9, equation (5.1)]. For CE~ AEaqC 

and x c X  we define the Eisenstein integral E(r and its normalized version 

E~162 : A : x) as in [9, w These are T-spherical functions of x, and they depend meromor- 

phically on A. We view E~176 ~: x) as an element in Hom(~ V,) and define 

E* (A:x) EHom(V,, ~ likewise meromorphic in ,~, by 

*, x e X .  (2.3) 

Here the asterisk on the right-hand side indicates that  the adjoint has been taken. Then 

E*(A:kx)=E*(A:x)oT(k) -1 for k c K ,  and the T-spherical Fourier transform (1.1) of a 

function f C C ~  (X: T) is conveniently expressed as 

5rf  (/~) = / x  E* (/~: x) f (x)  dx c ~ (2.4) 

In the same spirit we write the definition (1.2) of the wave packet as 

J ~ ( x )  = [ E~ x)~(A) d,k (2.5) 
J ia~ 
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for ~o:iaq--+~ of suitable decay; it is a smooth function of xCX (see [9, w In these 

expressions measures are normalized according to [9, w 

Recall from [9, equation (5.11)] that there exists a homomorphism # from D ( X )  to 

the algebra of End(~ polynomials on aq such that DE~176 for 

all D c D ( X ) .  Moreover, 

U(Df) =#(D)Uf,  D J ~ =  fl(#(D)~) (2.6) 

for f and 7~ as above (see [9, Lemmas 6.2, 9.1]). 

THEOREM 2.1 [9]. There exists an invariant differential operator D 0 e D ( X )  such 
that Do:C~(X:T)---~C~(X:T) is injective and such that DoJJr f=Dof  for all fE  

C ~ ( X : T ) .  In particular, if ~ f = 0  then f = 0 .  

Proof. Choose Do from the set D~ defined in [9, Lemma 15.3]. By [9, Theorem 14.1, 

Proposition 15.2] it has the required properties. The final statement (which is [9, Theo- 

rem 15.1]) is an immediate consequence. [] 

The Eisenstein integrals allow certain asymptotic expansions that we shall now recall 

(cf. [10]). Let PE'J Omin be the a-minimal parabolic subgroup of C that corresponds to 

the chosen chamber a~; then there exists (see [8, w167 for each sCW, a unique mero- 
$ morphic End(~ function .~-~C~ : ~)=CRIB(S: )~) on aqc (called the normalized 

C-function) such that 

a w ) r  ~ : 

s C W  

for each w e W  and all Aeiaq, as a--*oo in A~. Here [.]w(e)eV KnMnwHw-1 indicates 

the evaluation at e of the w-component of the element from ~ inside the square brackets 

(see [8, equations (17) (18)]). In fact, for aeA~ and Aeaqc generic, there is a converg- 

ing expansion for E~162  : ~ : aT) as a function of a on A~. This expansion is conveniently 

expressed by means of the End(V gnMn~u~-l)-valued functions Op,~ (~: . )  on A~ intro- 

duced in [10, w Let the function E+(A): X+--+Hom(~ V~) be defined by 

E+(A: kawH)r = T( k )Op, w( A : a) [~b]~ (e) (2.7) 

for kCK, aEA~, wEW,  r176 It is easily seen from (2.2) that E+(A) is well defined 

for generic )~@aqc , and that it belongs to the space C~(X+:T) of smooth v-spherical 

functions on X+. It satisfies 

E+(A: aw)r ~ a~-Qew(e) 
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for wE~V, as a--~ee in A +. Furthermore, 

DE+ (A) = E+ (A)op(D: A) (2.8) 

for D c D ( X ) ,  by [10, Corollary 9.3], and E+(A) depends meromorphically on AeaqC as 

an element of C~(X+:T). The expression (1.4) now follows from [10, Theorem 11.1]. 

It will be convenient to rewrite this as follows. Let 

E.,~ ( l :  x) = E+ (s l :  x)o C~ A) C Hom(~ V,); (2.9) 

then 

E~ : ~ E+,~(A:x) (2.10) 
s E W  

for xCX+. 
The Eisenstein integrals satisfy an invariance property for the action of the Weyl 

group (see [8, Proposition 4]). Expressed in terms of the notation introduced above it 

reads 

E~176176 E*(sA:x)=C~ (2.11) 

for scW, where the Maass-Selberg relations (1.8) are used in the passage between the 

two identities. For the Fourier transform of a function f E C ~  (X: T) the property (2.11) 

implies that 

~/(sA) = C~ A)~-f(A). (2.12) 

3. The  singular  hyperp lanes  

In this section we study the singular set for the normalized Eisenstein integral E~ :x), 

as a function of A. Our aim is to prove that E~ is singular only along real root 

hyperplanes in aqc , that is, hyperplanes of the form {A ] (A, a )=c} with a e E  and ceR .  

Part of the proof will, however, be deferred to an appendix. 

For SCaqc \{0  } we denote by IIs=IIs(aq) the set of complex polynomials on aq 

which are products of affine functions of the form A~-*(A, ( ) - c  with ( c S  and ccC.  We 

agree that 1CIIs. For SCaq\{0} we define Hs, a C I I s  similarly, but with cCR. 

For R C R we define 

a*q(P,R) :={AEaqe [Re(A,a) < R  for a E E  +} (3.1) 

and denote by ~Q(P, R) the closure of this set. 



34 E.P .  VAN DEN BAN AND H. S C H L I C H T K R U L L  

PROPOSITION 3.1. Let R c R .  Then there exists pEIIE,R such that the map 

~ p ( A )  E*(A) �9 C ~ ( X : ~ )  

is holomorphic on an open neighborhhod of the set aq(P, R). Moreover, 

A ~--~p(A)J:rI(A) �9 ~ 

is holomorphic on this neighborhood for all f � 9  7). 

Proof. We must prove, for each R, the existence of pEII~,rt  such that A~-* 

p(A)E~ x) is holomorphic on 

{ACaqC I Re (A, a) > - R  for a � 9  

It is known (from [5], see [8, aemma 14]) that there exists p�9 with this property. It 

remains to be seen that the singularities of E~ are along real root hyperplanes. The 

main step is contained in the following lemma, in which notation is as in [9, w 

LEMMA 3.2. Let ~�9 There exists, for each R E R ,  a polynomial pEYIE,R 

such that the map )~-*p()~) j (P: ~ : A) y �9 C - ~  ( g :  ~) is holomorphic on aq (P, R), for each 

Proof. See Appendix A. [] 

It follows immediately from Lemma 3.2 and [8, equation (25)] that E ( r  A) is singular 

only along real root hyperplanes for all ~b�9176 In order to establish the corresponding 

result for the normalized Eisenstein integrals, we recall that  the standard intertwining 

operator A(Q': Q:~:A) is singular only on real root hyperplanes for all Q, Q ' c p  (see 

[24, Theorem 6.6]). The same holds for the inverse of the operator (cf. [9, proof of 

Lemma 20.3]). Moreover, by Lemma 3.2, also the operator B(Q':Q:~:A)CEndV(~) 

defined by [4, Proposition 6.1], as well as its inverse, is singular only along real root 

hyperplanes (cf. also [9, proof of Lemma 20.5]). Finally, it then follows from [8, Lemma 3 

and equations (47), (49)] that  the normalized Eisenstein integral has only real root hyper- 

plane singularities. This completes the proof of Proposition 3.1. [] 

Let ~r�9 be the polynomial defined in [9, equation (8.1)]. It is characterized (up 

to a constant multiple) by being minimal subject to the condition that AH~r(A)E*(A) 

is holomorphic on aq(P, 0), and hence also on aq(P, E) for some E>0, cf. [9, Lemma 8.1]. 

Hence by Proposition 3.1 we have ~r�9 The map A~-~Tr(A)~-f(A) is holomorphic on 

for all 

The function AHE+(A:x) ,  defined in the previous section, has a singular set which 

is similar to that of E*(A): 
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LEMMA 3.3. There exists, for each R E R ,  a polynomial pREIIE, R such that A~-~ 

pR(A) E+ (A: x) is holomorphic on a neighborhood of aq(P, R), for all x eX+. 

Proof. See [10, Theorem 9.1, Proposition 9.4]. [] 

4. P s e u d o - w a v e  p a c k e t s  

, o Let ~: %c---~ C. For ~Eaq we define a V~-valued function on X+ by 

:Y~ ~(x) = IW I ~+i~E+(~:x)~()~)d)~, (4.1) 

provided the integral converges. We shall see that  this is the case when ~=9~f  for 

f e C ~ ( X :  T). First we need an estimate of E+(A: x) as a function of ~. For uE U(g) and 

f a smooth function on X,  we denote by f(u; x) the value at x of the function obtained 

from f by application of u from the left. 

LEMMA 4.1. Let R E R  and let PR be as in Lemma 3.3. There exists for each 

uEU(~) a constant dEN with the following property. Let WChq(P,R) and ~CX+ be 
compact sets. Then 

sup (l+IlI)-diipR(A)E+(A:u;x)II <oo.  (4.2) 
x E ~  

ACw+iaq 

Proof. By sphericality it suffices to prove this result for the case that  ~t is contained 

in A reg the set of regular points in Aq. By the infinitesimal Cartan decomposition 9= 

~+aq+Ad(a)b ,  for aEdrq eg, we may as well assume that  uEU(aq) (use [2, Lemma 3.2]). 

For the present ~t and u, the function E+(A:u; a), aE~t, may be computed by termwise 

differentiation of the power series [10, equation (15)] that  defines the functions Op, w (A: a) 

in (2.7). The coefficient F.(A) in this series is thus replaced by F~(A)=p(A-v)F~(A),  

with p a polynomial depending on u. Let d be the degree of p; then there exists a constant 

C > 0  such that  Ip()~-~)i~C(l+i~i)d(l+I)~I) d for all ~Eaqc  and all ~ENA.  It follows 

that  the coefficient F~(A) of the differentiated series satisfies an estimate analogous to 

the estimate for F.(A) in [10, Theorem 7.4]. The desired estimate is now obtained as in 

[10, Theorem 9.1]. [] 

LEMMA 4.2. Let R E R ,  let WCaq be open and contained in aq(P,R) and let pE 

IIr,R. Let ~ be a meromorphic ~ function on w+iaq with the following property: 

The map A~-*p(;~)~(A)E~ is holomorphic on w+iaq and satisfies 

sup (l+l)~l)nllp(/~)~(A)ll < ~  (4.3) 
)~Cw+ia~ 
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for all n C N .  Let 7?Ew with p(r/)r and assume in addition that pR(y)r  where PR is 

as in Lemma 3.3. Then the integral in (4.1) converges absolutely. The V~-valued function 

T v ~ on X+ is T-spherical and smooth, and it is locally independent of ~l. Moreover, 

D T ~  = T~(p(D)~) (4.4) 

for D c D ( G / H ) .  

Proof. It follows from (4.2) and (4.3) that  

sup ( l + l N ) n l l E + ( ) , : u ; x ) ~ ( ~ ) l l  < c ~  (4.5) 
AE~+ia~ 

with a bound that  is locally uniform in ~. The convergence and the smoothness of (4.1) 

follows immediately. The local independence on ~ results from a standard application of 

Cauchy's theorem, and (4.4) is a consequence of (2.8). [] 

In order to see that  the Fourier transform of a compactly supported smooth function 

satisfies the required estimates (4.3) we first recall the estimate for the Eisenstein integrals 

in the following lemma. For M > 0 ,  let BMCaq be the closed ball of radius M, and let 

X M : K exp B M H  C X 

and C ~ ( X : ~ - ) = { f e C ~ ( X : T ) l s u p p  f C X M } .  

LEMMA 4.3. Let R E R  and let p be as in Proposition 3.1. 

exists a constant N c N  such that 

Let ucU(o ) .  There 

sup (I+IN)-N e-MIRe~XlIIP(A)E*(A:U;X)II < ~ 
xCXM 

for all M > O. 

Proof. See [5, Proposition 10.3, Corollary 16.2] and [8, equation (52)]. [] 

LEMMA 4.4. Let REl=t and let pEIIr.,R be as in Proposition 3.1. There exists for 

each M > 0  and for each n E N  a continuous seminorm ~ on C~(X:~-) such that 

IIp(A).Ff (A)II ~< (1 + IAI)-'~e Ml~~ ~'l u(f) (4.6) 

for all Aeaq(P, R),  f E C ~ ( X : 7 ) .  

Proof. This follows from Lemma 4.3 in the same manner as [9, Proposition 8.3]. [] 



F O U R I E R  I N V E R S I O N  O N  A R E D U C T I V E  S Y M M E T R I C  S P A C E  37 

Let wca~, be open and bounded, and choose R E R  such that  coc%(P, R). It follows 

from Lemma 4.4 that  the functions ~ = ~ - f  satisfy (4.3). Hence the results of Lemma 4.2 

hold for these functions. Notice that  it easily follows from (4.6) and (4.2) that  f ~ T ~ . F f  
is a continuous linear operator from C ~  (X: T) to C ~ (X+: r),  for generic f lea q. 

Let ~rEIl~ be as in the text preceding Lemma 3.3. We define the space :P(X:r)  as 

the space of meromorphie functions ~: aqC 4 ~  having the following properties (a)-(b). 

(a) ~(s;~)=C~ all sEW, ,kEaqC. 

(b) There exists a constant e>0  such that  7r~ is holomorphie on aq(P, e); moreover, 

for every compact set WCaq(P, e)naq and all hEN,  

sup < oo .  (4 .7 )  
)~Cw+ia~ 

Furthermore, for M > 0 ,  we define 79M(X: r) to be the subspace of 5o(X: T) consisting 

of the functions ~ that  also satisfy the following condition (c). 

(c) For every strictly antidominant rlEaq there exist constants tv, Cv>0 such that  

IIv(A)ll < C.(I+IAI)- a~m"q-le tMl'l 

for all t>>.t, and )~Et~+ia~. 
Notice that  the Fourier transform 9 c maps C~/(X:T) into 7)M(X:r), by (2.12) and 

Lemma 4.4. It follows from Lemma 4.2 that  if ~ET)(X:T) then T ~  is well defined for 

all generic r / in aq(P, 0)Maq. 

LEMMA 4.5. Let ~ E P ( X : r ) .  Then T ~  is defined for ~ regular and sufficiently 

close to 0 in aq. Moreover, the wave packet (2.5) is defined and satisfies 

1 (4.8) 
sEW 

for V regular and sufficiently close to O. If  AHE+(A:x)~(A) is regular along iaq, then 

To~o is defined and ,7~=To~o. 

Proof. Fix R > 0  and let PR be as in Lemma 3.3. Since pREIIp~,R there exists a 

W-invariant open neighborhood w of 0, such that  (4.7) holds and PR has no zeros in 

cOnaq r~g. Moreover, by [9, Lemma 8.1(a)] we may assume that  7r has no zeros in w. For 

r/EWMaq reg the pseudo-wave packets T,,qo, sEW,  are well defined in view of (4.7) and 

Lemma 4.2. 

It follows from (2.5), the estimate [9, (8.2)] and Cauchy's theorem that  

Eo( A : x)qo( )~) d)~ 
= + i . ;  
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for ~ sufficiently close to 0. The result, (4.8), now easily follows from insertion of (2.10) 

and (2.9) in this expression. 

Moreover, if AHE+()~:x)~(A) is regular along iaq, then it follows from (4.2) and 

(4.7) that  (4.5) holds uniformly for ~ in a neighborhood of 0. It then follows as in 

Lemma 4.2 that  Tv~ is defined and independent of ~7, for all r / in  a neighborhood of 0. 

Hence J ~ = T 0 ~  follows from (4.8). [] 

Choose R < 0  such that  ~(A)r  for )~Eaq(P, R), and let ~ca~(P, R). Let ~ E P ( X : T ) .  

We define T ~ : = T ~  and call this function on X+ the pseudo-wave packet formed by ~. 

It is independent of the choices of R and y, by the statement of local independence in 

Lemma 4.2. 

LEMMA 4.6. Let M > 0  and ~Cli)M(X:T). The pseudo-wave packet T ~  is a smooth 

7-spherical function on X+. The set {xEX+ ] T p ( x ) ~ 0 }  is contained in X M. 

Proof. The first statement is immediate from Lemma 4.2. Let xCX+\XM.  We claim 

that  T ~ ( x ) = 0 .  Let x=kawH,  where kEK,  aCA~, wEl/Y; then ] loga l>M.  Since the 

inner product on aq is the dual to that  on aq, we may fix rlEaq, strictly antidominant, 

such that  ]~]1=1 and ~ / ( l oga )< -M.  Then T ~ = T t v ~  for t E R  sufficiently large. The 

estimate 

IIE+(t~?+A:x)ll <. Cat", )~e iaq, t>>O, 

follows from [10, Theorem 9.1]. Hence 

f t ,  Cat~ll~(;~)l IdA <~ C' at~?e Mr, II=r (x)ll < IwI 

by (c), and we conclude by taking the limit as t--~cc that  T ~ ( x ) = 0 .  [] 

We can now state the main result of this paper, the inversion formula for the T- 

spherical Fourier transform. 

THEOREM 4.7. Let fEC~(X:~-) .  Then TJCf(x)=f(x)  for all xCX+. 

The proof will be given in the course of the next five sections. In the proof we shall 

use the following result, which is a consequence of Theorem 2.1 and its proof. 

LEMMA 4.8. There exists DoCD(X)  such that d e t # ( D 0 ) r  and such that 

DoT~(x) = DoJ~(x)  (4.9) 

for all xcX+,  ~CT)(X: 7). For every M > 0  and every ~C'PM(X: T), the function DoTqo 
on X+ has a smooth extension to a function in C~4(X : ~-); the Fourier transform of this 
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extension is given by 

.~DoTg) = #(D0)g). (4.10) 

Moreover, for every f EC~. (X : ~-) we have DoTJr f = Dof  . 

Proof. Let p0EHz,a  be given by Lemma 3.3 with R=0,  and let DoEDpo~, cf. 

[9, Definition 10.3 and Corollary 10.4]. Then det#(D0)7~0 and p07r divides #(D0) in 

S(aq)|176 Moreover, let g)ET'(X:T) and put ~=p(D0)g). Then ~ET~(X:~ -) (use 

[9, equation (5.13)]), and E+ (A : x) ~(A) satisfies an estimate of the form (4.5) for all 

rlEfiq(P, 0)naq. We infer as in Lemma 4.2 that  2Y~ is defined and equal to 2-~ for all 

~EaQ(P, 0)Maq. By Lemma 4.5 we conclude then that  T ~ = 2 7 ~  on X+, and (4.9) follows 

from (2.6), (4.4). 

By a standard application of Cauehy'8 integral formula the restriction of 7) to the 

Euclidean space iaq is a ~ Schwartz function. Therefore, by [9, Theorem 16.4], 

the wave packet fig) belongs to the Schwartz space C(X:~-) (see [9, w and its Fourier 

transform 3~-,7g) equals g) by [9, Theorem 16.6]. Assume now that  g)ET~M(X:T). Then 

DoTg) has a smooth extension to a function in C~t(X:T), by (4.9) and Lemma 4.6. 

Moreover, 

.UDoTg) = .TC'DoYg) = #(Do).UYg) = #( Do)qo, 

where the second equality is a consequence of [9, Lemma 6.2]. This establishes (4.10). 

Let fEC~t(X:-r  ) and put g)=Uf.  Then g)ET~M(X:~-), and it follows from the pre- 

vious statements that  D o T U f  E C~t (X: T) and .~'DoT.~'f = #(Do).~'f =~-(D0 f) .  Since 5 c 

is injective (cf. Theorem 2.1), the final statement follows. [] 

COROLLARY 4.9. Let M > 0  and qOEPM(X:7-). Assume that Tg) has a smooth 

extension to X .  Then this extension belongs to C ~ ( X :  T) and its Fourier transform is 

given by J:Tg)=~. 

Proof. It follows from Lemma 4.6 that  the extension of T ~  belongs to C~/(X:T). 

Hence its Fourier transform ~ 'T~ makes sense, and we obtain from (4.10) that  

#(Do)Y=Tg)=#(Do)g). Since det #(D0)7~0 it follows immediately that 5c7-~a=~. [] 

COROLLARY 4.10. Let f E C ~ ( X : ~ )  and assume that T ~ f  has a smooth extension 

to X .  Then this extension equals f .  

Proof. There exists a constant M > 0  such that  fEC~(X:~-) .  Now ,~fET:'M(X:T), 

and hence it follows from Corollary 4.9 that  T ~ f E C ~ ( X : T )  and that  ~ T ~ f = ~ f .  

Since ~- is injeetive we conclude that  TY=f=f .  [] 

The preceding corollaries have been established without use of Theorem 4.7. On 

the other hand, it follows from the conclusion of this theorem that  TJcf  really has a 
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smooth extension to X, for all fECceC(X:T). Thus we obtain from Theorem 4.7 and 

Corollary 4.9 the following (weak) Paley-Wiener theorem: 

COROLLARY 4.11. Let M > 0  and let P ~ ( X : r )  denote the set of functions ~E 
PM(X:'r) for which T ~  has a smooth extension to X .  The Fourier transform 9 c maps 

C ~ ( X : 7 )  bijectively onto P ~ ( X : 7 ) ;  the inverse map is given by T followed by the 
extension to X .  

5. Residue operators 

In order to study closer the pseudo-wave packets i T ~ f  we apply the residue calculus 

from [11]. We first recall some basic notions from this reference. A subset of V=aq 

of the form H~,s:={AEaq[ {a,A)=s} for some aEaq \{0}  and s E R  is called an affine 

hyperplane; if a E E  it is called an affine root hyperplane. A locally finite collection of 

affine hyperplanes in V is called an affine hyperplane configuration; if it consists of affine 

root hyperplanes it is said to be E-admissible. Moreover, if its elements are given as 

above, with ctEE+ and with a uniform lower bound on s, then it is said to be P-bounded. 

Let 7-/be an affine hyperplane configuration in aq, and let d: 7-/--*N be a map. For 

any compact set WCaq we denote by 7r~,d the polynomial on aqC given by the product 

of the functions ( (a , - )  --s)d(H~, ~), where H~,s is any hyperplane that  belongs to 7-I and 

meets w. We then denote by M (aq, 7-/, d) the space of meromorphic functions ~: aqC--~ C 

for which 7r~,d~ is holomorphic on a neighborhood of w+iaq, for all compact sets WCaq. 

Furthermore, we denote by 7~(aq, 7-/, d) the subspace of those ~EM(aq ,  7-/, d) for which 

sup  ( l+l ,Xl)nl~,d(~x)~o(.X)l  < or 
)~Ew+ia~ 

for all w and all n E N .  The unions over all d: 7 - /~N  of these spaces are denoted 

A/l(aq,~) := UJM(aq,T/,d) ,  P ( a q , ~ ) : =  UTV(aq,iL/,d). 
d d 

Let L be an affine subspace of aq, tha t  is, L=A+VL where AEaq and VL is a linear 

subspace of V=aq. The set LNV~- consists of a single point c(L), called the central point 

in L. The map A~--~c(L)+A is a bijection of VL onto L; via this map we can view L as a 

linear space. The set 

"IlL = {HML I HE "H, 0 ~ HML ~ H} 

is an affine hyperplane configuration in L. We may then define the sets JM(L, ~'~L) and 

P (L ,  ~L)  similarly as M(aq,  7-/) and 7)(aq, H) above; they consist of functions that  are 



F O U R I E R  I N V E R S I O N  O N  A R E D U C T I V E  S Y M M E T R I C  S P A C E  41 

meromorphic on the complexification Lc=c(L)+(VL)c of L. If d: 7-/--+N we denote by 

qL,d the polynomial on aqC given by the product of the functions ((c~,-/-  8) d(H~'s) , where 

H~,~ is any hyperplane that  belongs to 7-/ and contains L. The restriction (qL,dqO)lLc 
then makes sense and belongs to .M(L, 7-/L), for all qocAd(aq, 7/, d). More generally, a 

linear map 

R: 3/l(aq, 7-/) --+ 2L4 (L, 7-/n) 

is called a Laurent operator if there exists, for each d: 7-/--+N, an element Ud in the 

symmetric algebra S(V~) of V~- such that,  for every qoEA/l(aq, T/, d), the image Rqo is 

the restriction to L c  of Ud(qn,dqO). The space of Laurent operators from Ad(aq,7-/) to 

A,t(L, ~L)  is denoted Laur(aq, L, 7-/). A Laurent operator RELaur(aq, L, 7-/) automati- 

cally maps 5O(aq,7-/) into P(n,7-lL) (cf. [11, Lemma 1.10]). 

Let 7-/ denote the set of affine hyperplanes in aq along which AHE+(,X:x) or ,~-+ 

E*(,~:x) is singular, for some x (in X+ and X, respectively). It follows from Proposi- 

tion 3.1 and Lemma 3.3 that  7-/is a P-bounded E-admissible hyperplane configuration. 

Moreover, by Lemmas 4.1 and 4.4 the functions )~-+ E+ (A: x) bcf (A), where f �9 Cg ~ (X: 7) 

and xEX+, belong to the space P(aq, 7-I)| 
Let T4 denote the set of root spaces in aq, that  is, the set of all subspaces bCaq of 

the form b=Ctl 1 (0)N ... Na~ -I (0) with a l ,  ..., az � 9  and for bCT4 let 

s ing(b ,E)= U bNc~-l(0), reg(b,E)=b\sing(b,E). 
c~EB 

~lb#0 

Furthermore, let #(b)  denote the set of chambers in b, that is, the connected components 

of reg(b, E), and let ~P= Ube~iD(b). There is a natural 1-1 correspondence between the 

set iD~ of all a0-stable parabolic subgroups of G, containing Aq, and i D. Thus, a parabolic 

subgroup Q �9 with a-split component exp aQq corresponds to the element a~q�9 iD(aQq) 
on which its roots are positive (in particular, elements in i Dmin correspond to chambers 

in aq). 
Let A C E  denote the set of simple roots for E +, and let F c A .  Let also aFq= 

~ e F  ~-1(0) E~ ,  and let  a~.q�9 be the chamber on which the roots in A \ F  are 

positive. This chamber corresponds to a a0-stable standard parabolic subgroup which 

we denote PF (see [4, w Furthermore, we denote by WE the subgroup of W generated 

by the reflections in the elements of F,  and by W F the set {sEW[s(F)CN+}, which is 

a set of representatives for the quotient W/WF. 
For b � 9  we identify the dual space b* with a subspace of aq by means of the 

extended Killing form B. 

Let t be a W-invariant residue weight for E, that  is, a map from P to [0; 1] such 

that  ~Qe~'(a) t(Q)=1 for all aET~, and t(wQ)=t(Q) for all Q �9  ~, wEW. Starting from 
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the data E,P,t we defined, in [11, w for each subset F c A  and every A E a ~  a 
P , t  universal Laurent operator Res~+a~ .. This operator encodes the procedure of taking a 

residue along the affine subspace A+a~q c of aqO; it induces a Laurent operator (denoted 

by the same symbol) Res~+aT~P't E L a u r ( a q ,  h+aFq,~-~* ~), for each E-admissible hyperplane 

configuration 7{ ~. Define 

A(F) := {h e I for s o m e  M(a , u)}.  (51) 

Then by [11, Corollary 3.181 this set is finite and contained in - R + F ,  the negative of the 

cone spanned by F. Moreover, from the same reference it follows, for 7/Eaq sufficiently 

antidominant and for eF a point in the chamber arq*+ sufficiently close to the origin (and 

z/x---0), that  

F C  A A E A ( F )  Fq 8 ~ W  F 

for all ~EP(aq,7-t). Here dA denotes the choice of Lebesgue measure on the real lin- 

ear space ia~, specified in [9, w as well as its translation to ~?+iaq. Furthermore, 

dpF:=d#a*Fq denotes a compatible choice of Lebesgue measure on the subspace ia~q 

of iaq, as well as its translation to )~+~F+ia*Fq. The required compatibility is as follows. 

Let (its, iu)HcB(tt, u) be the positive definite inner product on the real linear space iaq, 
with respect to which the normalized Lebesgue measure is dA. Then dpF is normal- 

ized with respect to the restriction of this inner product. In particular, dA=dttg=dtLa~. 
Moreover, if aAq= {0}, SO that  ),+eA +ia*nq just consists of the point )~, then the integral 

f~+~+~a, dtLt, in (5.2) represents evaluation in A, for each )~EA(A). 

Applying the identity (5.2) on components we generalize it to V~-valued functions; 

hence, in particular, the identity holds for 99()~)=E+(s where fEC~(X:'r) 
and x E X+. We conclude 

FmA ~cA(F) Fq \ s E W  F 

(5.3) 
The estimate that  ensures the convergence of the integral over  )~-~ZFgzia*Fq follows 

from estimates (4.2), (4.6) by general properties of the Laurent operators (see [11, 

Lemma 1.11]): Let hEN.  There exists, for each uEU(g), a constant C > 0  such that  

II Res~'~a;.q(E+ (s" : u; x) Ff(8. ))(A+eF +iv)I[ < C(1 + IvI) - "  (5.4) 

for all vE a Fq,* ),EA(F), sEW F. The constant C is locally uniform in xEX+. It follows 

that  the integral over  )~+eF+ia*Fq in (5.3) is a smooth function of x. The constant C is 
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also locally uniform in eF and in fcC~(X:T) (cf. (4.6)). Thus, each integral in (5.3) 

represents a continuous linear map from C ~  (X: T) to C a (X+ :7). 

We now define for each F c A  a continuous linear operator T~ from C ~ ( X : T )  to 

C~(X+:  T) by 

TtFf(x)=lWit(agq ) E ~ \/'+~F+~a~qrtes)̀+~7"( E E+(s.:x),~f(s. )/ d#~*~q; (5.5) 
)`cA(F) s C W  F 

as mentioned convergence follows from (5.4). Then 

T ~ I  = E w t f "  (5.6) 
F C A  

The operator T~ is independent of the choice of ~F (provided the latter is sufficiently 

close to 0). We also define the kernel K t (~: x: y)EEnd(V~) for ~ c a~qc, x C X+, y E X by 

)`EA(F) s C W  F 

Clearly this is smooth as a function of (x,y)EX+• and meromorphic as a function 

of v. Note that  by (2.9) and (2.11) we can rewrite the expression (5.7) as 

K ~ ( u : x : y ) - - E  P" ( " ) Res)`+o   (5.S) 
),cA(F) s E W  f 

LEMMA 5.1. Let FcA,  uCU(g), xcX+ and fEC~(X:T). Then 

( l + l ' l F  [KtF(eF+':u;x:Y)f(y)dy <oo (5.9) s u p  
veia~q Jx 

for each nCN. The bound is locally uniform in x, s f  and f. Moreover, 

u; x: y)s(y) ey d,o n. (5.10) T ~ f ( u ; x )  = ]W It(a~q) F+i'7~ 

Proof. Let R c R  and let WCaq(P, R) be compact. It follows from Lemmas 4.1 and 

4.3 that  there exist N E N  and C > 0  such that  

Ilp,(A)p(A) E, (A: u; x)oE* (A: y) ll < C(1 + IAl) y 

for all ACw+iaq. Moreover, this estimate holds locally uniformly in xEX+ and yCX. 
From [11, Lemma 1.11] we obtain a similar estimate for all derivatives with respect to 

of the expression inside II" ]]. This implies that  for f cC~(X:  T) the expression 

/xpR(A)p(A )E+(~: x) oE*(A:y)f (y)dy U; 
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can be differentiated with respect to A before the integration over y. It follows that  

jx KtF(':uIx:y)f(y)dy= E Res~+.~.P" ( E E+(s':u;x)o~rf(s')) (~+')' (5.11) 
AcA(F)  $EW F 

and (5.9) is obtained from (5.4), with the stated uniformity. It follows from (5.4) that  

differentiations with respect to x can be carried under the integral sign in (5.5). Then 

(5.10) follows from this equation and (5.11). [] 

Consider the operator T~ for F = O .  We have aoq=aq and W z = W .  Since all the 

chambers of aq a r e  conjugate, a Weyl invariant residue weight necessarily takes the value 

1/IWI on each chamber. Moreover A(O) = {0} and ResP~tq is the identity operator. Hence 

1 E ~ , ~ . f ( x ) = j ~ f ( x  ) (5.12) T t f ( x ) =  ~+i"~,ew 

by Lemma 4.5, since the expression is independent of the choice of az. Moreover, by 

(2.10) and (2.11), 

Ut(L' :x:Y) = E E + ( s p : x ) o S * ( s ~ : x ) = E ~  (5.13) 
sEW 

Remark 5.2. Consider the special case when G is compact. In this case K = G  and 

aq={0}. It is easily seen from the definitions that  ~176176 and that  the Eisen- 

stein integral E(x)=E~ ~ is the evaluation at x, for each x E X .  In particular, 

E(e) is an isomorphism of ~ onto V H.  It follows easily that  E(e)oE*(e)cnnd(V~) is 

the orthogonal projection PH: V~-~V f t .  Then E(x)oE*(y)=T(x)oPHoT(y -1) for x, yEG 

by sphericality, and it follows that  the kernel K t ( x : y )  for F = A = O  is given by the same 

expression K~(x:  y ) :T(X)oPu oT(y--1). 

6. Some  p r o p e r t i e s  of  t h e  r e s idue  o p e r a t o r s  

Let F c A  and let t be a W-invariant residue weight. We shall determine some further 

properties of the operator T~ and its kernel K~. 

LEMMA 6.1. Let WCa*Fq be bounded. There exists a polynomial qEYIE,R with non- 

trivial restriction to a*Fq , for every u, u'C U (g), a number N c N ,  and for all x E X+, y c X 

a constant C>0,  locally uniform in x, y, such that 

Iiq(v)Kt (v : u; x: u'; y)I] < C(1 + Ipl) N 

for all u " * E W + Z a F q .  

Proof. This follows from Lemmas 4.1, 4.3 and [11, Lemma 1.11]. [] 
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LEMMA 6.2. Let F , F ' c A  and assume that flF,q-~-WaFq for  some w E W .  Then 

KtF,(W~:x:y) = K ~ ( v : x : y )  (6.1) 

for all generic ~,Ca~qc, and all x c X + ,  y C X .  

Proof. The set w F  is a basis for the root system spanned by F' ;  hence there exists 

w 'cWF,  such that w ' w F = F ' .  Since w' acts trivially o n  aF,q we may thus assume that 

w F = F ' .  Notice that  then s~-*sw -1 is a bijection of W F onto W E'. It follows from 

[11, Proposition 3.10] that 

P,t P,t Res~+~a~,q(~ow -1) = Res~+i~ (~)ow -1 

for all ) ,eaFq *• and ~ e J ~ ( a q , ~ ) .  Hence A ( F ' ) = w A ( F ) ,  and (6.1) follows easily from 

(5.7). [] 

LEMMA 6.3. Let F C A  and let ~Ca~q c be such that K ~ ( . : x : y )  is regular at ~. 

The set 

I : = { D e D ( X )  [ D K ~ ( , : - : y )  =0 ,  V y � 9  

is an ideal in D ( X )  of finite codimension. 

Proof. From (2.8) we obtain 

. , t  R e s ~ + , ~ ( E + ( - : x ) o # ( D : . ) o E * ( . : y ) ) ( A + , )  
AEA(F) 

for the action of D in the variable x. The endomorphisms #(D:A) of ~ are simultane- 

ously diagonalizable for all D �9 D (X), A �9 aqc (see [8, Lemma 4]). Let ~/i (D : A), i =  1, ..., m, 

be the eigenvalues, and let I i , ~ c D ( X )  for i=1 ,  ..., m, A �9  be the ideal generated by 

all elements of the form D--~i  (D:A) where D C D (X). This is a finitely generated ideal of 

codimension 1. Let AcA(F) .  If k is sufficiently large then the polynomial #(D) vanishes 

at A+~ to sufficiently high order, for D e H ~ ( I ~ , ~ + , )  k. Hence, for sufficiently large k, 

P, t Res~+a~q(E+ (- : x)o#(D :. )oE* ( �9 : y)) (A+ , )  ----  0, 

and thus IDH~eA(F ) H~I(I~ ,~+,)  k. The latter ideal is cofinite, since it is a product of 

finitely generated cofinite ideals, so I is cofinite. [] 

COROLLARY 6.4. Let F,  u and I be as in Lemma 6.3. A function in C~(X+:T)  

or C~(X:~-)  that is annihilated by I is real-analytic. 

Proof. This is a standard application of the elliptic regularity theorem (see [27, 

p. 310]). [] 
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In particular, for generic u, the functions x~--,KtF(U:x:y) (for yEX) are real-analytic 

on X+. A similar argument shows that y~--~K~F(U:x:y) is real-analytic on X (for x EX+). 
Let C~(X+:~-) be the space of functions in C~(X+:T) that are supported by a 

compact subset of X+. The rest of this section is devoted to the determination of the 

adjoint of the operator T~: C~  (X:T)--*C~(X+ :~ -) with respect to the sesquilinear form 

( f l~> := fx+(f(~)lg(~)) dx 

on C~ (X: ~)x C~  (X+:T). The following definitions and lemmas will be helpful. 

Define 

E;(&:x) = E+(-~:x)*  

for xEX+, in analogy with (2.3). Purthermore, let 

E+, s (A: x) = E+,s (-A: x)* = C~ ,~)-loEj_(sA : x), 

cf. (2.9) and (1.8); then 

for xEX+. 

LEMMA 6.5. 

E*(~:x) = ~ E:,,(~:~) (6.2) 
s E W  

Let F c A  and let uCa~.qC be generic. Then 

o ) g ~ ( u : x : y ) * =  ~ aes~+,Z.q E ( -s . .y )oE+(-s . :z ) ( ,k+~)  (6.3) 
AGA(F) s c W  F 

= ~ aeS~+o~q E (-.:y)o Z E:,,(-.:x) (~+~) (6.4) 
AEA(F) s E W  f 

for xCX+, yCX. 

P,  t Proof. The Laurent operators Res~+oZ.q are real (see [11, Theorem 1.13]). It follows 

easily that 
p,t (~o)v = aesP~~ (~ov) (6.5) Res)~+a~q 

for all ~C.s where ~v:uHg~(p). The identity (6.5) generalizes to End(V~)- 

valued functions ~ if we replace the definition of ~o v by ~v: u~-~(#)*. We apply (6.5) 

with 

r Z E+(su:x)oE*(su:y). 
s C W  F 

Then 

~:v(u)= Z E~176 
8 ~ W  F 
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for AEA(F) we thus obtain 
P,  t , P,  t [Res~+~q(~)(A+v)] = Res~+,~q(~v)()~+p). 

Applying this termwise to (5.7) we obtain (6.3), and using (2.11) we then obtain (6.4). [] 

For f EC~ (X+: 7) we define, in analogy with (2.4), 

,~+f(A) =/i_ E+(A: x)f(x)  dx e ~ (6.6) 
J ~X + 

for generic )~Eaqc. Then 9~+f is a ~ meromorphic function on a~c. 

LEMMA 6.6. Let R E R  and let PR be as in Lemma 3.3. Let WCaq(P,R) be compact. 
Then 

sup (l+I~I)nllpR(~)J:+f(-A)ll < co 
AEu~d-ia~ 

for all n E N ,  fEC~(X+:~) .  

Proof. This follows from Lemma 4.1 in the same manner as [9, Proposition 8.3]. [] 

LEMMA 6.7. Let F c A ,  and let w and q be as in Lemma 6.1. Let uEU(9), nEN.  

Then 

sup (l+llzl)n]q(//)I" dx/+ KtF(v:x:u;y)*g(x)dx < c o  (6.7) 
v~w~-iaq  

for every gEC~(X+:~-) and all yEX ,  with a bound that is locally uniform in g and y. 
If gEC~(X+:'r), then the function 

Y~-*StFg(Y) := IWlt(aFq)~--fEF+i,*~q/x+KtF(':x:y)* g(x)dxd#"*~qE V~ (6.8) 

belongs to C ~ ( X : ~  -) and is independent of the choice (sufficiently close to O) of ~F. 

Proof. Let n E N  and uE U(0). In analogy with (5.4) it follows from Lemmas 4.3 

and 6.6 that  

p,t (EO(_s.:u;y)o~+g(_s.))(A+u)]]<~ C(l+]u])-~ (6.9) 

for all vEw+ia*Fq , A~A(F),  s E W  F, with a constant C locally uniform in gECcC~(X+:T) 
and yEX.  From Lemma 6.5 we obtain, as in the proof of Lemma 5.1, 

aesA+a~ E E~176  ) (A+,) ,  
+ A E A ( F )  s E W  f 

and the estimate (6.7) follows from (6.9). The final statement of the lemma is an imme- 

diate consequence. [] 

Let F c A  and let F ' c A  be given by F~=-woF,  where w0 denotes the longest 

element in W (with respect to A). Then --aFq+ ---- WOaF, q.+ Recall that a residue weight 

t is called even if t (Q)=t(-Q) for all QEP. If t is even (and Weyl invariant) then 
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LEMMA 6.8. Let F C A  and Fl=-woF. Assume that t is even (in addition to being 
W-invariant). Define StF, as in Lemma 6.7. Then 

<T~f]g> = <f] S~,g) 

for all fECc~(X:T) and gCC~(X+:T). 

Proof. By (5.9), (5.10) and Fubini's theorem, 

{TtFf]g} = 'W' t(a+Fq) ~+ ~F+~'*F, ~ {KtF(V:x:Y)f(Y)'g(x)) dyd~dx 
(6.10) 

= ,W, t(a~q) f~+~o.q Ix+ Ix (K~(L':x:y)'f(y)lg(x)) dydxd~' 
Similarly, by (6.8) and (6.7), 

<f,S~,g> = ,W, t ( a~ ,q ) Ix  f--~F,+i.'F,, IX+ (f(y)IKtF'(#:x:y)*g(x)>dxd#dy 

= IWlt(a~,q)f Ix Ix <f(Y)'KtF'(#:x:y)*g(x)}dxdyd#" 
- -~Ft  + i a  *Fp q + 

We have aF,q=WOaFq, and we may assume that  --~F,=WO~F. Hence by the change of 

variables # = w o p  and by Lemma 6.2, 

<f'StF'g>='W]t(a+Fq) ~F+i,*Fq IX/X+ <KtF(~:x:Y)f(Y)'g(x)>dxdyd~" (6.11) 

Finally, the expressions (6.10) and (6.11) are equal, since the order of the inner integrals 

can be interchanged by continuity of the integrands, cf. Lemma 6.1. [] 

7. M a i n  r e s u l t s  

With the notation introduced in w we can rewrite our main result as follows. By (5.6) 

the following theorem is equivalent with Theorem 4.7. 

THEOREM 7.1. Let t be a W-invariant residue weight for E. Then 

f(x) = ~ T~f(x) (7.1) 
F C ~  

for all fEC~(X:~-) and xCX+. 

When stated as in (7.1) the inversion formula depends on the choice of a residue 

weight. We shall see in [13] how this dependence can be eliminated from the formula. 

The proof of Theorem 7.1 is based on the following result, which is the second main 

result of our paper. 
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THEOREM 7.2. Let t be a W-invariant even residue weight for E and let F c A .  

The End(V~)-valued kernel defined in (5.7) satisfies the following property of symmetry: 

(7.2) 

for all x, yCX+ and generic C a F q  C- 

For F = O  this result is a direct consequence of (5.13) and (2.3). For the case of a 

general set F it will be proved in the course of the following two sections. 

The symmetry of the kernel K~ is related to a similar property of symmetry for the 

operator T~. The following lemma will be used in an inductive argument in the proof of 

Theorem 7.2. 

LEMMA 7.3. Let t be a W-invariant even residue weight for E, and let F c A .  

Assume that KtF is symmetric, i.e. (7.2) holds for x, yEX+ and uEa~q c generic. Then 

the following holds. Let g c C~  (X+ : T). 

(i) The function x~-~T~g(x), X+--+V+, extends to a smooth ~--spherical function 

on X.  

(ii) Let F ' = - w o F C  A. Then x~-*TtF, g(x) extends to a smooth ~--spherical function 

on X ,  and (TtFf[g)=(flW~,g) for all f e C ~ ( X : T ) .  

Later (after Theorem 7.2 has been proved) we shall see that  (i), (ii) actually hold 

with g e C ~ ( Z :  v) (see Corollary 10.11). 

Proof. It follows from (7.2) that  the operator S~ defined in Lemma 6.7 is identical 

with the restriction of T t to C~(X+:T) (apply the substitution of variables u--~-O in 

the outer integral). Hence (i) follows from this lemma. Notice that  the symmetry of K~ 

expressed in (7.2) implies that  K~, satisfies the same kind of symmetry (by Lemma 6.2), 

and hence (i) holds for T~,g as well. Now (ii) follows from Lemma 6.8. [] 

We shall now derive Theorem 7.1 from Theorem 7.2. 

Proof of Theorem 7.1. We assume that  Theorem 7.2 holds. We see from (5.6) that  

Theorem 7.1 is equivalent with Theorem 4.7, in which the residue weight t is absent, and 

we may therefore assume that  t is even (cf. [11, Example 3.3]). 

Let first f eC~(X+: T). Since (7.2) holds by assumption, it follows by application 

of Lemma 7.3(i) that  TtFfCC~(X:'c) for all F C A .  Hence T U f c C ~ ( X : T )  by (5.6), 

and Corollary 4.10 shows that  T U f = f .  

Let now f E C ~  (X: T), and let g E C ~  (X+: ~-) be arbitrary. Then from (7.2) together 

with Lemma 7.3(ii) it follows that  (TtFfig)=(fITtF,g). Since F ~ F '  is a bijection 

of the set of subsets of A, we conclude by summation and application of (5.6) that  
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(:T.7:f ] gl = ( f  I TJeg) �9 The expression on the right-hand side of the latter equation equals 

(fig> by the first part of the proof. We conclude (cf. [9, Lemma 11.3]) that T Y : f = f  
on X+. [] 

In the proof of Theorem 7.2 we shall need the reformulation of (7.2) given in the 

following lemma. 

LEMMA 7.4. Let X, yEX+ and F c A .  Let uEa*FqC be generic (or more precisely, 
such that K } ( u : x : y )  and K } ( - ~ : y : x )  are both regular at u). Then (7.2) holds if and 

only if 

E Res x+a• q 
�9 k E A ( F )  s E W  F 

(7.3) 

z ) = Res~+~}q .:x)o E E + , , ( - : y )  (A-u) .  
A c A ( F )  s E W  f 

In particular, if F = A  and aAq = {0}, then this identity simplifies to the following identity 

in Vr: 

E ResP't(E+(':x)~ E ResP' t (E~176 (7.4) 
~,EA(A) ;~eA(A) 

Proof. By means of (5.8) and (6.4) the two sides of (7.3) are identified as K~(u :x :  y) 

and K ~ ( - ~ : y : x ) * ,  respectively. For F = A  we have w E = { 1 } ,  so that (7.3) simplifies 

to (7.4). [] 

LEMMA 7.5. Let x, yEX+, F c A .  Let A be any finite subset of aFq  *•  containing A(F).  

Then the identity (7.3) is equivalent to each of the identities resulting from it by replacing 

A(F) by A on either one or both sides. 

Proof. It suffices to show that the residues 

P,t  Resa+~> (E+,~(. : x)oE*(.: y)) 

and 
P,  t ResA+a}q(E~ : x )oE+,s ( - -  : Y)) 

vanish for AEa~IQ\A(F) and s E W  F. We note that 

y) 

and 

E~ = (E+(s#:x)oE*(s#:y))*. 

It is easily seen that the functions #HE+(#:x)oE*(#:y)  and #~-+(E+(#:x)oE*(#:y))* 

both belong to J~4(aq,7-/)| with 7-/ defined as in the beginning of w The 

assertion now follows from the definition of A(F),  see (5.1). [] 
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8. A p p l i c a t i o n  o f  an  a s y m p t o t i c  r e su l t  

In this section we shall apply the theory of [12], as outlined in Appendix B, in order 

to prove the following Proposition 8.2, which will be crucial for the induction in the 

following section. 

In order to prepare for the mentioned induction we must introduce some notation. 

Let Q=MQAQNQ EP~, with the indicated Langlands decomposition. For each element 

v C NK (aq) we consider the symmetric space 

XQ,v = MQ/MQNvHv-1; 

this is a reductive symmetric space of Harish-Chandra's class, and its vectorial part is 

trivial. If F c A  and Q is the corresponding standard a-parabolic subgroup PF, then 

we write MF=Mp and XF, v=XQ,v. In particular, Po  is the fixed a-minimal parabolic 

subgroup P,  and Xo,v is the compact symmetric space M/MNvHv -1. 
Let FCA be fixed. For the symmetric space XF, v the role of {lq is played by 

the orthocomplement I:l~q o f  aFq in %, that  is, this is a maximal abelian subspaee 

of m F n p n A d v ( q ) .  As before we identify the elements of the dual aFq*• with the linear 

forms on i:lq that  vanish on aFq. Then E + - ~ + n . * •  is a positive system for ~(aF2q,mF), F - - ~  ' ' ~ F q  

and F is the corresponding set of simple roots. We denote by *P the parabolic subgroup 

MFNP of MF; it is the analog for XF, v of P.  In the following, when we consider 

Eisenstein integrals on XF, v, we relate them to E~. and *P, and consider these latter 

data as fixed. Similarly, the open chamber aFq• is defined relative to E ) .  

As in [8, w we fix a set 14@CNMFnK(aQ) of representatives for the two-sided 

quotient ZMFAK(aq)\NMFAK(aq)/NMFAKAH(flq). The set WE is the analog for XF= 
MF/MFNH of the set "142CNK(aq); we recall that  the latter set has been chosen as a set 

of representatives for Zg(aq)\NK(aq)/NKnu(aq) (or, equivalently, for W/Wgnu). We 

define 

~ = t~ C~ 
wE14] F 

where TM=7"IMNK. Then ~ is the analog for XF of the space ~ which, we recall, is 

given by 

~  (~ C~(M/MNwHw-I:TM). (8.1) 
wEt'Y 

In particular, the Eisenstein integrals on XF, E(XF: r ~l)E C ~ (XF:rlMF nK), are para- 

metrized by r176 and ~lCaFq.*• 
More generally, for each vENK(aq) we fix a set I'VF,~CNMFn~:(aq) of representatives 

for ZMFnt~(aq)\NMFnK(aq)/NM, nKnvH~-I (an); then I'VF,~, plays the role for XF,, of 14;. 
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We put 

~ v : (~ C~ (8.2) 
wEWF,. 

this is the analog for Xg, v of (8.1). Then we have the Eisenstein integrals E(XF, v :~:  A) 

on XF, v, where ~ ) C ~  v,  *•  o ACaFq. Similarly we introduce E (XF,~ :~ :~) ,  E*(XF, v :~:A), 

E+(XF,~ : r  ~) and E+(XF,~: ~b :s The latter two functions are defined on 

XF,~,+= U (MFnK)*A~qW(MFnvHv-1) ,  
wC~,'VF, v 

where *A~q=exp a~Fq. 

Let FW be a (fixed) subset of NK(aq) that  is a complete set of representatives for 

W F \ W / W K M  n .  The proof of the following result is straightforward. 

L E M M A  8 . 1 .  The union 

U W ,vv (8.3) 
vCFYV 

in Ng(aq) is disjoint and forms a complete set of representatives for W/WKnH. 

In the following we shall assume (with F fixed) that  142 has been chosen such that  it 

equals the set (8.3). Since the basic definitions, for example of the Eisenstein integrals, 

are essentially independent of the choice of 14; (cf. [8, equation (27)]), this assumption 

is harmless (although in general it cannot be realized simultaneously for all F) .  Then, 

corresponding to the injection of WF,~ in 142 by (8.3) and the assumption just made, 

there is a natural injection ig,~ of ~ into ~ simply given by the identity on each 

component of (8.2). We denote by PrF, . the corresponding orthogonal projection of ~ 

onto ~ v. It follows from Lemma 8.1 that  

~  (~ iF,~(~ v). (8.4) 
v E F w  

Given a residue weight t for E, we define a residue weight *t for ~]F as in [11, w 

Let ACa~q and 99EAJ(aq,7-/), where 7-/ is any E-admissible hyperplane configuration 

in aq. Then, according to Lemma B.5 with V and L as described below the proof of 

*• belongs to A/I(A, EF), for generic uEa~q c.  the lemma, the function zH99(v+z) on aFq c 
*• Moreover, according to Remark B.4, the universal residue operator Res~ p'*t on aFq can 

be identified with an element in A4(A, EF)l*ur" Then, by Lemma B.5 the function v~-~ 

Res~P'*t[99(v+ �9 )] is meromorphic on a~q c.  It now follows from [11, Theorem 3.14] that  

[ R e s f ~ a ~  q 99] (/2q- ,~) ---- Res~ P'*' [99(u+. )] (8.5) 

as an identity of meromorphic functions in u. 
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PROPOSITION 8.2. Fix F C A  and assume that for each v c F w  the identity (7.4) in 

Lemma 7.4 holds for the symmetric space XF, v, for all x, yEXF,~,+. Then (7.2) holds 

(for the symmetric space X) for all x, yCX+ and generic vCa*Fq c. 

In particular, if F = O ,  then the hypothesis in Proposition 8.2 amounts to the sym- 

metry, for each vC1/Y, of the kernel K t ( X z , ,  : m : m ' )  for the compact symmetric space 

Xo,~=M/MNvHv - t .  This hypothesis is easily seen to be fulfilled (cf. Remark 5.2). 

The conclusion, on the other hand, is the symmetry of the kernel K t (v:x:y) for X; this 

symmetry was however already verified below Theorem 7.2. 

Proof. Let vEF}42. The assumption (7.4) for XF, v reads 

E Res[P,*t (E+ (XF,~ : �9 : x) o E* (XF,~ : �9 : y)) 
AEA(XF,v,F) 

= E Res*~P'*t(E~ : - .  :x)oE+(XF,, : - .  :y)) 
AcA(XF, v,F) 

(8.6) 

for all x, yEXF,~,+. Here A(XF,~, F) is the analog for XF, v of A(A) (see (5.1)), that is, 

A(XF~,, F) = {A~: agq *• IRes~P'*t~r for some ~p~A4(a~q,7-/g,~)}, (8.7) 

where T/Fv, is the set of affine hyperplanes in aFq*• along which )~--~E+(XF, v:.:x) or 

A~-*E*(XF, v :- :y) is singular for some x,y. 

Note that,  by Lemma 7.5, an equivalent form of the identity (8.6) is obtained if we 

replace on both sides the set of summation A(XF,~, F) by any finite subset A of aFq *• that  

contains A(XF,~, F).  Likewise, in order to prove (7.3) (which, by Lemma 7.4, is sufficient 

for our goal) it suffices to prove this identity with A(F) replaced on both sides by any 

finite subset A of {1Fq *• that  contains A(F). We shall apply these observations with the 

following set A: 

A =  [ [J A(XF,~, F) ]UA(F) .  (8.8) 
v E F W  

We shall now apply the induction of relations of Appendix B. We first apply it in the 

version of Theorem B.6. According to the discussion before (8.5), the linear functional 

AEA 

*• *• �9 on fi4(aFqC, EF) is a Laurent functional in A/I(~FqC, EF)laur" We define the Laurent fune- 

tionals ~i, ~2 *• * EAd(aFqC,EF)laur by s163 and/:2=s For fixed yCXF, v,+ 

and aCV~, we define the functions r r aqC--*~ v by r A: y)a and 
* •  * r for generic ACaFq c and vEaFq c. Then r and r belong 
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to A/[(aqC , •)|176 v. From (8.6) we now obtain, by applying Theorem B.6 with •1, s  

r r as mentioned, that 

E Res~P"t( E E+,~(~'+':x)~176 
AEA - - s E W  F 

= E Res*~P'*t(E~ :x)oiF,,oE+(XF,,:--.: y)) 
AEA 

(8.9) 

for all yEXF, v,+, xCX+ and generic vEa~uc. 

We apply the induction of relations once more, this time in the dual version of 

Corollary B.7, and obtain, with xcX+ fixed, 

E Res~P'*t( E E+,8(V+':x)~ v~ v~ 
AEA s C W  F 

= ERes~'*t(E~176 v~ ~~ E E+, s ( ~ - ' : y ) )  
)~EA s E W  F 

for all yCX+ and generic vCa~q c. Summing o v e r  v E F ) ' ~ ,  cf. (8.4), we obtain 

)~EA s E W  g 

= Eaes~P"t(E~ - .  :x)o E E+, s (v-"  :Y))" 
,kEA s E W  F 

P~ t By (8.5) we can replace the residue operators Res~ P'*t by Res~+a;~q and, as remarked 

above, A by A(F). We thus obtain the desired identity (7.3). [] 

9. P r o o f  o f  T h e o r e m  7.2 

The proof is by induction on the rank of the root system E. We assume that the statement 

of the theorem holds for all reductive symmetric spaces for which the corresponding root 

system is of lower rank than E (this is definitely true if the rank of E is zero). Then the 

hypothesis in Proposition 8.2 is valid for all F ~ A ,  and we conclude that (7.2) holds for 

such F. Hence the statements in Lemma 7.3 are valid for all F ~ A .  In order to complete 

the proof we must establish (7.2) for F = A .  

Let T denote the set of continuous homomorphisms X: G-~R+ for which x ( h ) = l  for 

all hEH, and let 

~  A X-l(1) �9 
x c T  
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Then Hc~ and the pair (~ H)  satisfies the same general assumptions as we have 

required for (G, H).  Moreover, we have 

G/H ~- ~ • AAq. 

Let x, yE ~ a, bCAAq. Then it follows easily from the definitions that  

K k ( , : x a :  yb) = (ab-1) ~ ~ : y) (9.1) 

for vCa~qC, where ~ is the kernel defined as KtA, but on ~ It follows that  in order 

to establish (7.2) it suffices to consider ~ on ~ in other words, we may assume 

that  aAq=(0}. Moreover, we may assume that  X is not compact, since otherwise the 

symmetry of KA (x, y) follows easily from Remark 5.2. 

Let f c C ~  (X+:7-) be fixed and consider the function g : = f - T ~ f  on X+. We shall 

first prove that  g=O on X+, as would follow from Theorem 7.1 if we could use it at this 

stage. Afterwards we derive Theorem 7.2. Notice that  g vanishes outside a bounded 

subset of X+, since f has compact support and Lemma 4.6 applies to T ~ f .  
In Lemma 6.3 take F----A and let D belong to the corresponding ideal I (the para- 

meter ~ is not present because of our assumption that  aAq--{0)). Then DTtAf=O. 
Hence 

D g = D ( f - T . U f ) = D ( f -  E TFf ) ,  
F~A 

and it follows from Lemma 7.3 (i) that  Dg extends to a smooth function on X. Moreover, 

it has compact support because as mentioned g has bounded support on X+. Thus 

ngcC~(X: 'r) .  Let DoCD(X)  be as in Lemma 4.8. Then nog=Do(f-T.T'f)=O on X+, 

and hence, since D ( X )  is commutative, DoDg=O. As Do is injective we conclude that  

Dg=O. Thus g is annihilated by I,  and we conclude from Corollary 6.4 that  g is real- 

analytic on X+. However, we saw that  g has bounded support, hence g--0 on X+ as 

claimed. 

From the above it follows that  the identity f = ~ F T t F f  holds on X+ for all f c  

C~(X+:  ~-). Isolating T~x f and applying Lemma 7.3 (ii) for all F ~ A  we obtain that  the 

identity 

(T~xf I g) = ( f  I T~xg) (9.2) 

holds for all f ,  g C C ~  (X+: 7-). Hence we conclude from Lemma 9.1 below that  (7.2) holds 

for F = A .  This completes the proof of Theorem 7.2. [] 

LEMMA 9.1. Let t be a W-invariant even residue weight. Assume that aAq={0} 

and that (9.2) holds for all f, gcC~(X+:~-). Then 

K k ( x :  y)* = KtA (y : x) (9.3) 

for all x, yCX+. 
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Proof. Note that  A'----A. We conclude from (9.2), Lemma 6.8 and [9, Lemma 11.3] 

that  TtAg(z)--St~g(z) for all zGX+, gGC~(X+:T), that  is, 

f x §  X ( z : y ) g(y ) = KX ( x : z )*g( x ) 

Now (9.3) follows by means of [9, Lemma 11.3]. [] 

10. A p r o d u c t  f o r m u l a  for  t h e  r e s i d u e  ke rne l s  

Fix a subset F c A  and an even and W-invariant residue weight t E W T ( Z ) .  Furthermore, 

fix an element ~ E a~,qC for which the kernel K (v  :x: y):-- S ~  (~:x:  y) C End(V~) is regular. 

This kernel is real-analytic as function of (x, y) in X+ • X. However, as we have seen in 

Theorem 7.2 that  

K ( v : x :  y) = K ( - ~ :  y: x)* (10.1) 

for all x, y C X+, it follows that  (x, y) H K (~ : x : y) extends real-analytically to (X • X+) U 

(X~ • X). Let 

C~ = Span{g(~  :. : y)v I Y �9 X+, v �9 V~} C C a ( X :  T). (10.2) 

LEMMA 10.1. The space C, is finite-dimensional and consists of real-analytic 

D (G/H)-finite functions. 

Proof. It was seen below (10.1) that x H K ( v : x : y )  is real-analytic on X for yEX+. 
The functions in C~ are annihilated by a cofinite ideal in D ( X )  by Lemma 6.3; from this 

the finite-dimensionality follows as in [3, Lemma 3.9]. [] 

LEMMA 10.2. The function (x,y)~-~g(~:x:y)=KtF(v:x:y)EEnd(V~) extends to a 

real-analytic function on X •  It satisfies (10.1) for all x, yCX.  

Proof. For x �9 X+, v �9 V~ we define the linear functional ~x,v �9 C* by ~x,v(f)= (f(x) iv). 
If an element of C~ is annihilated by all ~x,~, then this element is zero. It follows (by 

the finite-dimensionality of C,) that  the ~ ,v  span C~. Let n=dimC~.  Then there exists 

a collection (x l ,v l ) , . . . ,  (Xn,Vn)EX+xV~ such that  the ~xj,.j form a basis for C*. Let 

fl , .--,  fn be the dual basis for C~. Then 

n 

f = ~ (f(xj)lvj)f~ 
j = l  

for all fEC . .  In particular, 

K ( ,  : x : y)v = ~ ( K ( , :  xj: y)v I vj)fj(x) (10.3) 
j = l  
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for xCX,  ycX+ and vEV~-. The right-hand side of (10.3) is real-analytic on X x X since 

y H K ( u : x j  :y) and f j  are both real-analytic on X. 

The identity (10.1) is valid on X x X  by continuity. [] 

Define e(x)=e~,(x)CHom(Cv, V~-), for x e X ,  by 

e(x)u=u(x);  (10.4) 

then e is spherical for the T|  of K on Hom(C~, V,-)=V~-| and it is a real- 

analytic function of x. 

LEMMA 10.3. Assume in addition that pcia*Fq , 

< I �9 ) c .  on the finite-dimensional space C, be given. 

morphism a of C, such that 

and let a Hilbert space structure 

Then there exists a unique endo- 

K(u:x :  y) = e(x)oaoe(y)* (10.5) 

for all x, yCX+. Moreover, a is self-adjoint and bijective. 

Proof. Let (Xl,Vl)~...,(Xn, Vn)EX+xVT and fl,...,fnCC~, be a s  in the proof of 

Lemma 10.2. Define 
n 

af (x )  = E ( f  [K(v :- : xj)vj >c~ f j  (x) 
j = l  

for fEC. ,  xEX+; then a fcCv  and acEnd(Cv) .  Moreover, for x, yEX+, vCV~-, 

n 

e(x)ae(y)*v = (ae(y)* v)(x) = E <e(y)* v IK(v : .  :xj)vj}c. f j(x)  
j = l  

= (v l e (y )K( . : . : x j ) v j ) f j ( x )=~-" (v [K(u :y :x j ) v j ) f 3 (x )  
j = l  j = l  

= ( K ( - o : x j  : y ) v l v j / f j ( x ) ;  
j = l  

in the  last equality we have used (10.1). Since - ~ = u ,  it follows from (10.3) that  the 

latter expression equals K(u:x:y)v .  This shows (10.5), that  is, the existence of a has 

been established. 

Assume that  e(x)o~oe(y)* =0 for all x, yeX+, for some operator ~eEnd(C~).  By 

(10.4) this means that  (~oe(y)*)(x)=0 for all x, y, and hence ~oe(y)* =0. Taking adjoints 

we conclude that  e (y)o~*=0 for all y, and hence ~*=0  by (10.4). Thus ~=0.  The 

uniqueness of c~ follows. 



58 E.P .  VAN DEN BAN AND H. S C H L I C H T K R U L L  

That  c~ is self-adjoint is an immediate consequence of (10.1) and (10.5), by means of 

the uniqueness just established. We have K(~ : -  : y)v=o~e(y)*v, so if a was not surjective, 

a contradiction with the definition of C, would arise. Hence the bijectivity of (~. [] 

Remark 10.4. Let F = ~  in Lemma 10.3. If (v, ~) 5 0  for all ~ E E  then it follows easily 

from (5.13) and [9, Lemma 16.14] that  ~ H E ~  is a linear bijection of ~ onto C,. 

Moreover, if C~ is given the Hilbert structure so that this is a unitary isomorphism, then 

(5.13) shows that  c~ is the identity operator. 

Remark 10.5. Let F = A  and assume that  aAq={0}. In this case we denote the space 

C~ defined in (10.2) by Cz~. It will be shown in [13] that  CA is contained in L2(X:~ -) 

(as the discrete series). It will then be natural to use for ( - [ .  }c~ in Lemma 10.3 the 

inherited Hilbert structure. Then e is square integrable on X, and it follows from (10.5) 

that  K~(x :  y)=e(x)o(~oe(y)* is the kernel of an integral operator on L2(X: T). It is easily 

seen from the definition (10.4) of e that  this integral operator is the orthogonal projection 

onto CA followed by a. However, it will also be shown in [13] that  TA is the restriction 

to C c (X: ~-) of the orthogonal projection of L 2 (X: ~-) onto CA; by (5.10) this orthogonal 

projection is the integral operator with kernel ]W] K~,(x:y).  We conclude that  with the 

present choice of Hilbert structure on CA then a is IW1-1 times the identity operator. 

For F ~  A the product formula for K(~:x : y) =KtF (v :x  : y) obtained in Lemma 10.3 

has the drawback that  its dependence on ~ is obscure. Moreover, it is only valid under 

the assumption that  vcia*Fq. We shall now give a different construction of a product 

formula which does not have these disadvantages. 

Fix F c A  and vEFVl; (see w and let K(m:m')=K~(XF,~:m:m'), m,m~CXF, v, 
be the analog for XF,, of the kernel KtA on X. Using the symmetry of this kernel we 

have (ef. (10.1), (6.3)) 

K(m:m'): v : -  

AeA(XF..,F) 

(10.6) 

for mCXg.o, m'CXv, v,+. Let the space CF, vCC~(XF, v:'r) be defined as (10.2), but for 

K(m:rn~), that  is, 

CF,.,, = Span{K( .  :m')vo im'r XF, v,+, Vo E V~}; (10.7) 

it is thus the analog for XF,  v of the space CA discussed in Remark 10.5. Let r v; 
then 

k 

g,(m) = E K(m: mj)vj (10.8 / 
j = l  
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for some pairs (mj, vj) E X F ,  v,+ • V.r. Equivalently 

r  ~ *p,*t o m) r  = Res~ [E (XF, v :--" : 
;~cA(XF,~,F) 

where 

(lO.9) 

k 

* ~ *• (10.10) y-2E+(XF, v:-: :mj)vje CF, v,  e"FnO- 
j = l  

Let u be a generic element in a~q C and consider the V,-valued function on X given by 

x ~ ~_, Res*~P'*t[E~ x) oiF, v ep(. )]; (10.11) 

this function clearly belongs to C~(X:~  -) and depends meromorphically on u Ga~q C 

(of. Lemma B.5). 

LEMMA 10.6. The expression in (10.11) is independent of the choice of the pairs 

(mj,vj)  that represent r in (10.8). It depends linearly on CECF, v. Moreover, it remains 
. •  unchanged if we replace the set of summation A(XF,~, F) by any finite subset of aFq 

containing A(XF, v, F). 

Proof. For the first statement it suffices to prove that  (10.11) represents the trivial 

function if ~b=0. The latter assumption amounts to 

E R e s i P ' * t [ E ~  v : - "  : m ) ~ ( - ) ]  = 0  (10.12) 
AEA 

for all mCXF, v, where A=A(XF, v, F). 

We shall now apply the induction of relations of Appendix B. We define a Laurent 

functional *• * s  Y]F)laur by 

*•  
=  eMta qo, 

AcA 

. •  �9 
Applying Theorem B.6 with s and r (u+A)=O(-A) for generic ACaFqc, L'GaFqc, 
we conclude that  

E Res*~P'*t[E~ :x)oiv, v ~( .  )] = 0  (10.13) 
AEA 

for all xCX+. By continuity, (10.13) holds for all xCX.  Thus indeed (10.11) represents 

the trivial function if r  

Let r 1 6 2  where a~ ,a"EC,  r  r and let ~',  r  be represented as 
{ m  t v t ~ , tt tt in (10.8) with pairs ~ j, ylj=l ..... k and (mj ,v j ) j=l  ..... k',, respectively. Then ~ is repre- 

sented by (10.8) with k=k'+k" ,  (mj, vj)=(m~j, a'v}) for j = l ,  ..., k', and (mk,+j, Vk,+j) = 



60 E.P. VAN DEN BAN AND H. SCHLICHTKRULL 

(my, a"v~') for j = l ,  ..., k". The corresponding functions O, (I)' and (I)" in (10.10) are then 

related by (I)--a/(I)P + ~"~' ,  and the similar relation then holds for the functions in (10.11). 

This proves the linear dependence of (10.11) on r 

To establish the final claim we must prove that  (10.13) holds whenever A c a ~  is 

finite and disjoint from A(XF, v, F). This follows by the same argument as above; indeed 

(10.12) holds for such sets A since all its terms vanish by the definition of A(XF, v, F) 
(see (8.7) and the proof of Lemma 7.5). [] 

Definition 10.7. We denote by E~,~(~:x)EHom(CF, V~) the operator that  takes 

CECF, v to the element of V~ given by (10.11). The functions E~ , , ( r162  

C~(X:7) ,  for CECF,, and generic pEa~qc,  are called generalized Eisenstein integrals. 

Furthermore, we define the finite-dimensional vector space CF as the formal direct sum 

CF= ~ CF,~, 
rEEl47 

and we define E~ V~) by 

vE FyV 

for ~b=~ , e~  w r  The functions E~F(r162 ), CECF, are also 

called generalized Eisenstein integrals. 

The generalized Eisenstein integral E~(r x) depends meromorphically on the 

parameter b ' E a ~ q  C.  Notice that  for F = ; ~  we obtain, by application of Remark 5.2 to 

the symmetric space M/MMvHv  -~, that  C~,~ =C a (M/M~vHv-I :TM).  Hence Co =~ 

(cf. (8.1)). Moreover, in this case the generalized Eisenstein integral E~( r  ~) coincides 

with the normalized Eisenstein integral E~162 

Arguing as in the proof of Lemma 6.3 we see that  E~(L,:x) is annihilated by an ideal 

of finite codimension in D(G/H) (the product over vE FW, AcA(XF,~, F) and i =  1 .... , m 

of the ideals ( I i ,~_i)kcD(G/H) for k sufficiently large). 

Both factors E~  and E+(XF,~:. : m s ) i n  (10.11) allow suitable estimates. It 

follows that  the generalized Eisenstein integral E ~ ( r  allows an estimate of the 

following form. Let E~(F) denote the set of non-zero restrictions to aFq of roots from E, 

and define the set IIE,(F),R(aFQ ) of polynomials on a~q c similarly as the set Hs, R was 

defined in w 

LEMMA 10.8. Let  03Cfl~q be compact. There exists a polynomial pEHE~(F) ,R(aFq) ,  

for every uEU(g) a number NEN,  and for every x E X ,  CECF, a constant C such that 

[Ip(V)EF(r ~< C(l+]v[)  N 

for all ~,Ew+ia*Fq. The constant C can be chosen locally uniformly in x. 
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Proof. This follows from the estimates in Lemmas 4.1, 4.3 and [11, Lemma 1.11]. [] 

We fix a Hilbert space structure on CF, v for each vcF14;, and equip CF with the 

direct sum Hilbert space structure. Let 

~ - * 
: x ) = E F ( - U : x  ) CHom(V ,gF). 

For each v cFkV, let aF,, C End(CF, v) denote the operator given by Lemma 10.3 for the 
*t kernel KF(XF, v :m:m ~) for XF# and the given Hilbert structure on CF#, and let aRC 

End(CF) be given by vev for veFW. 

PROPOSITION 10.9. Let xEX+, y c X .  Then 

EE( '"  * ' .x)~176 :y) 

E P'* ( e ~ w  ) (10.14) - - - -  R e s * k + a ~ q  s ~,ch(F) r E+,,(t,+. :x)oE*(z/+. :y) (A), 

' * In particular, as an identity between raeromorphie functions in ~,, y E agq C. 

BE(U: x)OaF oE~(u : y) = K~(u :x : y). (10.15) 

We remark that by application of Remark 10.5 to each of the symmetric spaces XF#,  

it follows (from results to be seen in [13]) that  CF can be equipped with a natural Hilbert 

space structure with respect to which aF  is a constant times the identity operator. 

Proof. Let vcFI/v. For mCXF, v we denote by e(XF,~ :m) the linear map CF, v--~Vr 

given by evaluation at m; this is the analog of (10.4) for XF, v. By the definition of aF, v 
we have 

K~(XF#  : m : m') = e(XF,~ : m)OaF# oe(XF# : m')* 

for mEXF, v, m'CXF,~,+. Thus, for voCV~-, 

K~(XF, v:m: m')Vo = [aF,~ oe(XF,~ : m')*v0] (m). (10.16) 

Let r Then (10.16) is an expression for ~b of the form 

(10.8). The function (I) in (10.10) is then given by r v:-A:m')vo.  By the 

definition of E},v(u': y) (el. (10.11)) we then obtain 

EF, v (u': y)oaF, voe(XF, v :m')* 

= E Res*xP'*t[E~ y)oiF,~oE+(XF#:--. :m')] 
AEA(XF, v ,F)  

( l O . 1 7 )  
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! * rOY y C X ,  l/ E a F q  C .  Recall from Lemma 10.6 that  the above expression remains un- 

changed if we replace in it A(XF, v, F) by a larger finite set A; as in the proof of Propo- 

sition 8.2 we take as A the set given by (8.8). 
, . _ p /  y l  For the moment, we fix a generic element u'CaFQO, we insert for in (10.17). 

Taking adjoints as in the proof of Lemma 6.5 and applying the resulting operator to an 

arbitrary vector aCV.~ we obtain (recall from Lemma 10.3 that  ag, v is self-adjoint) 

e(XF# : m')OaF,~ oE~,v (u': y)a 

= E Res*~P'*t[E+(XF, v:': m')~ v~ y)a]. (10.18) 
)~c A 

On the left-hand side of this equation we have the element aF,~ o E~,~(v': y)a from CF# 
evaluated at m!CXF,  v,+. By the definition of the space CF,~ (cf. (10.9)) this evaluated 

element has the form 

(J: y)a](m') 

[ k ] ( 1 0 . 1 9 )  
= E Res; F' ' t  E~ -" :m')o E E+(XF,~:--. :mj)vj 

~CA(XF,,,F) j=l  

for some ml,  ..., mk @XF, v,+ and vl, ..., vk E Vr (depending on v, u', y, a). In particular, we 

have an identity between the right-hand sides of (10.18) and (10.19), for all m'CXF,,,+. 
To this identity we shall now apply the induction of relations of Appendix B. Let the 

/ :  *d_ * Laurent functionals/:1, 2 E Ad (afqO, EF) laur be defined by 

AEA(XF,  v , F )  AEA 

for ~cAd(a~Xqo,Er). Moreover, let r162174176 be the meromorphic 

functions defined by 

k 

r = E E+(XF#: )~: my)vj, r = PrF, v oE*(u'+A: y)a 
j - - 1  

�9 d_ /.i * for generic ~ C CtFq 0 and E aFq O. 

Applying Theorem B.6 to the identity between the right-hand sides of (10.18) and 

(10.19), with s s r r as above, we conclude that  

E Res*~P'*t[ E E+,s(L,+. :x)oiF,~OprF, voE*(~/§ :y)a ] 
AEA s E W  F 

k 

A E A ( X F , ~ , F )  j = l  
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for all xEX+ and generic uEa~,qC. On the other hand, by the definition (10.11) of 

E),v (u: x), it follows from (10.19) that 

* " o [(~F,~ oEF,~(v, y)a] 

k 

: E Res~P"t [ E ~  " :x)oiF, v O E E+ (XF, v:--" : rnj)vj l  , 
AEA(XF,~,F) j = l  

and so we conclude that 

z . '  ] Rest, + . : y )  
,~EA sCW F 

= EF, v~  (v : X)OaF,.oEF,~(V* ' :y).  

P,t ( c f .  In this latter expression we may replace the residue operators Res~ P'*t by Resx+,;~q 

(8.5)), and we may shrink the set of summation to A(F),  since the extra terms vanish, 

by the definition (5.5) of the latter set (see the proof of Lemma 7.5). Summing over 

v E F W  (el. (8.4)), we finally obtain (10.14). The expression (10.15) is obtained by taking 
12~12 / . [ ]  

We can now sharpen the estimate for K t in Lemma 5.1 so that it is valid on X x X .  

COROLLARY 10.10. Assume that a;Ca~q is compact. Then there exists a polynomial 

q E II ~ (  F ) ,R ( a g q ) on a *g qC , for every u, u' E U ( g ) a number N E N ,  and for every x, y E X 

a constant C > 0  such that 

IIq(~,) K ) ( v :  u; x: u'; y)II ~< C(1 + lul) N 

for all lzEa)~-ia*Fq. The constant C can be chosen locally uniformly in x and y. 

Proof. Immediate from (10.15) and Lemma 10.8. [] 

COROLLARY 10.11. Let tEWT(E)  be even and W-invariant,  and let F C A .  Then 

Ttgf  extends to a smooth function on X for every f E C ~ ( X : T ) .  Moreover, f~-~TtFf 

is a continuous operator from C~(X:~-)  to C~(X:~-) .  Finally, if F '  is defined as in 

Lemma 7.3 (ii), then (T tFf lg)=( f iT tF ,  g ) for all f ,  gEC~(X:~- ) .  

Proof. It follows from Corollary 10.10 in the same manner as [9, Proposition 8.3] that 

(5.9) holds for x E X ,  f E C ~ ( X :  T), with similar uniformity as stated in Lemma 5.1. Then 

(5.10) shows that T ~ f  extends. The final statement now follows from Lemma 7.3 (ii) by 

continuity. [] 
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11. A p p l i c a t i o n :  T h e  P l a n c h e r e l  f o r m u l a  

for  o n e  c o n j u g a c y  c las s  of  C a r t a n  s u b s p a c e s  

Recall that  the reductive symmetric space is said to have one conjugacy class of Cartan 

subspaces if all the Cartan subspaces of q are conjugate under H.  

LEMMA 11.1. If X has one conjugacy class of Caftan subspaces then so has XF, v 

for every F c A  and VENK(aq). 

Proof. We first notice that  XF, v has only one conjugacy class of Cartan subspaces 

if and only if the same holds for XF. Indeed, conjugation by v provides a bijection from 

the set of Cartan subspaces for XF to the set of Cartan subspaces for XF,~. We may 

therefore assume that  v=e. 

Let bCq be a Cartan subspace with aq=bNp. Then b is 0-invariant and maximally 

split. It is also a Cartan subspace for the pair ( f f t l F  , mlF~[}) (where ITtlF=nlF~-aF). Let 

b' be an arbitrary Caftan subspace for this pair; it is sufficient to prove that  b' is conjugate 

to b under MFAH. Moreover, we may assume that  b' is 0-invariant. Since b' has the 

same dimension as b and is contained in q, it is a Cartan subspace for (g, [ j ,  and therefore 

it is conjugate to b under H.  It follows that  b' is a maximally split Cartan subspace 

for (9, O), by conjugacy. Thus, b and b' are also maximally split Cartan subspaces for 

( f f t l F ,  mlFAO); from this it follows that  they are conjugate under MFAH. [] 

In what follows we assume that  G is linear, in order to be able to apply [25, Theorem] 

(see, however, [25, p. 388, (i)]). 

LEMMA 11.2. If X is not compact and has one eonjugacy class of Cartan subspaces 

then the discrete series for X is empty. 

Proof. If the discrete series is not empty there is a compact Cartan subspace ac- 

cording to [25, Theorem]. If all Cartan subspaces are conjugate this would then imply 

that  all Cartan subspaces are compact, which is only possible if X is compact. [] 

THEOREM 11.3. If X has one conjugacy class of Cartan subspaces then K t = 0  for 

all F # O .  Moreover, in that case, 

fl~c: I.  (11.1) 

Proof. The proof of the first statement is by induction on the rank of E. The second 

statement, the identity (11.1), is an immediate consequence, in view of Theorem 7.1. 

Assume that  the first statement is true for all reductive symmetric spaces for which the 

corresponding root system has lower rank than E. Let F c A ,  F # O ,  A, and consider the 

generalized Eisenstein integral as defined in Definition 10.7. The induction hypothesis 
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implies that  the kernel K(m:m') in (10.6) vanishes. Hence OF, v : { 0 }  for all vel/Y F, and 

it follows from (10.15) that  K~=0 .  As an immediate consequence we have T%=0. 

It remains to prove that  KtA=0 if A r  By (9.1) we may assume that  AAq={0}. 

By the inversion formula (Theorem 7.1) and (5.12) we have W ~ f = f - J U f  for all f � 9  

C~(X:T) ,  and hence T~x f belongs to the Schwartz space of X (cf. [7, Theorem 1]). 

However, as TtAf is annihilated by a cofinite ideal in D(G/H) (cf. Lemma 6.3) it then 

follows that  T~x f belongs to the discrete part of L2(G/H)| (since it generates a 

subrepresentation of finite length). Now T~x=0 by Lemma 11.2, and it follows from 

(5.10) that  K k = 0 .  [] 

12. Application: T h e  Four i e r  t r a n s f o r m  of  r a p i d l y  dec reas ing  func t ions  

The Fourier transform ~ is injective when defined on Cc~(X:~ -) (cf. Theorem 2.1). On 

the other hand, its extension to the L2-type Schwartz space C(X:~-) (see [9, w will 

in general not be injective because of the possible presence of non-trivial discrete or 

intermediate series. In this section we extend the injectivity to a certain function space 

S(X:~-) that  lies between C~(X: T) and C(X:~-). We also extend our Fourier inversion 

formula to this space. 

Let II" II be the function on X defined by [[kaHIl=ell~ for kEK, aeAq; then 

IIx]]/>1. We define [[fllr=SUpxEx IIxIl-~if(x)l for r e R ,  leG(X). The space 

CT(X) : {f e C(X) I Ilfllr < ~ }  

is a Banach space, invariant under the left regular representation of G. The F%chet 

space of smooth vectors for this representation is given by 

c F  ( x )  = {S �9 c (x) l f(u;.  ) �9 c , ( x ) ,  w �9 

with the continuous seminorms f~-*v~,,,(f):=llf(u ;.)]l~, uCU(g). Clearly, C ~ ( X ) c  

C ~  (X) with continuous inclusion. We define 

s(x)= N cy(x)  
r E R  

and provide this space with the seminorms v~,,~, uEU(~), r E R .  It follows easily that  

$(X)  is a Fr~chet space, and that  the inclusion map Cc ~ (X)--+S(X) is continuous. Fol- 

lowing [29, 7.1.2] we call S(X) the space of rapidly decreasing functions on X. 
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LEMMA 12.1. The subspace C ~ ( X )  is dense in S(X) .  

Proof. We shall prove the following statement, from which the density in S(X) 

immediately follows. Let f c C ~ ( X ) .  There exists a sequence f n c C ~ ( X )  with the 

following property. Let r E R  and assume that  f c C ~ ( X ) .  Then f n - ~ f  in C~+s(X) for 

all s>0.  

Let { r  t>0,  be as in [3, Lemma 2.2] for some c>0. Fix s>0  and uE U(9). 

We have Ct(x)=1 for ]]xI] ~e t and sUPxEx,t>O I~bt(u; x)I <r Hence 

g~,8(r 1) = sup Ilxl1-8 I(~t- 1)(u; x)[ ~< Ce -t~. 
IIxll>~e ~ 

We conclude that  r in C ~ ( X )  as t--~cc. Let fn=~b~fcC~(X) .  The proof is 

now completed by the observation that  pointwise multiplication is continuous from 

C ~ ( X ) •  to C ~ r ( X  ). The latter is readily seen from the Leibniz rule. [] 

In [21, p. 134] the term zero Schwartz space is used for $(X)  because it is the 

intersection of the LP-type Schwartz spaces CP(X), p>0.  Let Cr(X:z) ,  C~ ( X: T)  and 

S (X:z )  denote corresponding spaces of z-spherical functions. Then 

N 
r c R  

and we have the continuous inclusions 

C ~ ( X :  T) C S(X:T) C C(X: z). 

LEMMA 12.2. Let R E R ,  let p be as in Proposition 3.1 and let WCaq(P,R) be open 

and bounded. There exists r c R  such that the integral (2.4) that defines the Fourier 

transform fl'f(A) converges for all fEC~(X:z)  and generic AEw+iaq. The Fourier 

transform is a meromorphic ~ function of A, and there exist constants N E N  

and C>O such that 

]Ip(A)Yr f(A)I [ << C(I+IAI)NIII]]~ (12.1) 

for all AEw+iaq, f EC~(X: 7). Moreover, for each n c N  there exists a continuous semi- 

norm u on C ~ ( X )  such that 

ImP(A) 5rf(A) II ~< (1 + IA])-nu(f) (12.2) 

for all ~ c ~ + i a q ,  f 6 C ~ ( X : T ) .  

Proof. We note that  the estimate of the normalized Eisenstein integral stated in 

Lemma 4.3 can be sharpened as follows, by the same references as given in the proof. 

There exists r0GR and for every uE U(9) an integer N>~0 such that  

sup (l+IAi)-Ni]xii-r~ < oo. (12.3) 
xEX 

AGaq(P,R) 
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We take u=l. Then, for all r E R ,  

IIp(~)~f(~)II = Jxp(~)E*(~:x)f(x)dx <~ C(l~-I)~I)Nilfilr Ix IIxiir~ dx 

where C is the supremum in (12.3). Since ]]xi] -m is integrable on X for rn sufficiently 

large (cf. [9, equation (3.1)]), we have f x  ]lxll r~ for - r  sufficiently large. 

The statements up to and including (12.1) follow. The statement concerning (12.2) is 

obtained from (12.1) in the same manner as [9, Proposition 8.3]. [] 

It follows from Lemma 12.2 that  for all generic ~Caq there exists a real number r 

such that  the Fourier transform 5rf is defined and meromorphic in a neighborhood of 

~l+ia~ for all fECr(X:~-). It then follows from (12.2) and Lemma 4.2 that  T~grf is well 

defined and belongs to C~176 for all fECrC~(X:T). Moreover, the map f~-+T~Jzf is 

a continuous linear operator from C~ ( X: T)  to C~176 (cf. (12.2) and (4.2)). 

PROPOSITION 12.3. Let R < 0  be such that zr(A)#0 for all ACaq(P,R), and let 
~Caq(P,R). There exists rER  such that if fEC~(X:7 )  and 9 r f = 0  on ~+iaq, then 

f = 0 .  

Proof. For f c C ~ ( X :  T) we have T ~ f = T J r f ,  by the definition of the pseudo-wave 

packet TJZf, and hence T~.Ff=f on X+ by Theorem 4.7. 

Let ~ be a bounded neighborhood of~ and let r C R  be as in Lemma 12.2. Let rl<r. 
Then for f c C ~  (X: 7) there exists, according to the proof of Lemma 12.1, a sequence 

fncC~(X:~-) such that  fn--*f in C~(X:~-). Since T~.Ffn=fi~ on X+ we conclude by 

continuity that  

T ~ ' f  = f (12.4) 

for fEC~?(X:~-). In particular, if 5~f=0 on ~?+iaq then f = 0 .  [] 

LEMMA 12.4. The integral (2.4) that defines the Fourier transform jz f(A) converges 
for all f c S ( X : T )  and generic AEaQC; it is a meromorphic ~ function of ~. 

Moreover, let R c R  and let p be as in Proposition 3.1. Then for each compact set 
WCaQ(P,R) and each nEN there exists a continuous seminorm ~ on S(X:T) such that 

< 

for all ~ew+iaq, feS(X:~-) .  

Proof. This is immediate from Lemma 12.2. [] 

In particular, 9~f belongs to the space P(aq, ?-l)|176 (see w for all f o f ( X :  T), and 

if P(aq, 7-l) is topologized as in [11, w then the final estimate in Lemma 12.4 amounts 

to the continuity of the map Jr:S(X:T)--~P(aQ,7-I)|176 The following theorem is an 

immediate consequence of Proposition 12.3. 
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THEOREM 12.5. The map 9~:S(X:T)---*7~(aq, 7-l)Q~ is injective. 

We can also write down the inversion formula for the Fourier transform on S (X:  T). 

The function Tvgvf �9 C ~ (X+ :7) is defined for all f � 9  and all generic ~ � 9  aq by the 

remarks preceding Proposition 12.3. As usual we define the pseudo-wave packet TJrf as 
Tvg~f for ~ sufficiently antidominant; it is independent of ~7 by Lemma 4.2. Then (12.4) 

implies the following. 

THEOREM 12.6. Let fCS(X:~-). Then T.~f(x)=f(x) for all xCX+. 

The space S (X)  is contained in L2(X), and hence the L2-Fourier transform ~ defined 

in [9, w can be applied to functions in S(X). Recall that  ~ is defined by continuous 

extension of the map f �9 C ~  (X) H ](~, A) �9 L 2 (K: ~) | Y(~)*, where ](~, A) is defined in 
A 

[9, w for ~�9 and generic A�9  In [9, Theorem 15.5] we saw that  the injectivity 

of the ~--spherical Fourier transform ~ on C ~  (X:T) for all ~- implies injectivity of ~ on 

C~(X). The same proof applies to $ (X) ,  and we conclude: 

COROLLARY 12.7. Let f eS (X) .  If i~f=O then f = 0 .  

Notice that  in the case of a group considered as a symmetric space the injectivity 

of the Fourier transform on S(X) (as well as on C~(X)) is a consequence of Harish- 

Chandra's subquotient theorem together with the abstract Plancherel formula. There 

exists a generalized subquotient (in fact, subrepresentation) theorem for reductive sym- 

metric spaces (see [17, Theorem 1]), but it does not allow one to conclude similarly 

the injectivity, because in general, for special values of A, there are H-fixed distribution 

vectors in the a-minimal principal series other than those used to define the Fourier 

transform. 

A p p e n d i x  A. O n  t h e  f u n c t i o n a l  e q u a t i o n  for  sp h e r i ca l  d i s t r i b u t i o n s  

The purpose of this appendix is to give a proof of Lemma 3.2. If it were not for the 

assertion that  the polynomial p is real, this lemma would be an immediate consequence 

of [5, Theorem 9.1]. The additional assertion can be derived from [26, Theorem 11.4] if 

it is assumed that  the identity component of G is linear (which is a general assumption 

in [26]). In order to cover the generality of the present paper, and for convenience, a proof 

based on [5] is given below. We shall follow the proof of [5, Theorem 9.1], and indicate 

where the arguments have to be sharpened in order to obtain the extra assertion. In 

particular, we use in this appendix the notation from [5]. 

Let SCaq\{0}  be as in [5, w There it is stated that  SCaqc ,  but it is obvious that  

one can take SCaq. In [5, p. 356] the concept of S-polynomial growth of a function on 
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aqc is defined for finite sets SCaqc\{O }. If Scaq we define (S, R)-polynomial growth 

similarly, but with IIs, R instead of [is.  We shall establish Lemma 3.2 by means of the fol- 

lowing Theorem A.1, which improves the functional equation for j(~:A), [5, Theorem 9.3], 

exactly in the way needed. Let (~r, F)  be a finite-dimensional irreducible representation 

of G that  is both K-spherical and H-spherical (i.e., it has both a non-trivial K-fixed 

vector and a non-trivial H-fixed vector). Then this representation has a lowest weight 

#Caq (with respect to P),  which belongs to the set A(aq) (see [5, p. 354]). 

Let ~CMH (=Mps in the notation of [5]). In [5, p. 365] a differential operator 

On({: A): C-~(P:  ~: ~+#) --~ C-~ (P:  ~: )~) 

is defined for generic AEaqC , and it is asserted in [5, Lemma 9.2] that  the map ~-* 

q()~)D,({: ~) is polynomial on aqc for a suitable q~Hs(aq). Going through the proof 

of the cited lemma one sees that  q can be taken in IIs,R(aq), if the polynomial q in 

[5, Proposition 8.3] can be taken from [is,a(aq).  The latter polynomial is constructed by 

means of [5, Lemma 7.2], in which q can be taken from Hs,R(aq) provided ~i, 72 belong 

to the real span of E(g,j). In the application of [5, Lemma 7.2] on [5, p. 361] we do have 

this property of ~71, ~72~ and hence indeed we see that  we can take qCHs,R(aQ) in both 

[5, Proposition 8.3] and [5, Lemma 9.2]. 

THEOREM A.1. There exists a rational End( Y ( { ) )-valued function )~-*R,({:/~) on 
aqC of (S, R)-polynomial growth such that 

j ( P  : { : ~) = Du(~: A) o j (p :  {: A+p)oRt,({: ~). 

Before giving the proof of Theorem A.1 we notice that  based on it and the pre- 

vious remark about [5, Lemma 9.2] we can repeat the proof of [5, Theorem 9.1] and 

obtain (E,R)-polynomial growth in the latter result. Thus Lemma 3.2 follows from 

Theorem A.1. 

Proof. The proof of [5, Theorem 9.3] is given on [5, p. 369]. For the improvement 

asserted in Theorem A.1 we must establish that  the polynomials q in [5, Lemma 9.9] and 

ql, q2 in [5, Proposition 9.11] can be taken in IIs,a(aq). We have already seen that  this 

is the case for q, and we thus turn to the proof of [5, Proposition 9.11], which is based 

on [5, Lemma 9.13]. The latter result can be improved as in the following Lemma A.2. 

The claimed improvement of [5, Proposition 9.11], that  ql, q~ E YIs,R(aq), then follows 

immediately as on [5, p. 372]. [] 

Let QE~ ~:)min and assume that  #cA(aq) is Q-dominant. Let 

r ~): aqC -~ End(Y(~, 1)) 

be the rational function in [5, Lemma 9.13]. Its exact definition will be recalled in the 

following proof. 
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LEMMA A.2. 

that 

for A E aqc. 

There exist polynomials ql,q2EH~,a(aq) and a constant c~O such 

r  ~: A) : c ql(A) _ (A.1) IV(~,I)  

Remark. The rational function ql/q2 is in fact determined explicitly in the following 

proof. It is given by an equation that involves Harish-Chandra's c-function for the 

Riemannian form Gd/K d of G/H, cf. Lemma A.5 and (A.9). 

Proof. We first recall how r ~) is defined. Let 7-/~ denote the space 7-Q equipped 

with the representation ~@A| 1 of Q, and consider the G-equivariant map 

Tu: C-~(Q: ~: A) |  ---, C -~ Ind~ (7-Q~| 

determined by 

T.(f| = f(x)| 

On the level of K-finite vectors, T~ is an isomorphism (see [5, p. 359], where the map 

is denoted ~ ) .  Let p~(Q: ~ : A) denote the endomorphism of C - ~ ( Q  : ~ : A) |  given 

by projection along the infinitesimal character A + A + #  (where A is the infinitesimal 

character of ~), cf. [5, Proposition 8.3]. We refer to ]5, p. 361] for the definitions of 

b(Z, l ) e C  and D(Z, A)EZ(g) for Z e Z ( g ) ,  Aeaqc.  Both objects depend polynomially 

on A, and there exists ZEZ(g) such that b(Z,. ) is not the zero polynomial. Then 

R~(Q: ~: A) = b(Z, A) -1 [Ind~(~|174 1)| A)), (A.2) 

cf. [5, p. 362]. In particular, we see that p , (Q:~ :A)  acts as a differential operator. 

It follows from [5, p. 370, below (75)] that T~ maps the image of p , (Q:~ :A)  into the 

subspace C - ~  Ind~(T/r174 of C -~ Ind~(7-Q~| Here F~ is the one-dimensional 

subspace in F of vectors of weight #; it carries the representation 1 |174 of Q (cf. 

[5, Proposition 5.5]). 

Fix a non-zero vector e t, in F~. Then there is a natural G-equivariant isomorphism 

S,: C-~176 ~ : A +#) -% C -~176 Ind~ (7-/(~| 

the image of fEC-~ ~:A+#)  is the generalized function 

s.f(x) = 

on G. Conversely, let e*_, E F* be the (unique) vector of weight - #  such that e*_, ( e , ) =  1. 

Then testing with e*_t, on the second component of 7-/~ @F induces a G-equivariant linear 

map 

t , :  C - ~  Ind~ (7-Q~| --* C - ~  (Q: ~: A+#),  (A.3) 
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whose restriction to C - ~  Indg(7-/(~| is the inverse of St*. We define 

Tt* := tt*oT,: C-~(Q:~:,\)| C-~176  ~: A+#).  

Let CHEF be a non-zero H-fixed vector, then 

Tt*[p,(Q:{ :.~)(j(Q:{:A)~| E C-~(Q:{ :.~ +#) H 

for all r/cV({), by equivariance of pt*(Q:{:A) and Tt*. We define the endomorphism 

*}t*(Q:{:k) of V(~) by 

~t* (Q : {: A)r/= ev(Tt*[pt* (Q : {: ,~)(j(Q: {: ~) r l |  ) 

where 

e v :  C - ~ ( Q :  r : ~,+t,) u --+ v ( O  

is the evaluation map. Since by definition j(Q: { :A+#)  is the inverse to ev, and since 

Tt*opt* (Q: {: A) maps into C - ~  Ind~ (7-tr174 on which S~ott* = I ,  we have, equivalently, 

that ~t*(Q:{: A) is determined by 

Tt*[pt*(Q:{:)~)(j(Q:{:s174 =S~[j(Q:{:,~+#)~bt*(Q:~:)~)rl] (A.4) 

for r/EV({). Note that ~t*(Q: {: A) maps each component V({, w) of V(() to itself, since 

pt*(Q: {: ~) as well as Tt* are support-preserving maps. The map ~bt*(Q: {) in (A.1) is the 

restriction of ~t*(Q: {) to V({, 1). 

In the following it will be convenient to have some of the above-mentioned notions 

from [5, w available in a slightly more general setting. In [5, w it is assumed that 

the finite-dimensional irreducible representation { of M is unitary and has a non-trivial 

vector fixed by w(MnH)w -1 for some wEW. Moreover, the linear form k on aq is 

extended to a linear form on a with trivial restriction to ah=arlll. It is these assumptions 

on the representation ~@~@1 of Q that we temporarily want to relax. It will also 

be convenient to deal with the a-Langlands decomposition Q=M~AqN, instead of the 

ordinary Langlands decomposition Q=MAN. We recall that M~=MAh where Ah = 

exp ah. We assume that ({, 7-Q) is a finite-dimensional irreducible representation of M~, 

the infinitesimal character A of which is real with respect to the roots of j in m~ (recall 

that  j is a Cartan subalgebra of fl, defined as below [5, Corollary 5.3]). For AEaqc we then 

consider the representation { |174 of Q=M~AqN, and we use the notation C(Q:{:A)  

for the underlying space of the normally induced representation Ind~ ({|174 1). 

The maps Tt*, Tt* and St, make sense in this generality. It is seen as in [5, Proposi- 

tion 8.1] that  Tt* maps pt*(Q: {: A)(C(Q: ~: A)K| bijectively onto the space of K-finite 
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vectors in Ind~(7-Qx| and hence its composition T. with (A.3) restricts to an iso- 

morphism 

T,: p~,( Q:( :,\)(C(Q:( : A )K| -%C(Q:~:A+#)K 

for S-generic A E aqc 

The definitions of b(Z, A) and D(Z, A) immediately generalize to the present setting, 

and the analogue of [5, Lemma 8.4] holds; it states that (A.2) holds on the K-finite level, 

for S-generic A C aqC. 

Before giving the proof of Lemma A.2 we establish an analogous result, in which 

H-fixed vectors are replaced by K-fixed vectors. The space 7 ~  nK is either trivial or 

one-dimensional. At present we assume the latter and define 

by 

e(Q: ~: A): 7-/~ tnK -~ C(Q:~:A) 

[e(Q: ~: A)~](namk) = a~'+~ 

for hEN, aEAq, mEMr kEK and ~ET/~ 4nK. Then c(Q:~:A) is a bijection of 7-/~ tnK 

onto C(Q: ~:A)K; its inverse is given by the evaluation at the identity element. 

Viewed as a function on G/K, e(Q:~:A)~ is a joint eigenfunction for D(G/K). 
This can be seen by factoring the Harish-Chandra homomorphism D(G/K)-~S(ao) 
through D(M~/MNK)OS(aq), in analogy with [5, Lemma 4.4]; the function m~-~(m)~ 
on M,~/MNK is a joint eigenfunction for D(M,~/MMK) (we recall that ao=jMp is a 

Cartan subalgebra for the pair (G, K)). The eigenvalue homomorphism D(G/K)--+C is 

obtained from the character A1 +A on ao, where A1 denotes the restriction to a0Mm~ of 

the infinitesimal character A of ~. 

Let eKEF be a non-zero K-fixed vector and l e t  ~E~-~ V/f3K. Then for generic ACa~c 

the function T, [pu (Q: (:  A)(e(Q: ~: A)4| belongs to C(Q: 4: A+#) K, and hence its 

value at the identity is given by Cu(Q:~:A)~ for some complex scalar Cu(Q:~:A). In 

analogy with (A.4) we obtain 

Tu[p,(Q:~:A)(e(Q:~:A)~| =r (A.5) 

LEMMA A.3. There exist polynomials ql,qzGl-IZ,R(aq) and a constant er such 
that 

r  ~: ,x) = c ql(A) 
q~(~)" 

Proof. Fix ZEZ(g) such that b(Z,. ) r  and define an element uacZ(g) depending 

rationally on A E flqO by 

ua=b(Z,A)-ID(Z,A). 
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The elements of Z(I~) act on functions on G by the right regular representation R, and 

it follows from (A.2) and (A.5) that 

R(u~,)(T~[e(Q:~:A)~|162 (i .6) 

Let e~ be the K-fixed element of F* determined by e*K(eK)=l. Then testing the ex- 

pression on either side of (A.6) with e~: on the second component we obtain 

R(u~)[e(Q:~:)O((.)| ] =e~(et,)r r (A.7) 

on G. We now observe that e~((7~(-)eK) equals ~+Q0, the elementary spherical function 

on G/K determined by the parameter #+Q0. Moreover, we have 

/K[e(Q: ~: .~) (](kx) dk = (x) ~. (A.8) (PAl +A 

Indeed, both sides of (A.8) are ~ n K - v a l u e d  joint eigenfunctions for D(G/K) with the 

same parameter A1 +A, and they both take the value ~ when x is the identity. Integrating 

(A.7) over K we thus obtain 

R(u~) [~AI+~ ~,+oo] = e*K(e~,)r ~: A) ~AI+~+,. 

However, from the asymptotic expansions of the involved functions it follows (see 

[28, Theorem 4.5 and Lemma 4.6]) that 

R(uQ[~A~+~+oo] = c(#+Qo) c(A1 +A) 
c(A1 +A+#)  ~h~+~+~, 

where c: a~c---~C denotes Harish-Chandra's c-function associated with the Riemannian 

symmetric space G/K. We conclude that 

c ( t t +  Q0) c(A1 +A) (A.9) 
r  ~: A) = e~c(%)c(A~ +A+#)" 

The desired statement now follows from the Gindikin-Karpelevic formula for c, cf. also 

[28, Corollary 4.7]. [] 

We shall now translate (A.5) into an algebraic statement that will be used in the 

proof of Lemma A.2. 

Let C o denote C equipped with the structure of a U(m+a+n)-module defined by 

Q=QQ on a and the trivial action on m+n. Note that since Q is a0-stable, then so is 0, 

that is, it vanishes on ah. Given a finite-dimensional U(m+a+n)-module V we shall 

write 

Hom~+~+,(U(g), V) 
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for the space of (m+a+n)-homomorphisms U(g)---*V; here U(g) is viewed as a right 

U(m+a+a)-module.  Moreover, we define the U(g)-module 

I~(V) := Homm+~+, (U(g), V| 

where the module structure is determined by 

= 

with u ~  the principal antiautomorphism of U(g). 

We now consider a finite-dimensional representation (5, Vh) of Q. We shall then 

also use the notation I~(V~) for the U(g)-module defined as above by means of the 

U(m+a+n)-module  structure on V5 that  arises from 5. On the other hand, we consider 

the normally induced representation Ind,)(5). The underlying representation space con- 

sists of the space C(Q:5) of continuous functions G---~V~, transforming according to the 

rule 

f (manx)  = aQh(man)f(x), man E Q, x �9 G. 

We define C~ (Q: 5) to be the space of germs along Q of V~-valued real-analytic functions, 

defined, and satisfying the above transformation rule, for x in some left Q-invariant neigh- 

borhood of e. Via differentiation from the right we equip this space with the structure 

of a U(g)-module. Note that  taking germs along Q induces a natural U(g)-equivariant 

embedding 

C(Q: 5)K C (Q: 5 ) .  

Given f � 9  5), we define the map t(f) :  U(9)--~V~| by 

L(f)(v) = [L(v)f](e)| l. 

We view ~(f) as the power series of f at e. One readily verifies that  ~ is an equivariant 

embedding of the U(g)-module C~(Q: 5) into I~(Vh). 

It is readily seen that  2(~) acts globally finitely on I~)(V~). Given AoE)~ we denote 

by PAo the projection in I~(Vh) onto the generalized eigenspace for Z(f]) determined by 

the infinitesimal character A0. 

Fix (eT-/~ nK and denote by gK (A) the unique ~-invariant element of I~ (TI~,| 

determined by gg ( ~ ) ( 1 ) :  ( |  e K | 1. Similarly, we denote by g,  (A) the unique ~-invariant 

element of I ~ ) ( ~ @ F ~ )  determined by g~()~)(1)=( |174 Then one readily sees that  

~:(~)=~(T~[E(Q:~:s174 ~ ( ~ )  = L(S~[e(Q : ~ : A+#)~]). (A.IO) 
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LEMMA A.4. For generic ACa~c we have the following identity in I~(7-/~|  

= r  

Proof. Since t and T~ are U(9)-equivariant maps we obtain from (A.10) that  

= 

Applying (A.5) and (A.10) we obtain the desired identity. [] 

We now return to our original assumption on (~,7-Q), that  it belongs to MH. Our 

goal is to give the proof of Lemma A.2. For this we may as well assume that  V(~, 1)= 

7 t ~ n H r  otherwise there is nothing to prove. Since M is of Harish-Chandra's class, 

the representation ~ has an infinitesimal character. This implies that  the m-module ~ 

is a multiple of an irreducible representation, which we denote by (~0,TQ0). It follows 

that  we may assume that  

~ = ~ o  | E, 

with E a finite-dimensional complex linear space, and such that  

x c m .  

From the fact that  7 ~ n H r  it follows that  ~0 possesses a non-trivial mND-invariant 

~tnn~ is one-dimensional, and moreover, vector. The space ~o 

Let g+ and g_ denote the (+1)- and (-1)-eigenspaces for the involution tO, respec- 

tively. Then gd:=9+| is a real form of the complexification 9c  of 9. It is called the 

dual real form of 9. We denote the complex linear extensions of cr and 0 to 9c  by a c  

and 0c, respectively. Let a d and 0 d denote the restrictions to 9 d of 0c and ac ,  respec- 

tively. Then 0 d is a Cartan involution of 9 d, and a d is an involution of 9 d that  commutes 

with 0 d. We have associated eigenspace decompositions 9d=~d|174 d. Note that  

pdNqd=pnq,  and hence aqd:=aq is maximal abelian in pdNqd. Note that  the root space 

decomposition of 9c  relative to aq is stable under the conjugations determining the real 

forms 9 and 9 d. Hence E d, the collection of roots of adq in 9 d, equals E. 

Let G d be a connected group of Harish-Chandra's class with Lie algebra 9 d to which 

both involutions 0 d and a d lift. Standard notations introduced in the context of G will 

also be used for Gd; a superscript d will indicate that  an object originally defined for 

G, H, K is defined in exactly the same way, but  with (G d, H d, K d) in place of (G, H, K).  
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d under exp: l~d--+G d. Moreover, let Qd be the In this spirit, let A d be the image of aq 

minimal ad-parabolic subgroup containing A d, determined by the system E + of positive 
I~)d--MdAdN d roots for E d = E ,  and let _~ - _ _ o _ q _  be its ad-Langlands decomposition. This is 

compatible with the a-Langlands decomposition of Q, in the sense that  m d = m ~ c n 9  d 

and nd----ncNg d. 

We extend the representation ~0 of m in T/~o to a representation ~1 of m~=m@ah 

d of the complexification of ~1 is denoted by ~d. by triviality on ah. The restriction to mo 

The representation ~d is irreducible, and possesses a one-dimensional subspace of vectors 

that  are annihilated by [macNOc]Ngd=rndnl~ d. We fix such a vector (non-trivial) and 

denote it (d. Since M d is a group of Harish-Chandra's class, it follows that  ~d lifts to a 

unique MdNKd-spherical representation, also denoted ~d. 

The finite-dimensional irreducible representation (Tr, F )  of G is K-spherical, hence 

the associated infinitesimal representation of {to in F is irreducible. Let 7]" d denote the 

restriction t o  ~ d  of this infinitesimal representation. Then, since ~ is also H-spherical, 

7T d has a non-trivial I~d-fixed vector. Since G 4 is of Harish-Chandra's class, the represen- 

tation 71 "d lifts to a unique Kd-spherical representation of G d in Fd:=F, which is again 

denoted by ~r d. Note that  # is an extremal aqd-weight of ~r d. We assume that  # is Q- 

dominant; then # is also Qd-dominant. As before we select a non-trivial vector eu =e  d in 

the weight space F u of F.  Moreover, we select a non-trivial H-fixed vector eHEF; then 

eH is Kd-fixed as well, and we put e d := ell. 
* _ _  d *  According to Lemma A.4, applied to G d, we now have for generic )~Eaqc--aqC that  

in the representation space 

IG ~ d Q~ (7-/r174 ]Qd) = Homra~ea~e.~(u(gd), ~ ; ~ | 1 7 4  ). 

(A.11) 

Here ~/~x denotes 7-Qo, equipped with the U(md+ad+nd)-module structure ~d|174 

Note that  U(g a )=U(0  ) and d d d _ (m~ + aq +n  )c  -- (ma + aq + n)c;  hence, the space in the above 

equation equals 

I3(nr174 = Homm~+o.+. (U(g), 7-/r174174 

= Homm+o+, (U(tt), 7-/~0x| 

It follows that  we have a natural isomorphism of U(tt)-modules: 

I~(TYr174 ) ..~I~(nr174174 (A.12) 

here U(tl) acts on the first component of the tensor product on the right-hand side. 
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LEMMA A . 5 .  The function r ~): aqC--~End(V(~, 1)) is given by 

r ~ = Ct,(Q : ~f: ~) Iv(~,l). (A.13) 

Proof. We recall that  

V({, 1) ~- 7-/~ nH C ~ n ~  ~ _ ~m~ne ~ ~ ' ~ o  w . . . .  ~f w' : '  = c ~ d |  

where ~d is the fixed mdM~d-invariant vector for {1 d. For each uEV({, 1) we have accord- 

ingly ?~:r174 for a uniquely determined UECE. 
We consider the germ %()~) along Q of the function T,[j(Q:{:A)7?| which 

restricts to a real-analytic map QH--~7-t~@F. Then %(A)CC~Ind~(TI~| ). Via 

the identification (A.12) we may view the associated formal power series t(~(A)) as an 

element of I ~ (~{~ ~ | FdIQ~) | E; it is ~d | I-invariant, and its value at 1 ~ U(g~) equals 

~d|174 From this we obtain that  

~(7,(~)) = e ~ ( ~ ) |  (A.14) 

We consider similarly the germ ff2(A)eC~Ind~(7-Q~@F~) along Q of the function 

S~[j (Q: {: ~+#)  7]- Its formal power series, viewed as an element of IQ~(TI~f~@F~)@E c~ d 
is ~d| and its value at 1 E U(g d) equals (d@ed| @UE. It follows that  

~(z2(~)) = e~(~) |  (A.IS) 

It follows from (A.14) that  

t opt, (Q:  { :  A) [')'1 (A)] --  PA+.X+t, ~ t [~'1 (A)] ---- PA+),+t~ [gd (A)]|  t i E  , 

which by ( a . l l )  and (a.15) equals cd(Qd:~d: A) times ~[72(A)]- Since ~ is an embedding, 

it follows that  
p,(Q:~:;~)[ffl(i~)] d d = r  :~f:~)~2(~) 

on a neighborhood of e, for generic kEaqc.  We conclude that  

Tu[p,(Q:~:A)(j(Q:{:A)~| d d d = r  :r :A)S,[j(Q:~:ik+p:x)v] 

on HQ, and comparing this with (A.4) we obtain (A.13). [] 

Finally, Lemma A.2 follows from Lemmas A.5 and A.3. [] 
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A p p e n d i x  B. In d u c t io n  of  relat ions 

In this appendix we recall a result from [12] that  is used in w167 8 and 10. We first introduce 

the notion of a Laurent functional and discuss its relation to the previously defined notion 

of a Laurent operator. Let V be a real linear space, equipped with a positive definite 

inner product ( . , .  }, and let Vc denote its complexification, equipped with the complex 

linear extension of the inner product ( . , - ) .  

Let X be a (possibly empty) finite set of non-zero elements of V, such that  R~I ~R~2 

for all distinct ~1, ~2 EX. By an X-hyperplane in Ire we mean an affine hyperplane of the 

form H = a + a ~ c  , with aEVc,  a H E X .  Note that  aH is uniquely determined in view of 

our assumption on X; hence the polynomial function 1H: Vo ~ C, z ~ (all, Z-- a) is also 

uniquely determined, and we have H = IH 1 (0). A locally finite collection of X-hyperplanes 

in Vc is called an X-configuration in Vo. 

If aEVc,  then we denote the (finite) collection of all X-hyperplanes containing a by 

7-t(a, X).  Moreover, we denote by .t~4(a, X) the ring of germs of meromorphic functions 

at a whose singular locus at a is contained in the germ of U ~ (a ,  X) at a. By N X 

we denote the space of functions X - ~ N .  For d E N  x we define the polynomial function 

"ffa,d='ffa,X,d : V c - - + C  by 

~a,d(Z)= 1-I (~,z--a) d(r z E V c .  
~EX 

By Oa=(-Oa(Vo) we denote the ring of germs of holomorphic functions at a. Then 

J ~ ( a , X )  U - 1  "ffa , d O a . 
d E N  x 

We define the space J~l(a, X)lau r of X-Laurent  functionals at a to be the space of linear 

functionals/: :  A4(a, X ) - ~ C  such that  for every d E N  X there exists an element udES(V)  

such that  

~ = Ud [~a,d 7)] (a), 

for all ~ETr~,~ O~. It is immediate from this definition that  the string (Ud)d~NX is uniquely 

determined by s we denote it by ul:. 

Remark B.1. Let T~: z~-~z+a denote translation by a in Vc. Pullback under T~ 

induces an isomorphism of rings T~: Oa --~ O0, ~ - ~ ~  Moreover, T* (TC~,d) =Tr0,d for 

every d E N  X, and we see that  pullback under T~ also induces an isomorphism of 

rings T~: M ( a ,  X)--~M(0,  X).  From the definition of an X-Laurent  functional one sees 

that  transposition induces a linear map Ta.:.A,4(O,X)l*aur----).A4(a,X)l*aur. Obviously, 

T~. is a linear isomorphism; moreover, one readily checks that  uTo.~=u~ for every 
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We shall now investigate which strings (Ud)dEN x arise from Laurent functionals, 

following the method of [ l l ,  w We write "UYd:'KO, d and equip the space N X with the 

partial  ordering -< defined by d'-~ d if and only if d'(~) ~< d(~) for every ~ C X. If d ' ~  d then 

we define d - d  ~ componentwise as suggested by the notation. 

In [11, w we defined S~(V, X)  as the linear space of strings (Ud)deNX satisfying 

(B.1) 

for all d', d c N  X with d'~_d, and for every germ ~c(-90. This space is a projective limit 

space in a natural  way, see [11] for details. 

LEMMA B.2. The map E~--~u~ is a linear isomorphism from .A4(a, X)l*~u r onto 

Proof. In view of Remark B.1 we may as well assume tha t  a=0 .  Let LEAd(0, X)l*ur, 

and let UE:(Ud)dEN x be the associated string in S(V). Then for all d', d with d'-<d we 

have Vad_d, =IrO,d~r~,ld ,. Hence, for every ~EO0,  

= = 

so tha t  (B.1) holds. It  follows tha t  uLES~(V ,X) .  Obviously the map/ : - -*uL is a linear 

injection. We will finish the proof by establishing its surjectivity. 
--1 Let uES~_(V,X). For d e N  x we define s 7r0,dOo--*C by s162162 If 

--1 d, d 'EN X, d'~_d, then from (B.1) it follows that  f~d:f~d, o n  "ffO,d, O0. Therefore, there 
--1 exists a unique E C M ( 0 ,  X)* such that  s on 7r0,dO0 for every d c N  z .  By definition 

we have E E M ( 0 ,  X ) l * u r  and uz.=u. [] 

In the following we shall see that  the notion of a Laurent functional is closely related 

to the notion of a Laurent operator  introduced in [11], see also w For this, we need 

some notation as well as a slight generalization of the concept of a Laurent operator from 

the setting of a real X-configuration to that  of an arbi trary one. 

By an X-subspace in Vc we mean any non-empty intersection of X-hyperplanes  

in Vc. We denote the set of such affine subspaces by A = . A ( V c , X ) .  For L E A  there 

exists a unique real linear subspace VLCV such that  L=a+VLc for some aEVc. The 

intersection V~-cML consists of a single point, called the central point of L; we denote 

it by c(L). The space L is said to be real if c(L)EV; this means precisely that  L is the 

complexification of an affine subspace of V. 

For an X-configuration 7-/we define A4(Vc, Tl) to be the space of meromorphic func- 

tions on Vc whose singular locus is contained in U 7-/. If  7-/consists of real hyperplanes, 

we put TIv={HAVIHETI};  then M(Vc ,  7-l) equals the space A/[(V, ~ v )  defined in w 
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If LE.A we write ?-/(L, X) for the collection of X-hyperplanes containing L, and 

X(L)={C~H ]HE?-I(L,X)}. From the assumptions on X it follows that  X ( L ) = X M V ~ .  

Let Xr be the orthogonal projection of X \ X ( L )  onto VL. Let X ~ be a subset of Xr 

such that  for every ~CX~ there exists a unique ~~176 with ~ c R ~  ~ Translation by c(L) 

induces an affine isomorphism from VLO onto L. Via this isomorphism we equip L with 

the structure of a complex linear space together with a real form with inner product; 

moreover, we write XL for the image of X ~ in L. If ~ is an X-configuration in Vc, then 

7IL={HMLIHET{ , ~ H M L ~ H }  is an XL-COnfiguration in L. 

We can now define the space Laur(Vc, L, 7-/) of Laurent operators from ,~4 (Vo, 7-/) to 

A4(L, 7{L) as in [11, w see also w Lemma 1.5 of [11] is now readily seen to generalize 

to the present setting. It provides us with an isomorphism 

Laur(Vc,L,7{) ~-, S._(V~-,X(L)), R H u R .  (B.2) 

LEMMA B.3. Assume that LEA,  and let Tl be an X-configuration in Vc containing 
7-t(L,X). 

(a) If  ~EA4(Vc,7/),  then for wEL\U~-LL the function z H ~ ( w + z )  is meromorphic 
on V~-c, with a germ at 0 that belongs to .A4(O, X(L)).  

(b) If s X(/))~ 'u r is a iaurent functional in VL~C, then for ~CA4(Vc,~)  

the function 

belongs to the space Jt4(L,7{L). 

operator. 
The operator f~. : A/I ( Vc , ~t ) -+ Jt4 ( L, ~ i ) is a Laurent 

(c) The map s163 is an isomorphism from A~(0, X(L))~aur onto Laur(Vr L, 7-/). 

This isomorphism corresponds with the identity on S._ ( V~-, X ( L ) ), via the isomorphisms 

of Lemma B.2 and equation (B.2). 

Proof. (a) Let w E L \ U  ~L.  Assume that  HET{ is a hyperplane containing w. Then 

H N L # ~  and from wit U 7-i5 it follows that  HE~t(L,X) .  Thus, any hyperplane HE~/ 

containing w satisfies V~-~ VH, hence w +  VL~C ~ H. It follows that  U ~ has a non-empty 

complement in W§ Hence if ~EA/[(Vc, J-/), then ~w: z~--~(w§ is a meromorphic 

function on VLZC. The germ (~w)0 has its singular locus contained in the union of 

the hyperplanes H~:=-w+(w+V~-c)AH , with HE7{, H~w,  hence with H E ~ ( L , X ) .  

We note that  w E H  implies H~=V~cnH;  the latter is an X(L)-hyperplane in VLZO, 

containing 0. This proves (a). 

X * (b) Let s (L))laur and put Us ). If d' is a map ~ - + N ,  then 

via the bijection 7{(5, X)~-X(L),  we may identify d'iT-l(L, X)  with an element dEN X(i). 

For ~ETY(Vc, ~ ,  d') we then have L.  ~(w)=ud(TrO,d~w)(O). We now observe that  7tO,d= 
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7r0,X(L),d equals the polynomial qL,d' defined in [11, equation (1.5)]. Hence s  is a Laurent 

operator from ~d(Vc,7/) to A/[(L,7-/c). 

(c) From the reasoning in (b) we see that  the element uL of S~__(V~-,X(L)) equals 

the element uL. corresponding to s  under the isomorphism of (B.2). It follows that  

the map s163 corresponds to the identity on S~(V~-,X(L)). In particular, it is an 

isomorphism from A/I(0, X(L)I*~r onto Laur(Vc, L, 7Y). [] 

Remark B.4. In particular, we may apply the above lemma with L---{a}. Then 

V~=V and X(L)=X; hence for 7-/ an X-configuration containing ~(a,X), we have 

A/[(0, X)~aur~Laur(Vc, {a}, 7-/). Composing with the isomorphism T~. discussed in Re- 

mark B.1 we obtain an isomorphism 

a M (  , X)lau r --~ Laur(Vc, {a}, 7-/). 

We have ~t~L----O; hence J~t(L, ~L)~-C naturally via evaluation at a, and we may identify 

Laur(Vc, {a}, ~ )  with a subspace of 2~4(Vc, 7f)*. If s X)~'aur, then the associated 

Laurent operator E.  EA/I(Vc,7-/)* is given by s 1 6 3  

Let AA ( , X)lau r denote the disjoint union of the spaces ~/I (a, X)l~ur, a E Vc. A map 

s r with 12a:=E.(a)G.A4(a,X)l*ur for all aEVc is called a section of 
$ * A/I( ,X)lau r. The closure of the set {a~Vc[s is called the support of /2, and 

* denoted by supps A finitely supported section of A/l( , X)lau r is called an X-Laurent 

functional on Vc. The space of such Laurent functionals is denoted by A/I(Vc, X)l*~u ~. 

If S is a subset of Vc, we put 

X , 
. M ( S ,  )laur~-{~.~M(Vf.,X)laur [ s u p p s  C S } ,  

and call this the space of X-Laurent functionals supported on S. If ~ is an open subset 

of Vc, then by M(~t) we denote the ring of meromorphic functions on gt. Moreover, if 

aE~,  then by A/I(~I, a, X) we denote the subring of those ~cA/l(f~) whose germ ~a at a 

belongs to A/I(a, X). If SCfl, we define 

A/I(f~,S,X):= [7 .M(ft, a,X). 
aCS 

Finally, we write A/[(~2, X) for .h4(~, ~, X). In particular, ,tcI(Vc, X) is the ring of mero- 

morphic functions whose singular locus is contained in the union of an X-configuration. 

There is a natural pairing A/[ (S, X)~*ur • .tel (12, S, X) --* C given by 

aEsupp s 
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The pairing naturally induces a linear map M ( S ,  X)l*au r -----+J~ (~, S, X)* which is injective; 

however, we will not need this injectivity here. 

If E is a finite-dimensional complex linear space, r 1 7 4  and /:E 

A/t(S, X)l*~ur, then we shall write s 1 6 2  for (f-.QIE)r 
Now assume that  LEA,  and let the sets X ( L ) c V ~  and X L C L  be as defined in 

Remark B. 1. 

LEMMA B.5. Let s be an X(L)-Laurent functional on V~-c, and let ~ E M ( V c ,  X) .  

Then for w in the complement of an Xn-configuration in L, the function z~--~(w§ 

belongs to Ad(VL~c, supp s X ( L ) ) . Moreover, the function 

w )) 

belongs to the space fl/[( L, X L  ). 

Proof. It suffices to prove the assertions for a Laurent functional l: whose support 

consists of a single point aEV~- c. Composing s with a translation if necessary, we may 

as well assume that  a=O (use Remark B.1). 

Let ~ M ( V c , X ) .  Then there exists an X-configuration 7-/ in Vc containing 

~ ( L ,  X),  such that  ~EA/I(Vc, ~ ) .  All assertions now follow from Lemma B.3. [] 

We now specialize to the setting of a reductive symmetric space. We take V=aq 

and X = ~  +, the set of indivisible roots in E +. The space M ( a q c ,  2 +) is denoted by 

,~(aqC, E). Moreover, with notation as in w let F c A  and let EF:=E(~a*F~q denote the 

set of roots of a~q in inF. Note that  " *• * if ~Eafq and L=.~TafqC, then ~s•177 L --**Fq and X(L) 
- -  . •  

equals the set E~ of indivisible roots in E~. By a EF-Laurent functional on aFq C we 
* •  mean a ~ - L a u r e n t  functional on afq C. 

The following theorem is proved in [12]. Its displayed equations concern equalities 

between meromorphic functions, in view of Lemma B.5. 

�9 • and THEOREM B.6. Let vEFW. Let s be EF-Laurent functionals on aFqc, 
. o let r162 , E)| Cf, v. Assume that 

s176 v: ':  m)r )) = s v:':  m)r (~,+.)) 

for all mEXF,~,+ and generic ~,Ea~q c .  Define r174174176 for 
i=1 ,  2. Then, for every xEX+, 

s176162163 ~ E . , ~ ( ~ , + . : x ) r  (B.3) 
s ~ W  F 

as an identity of V~--valued meromorphic functions in the variable ~,Ea~q c .  

The following result is a dual version of the above theorem. 
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*• and COROLLARY B.7. Let vEF~/v. Let s163 be EF-Laurent functionals on aFqC, 
, ~ o * let r162  , ) |  Cg, v) �9 Assume that 

s162 )E* (XF ,  v: . : m ) )  = C2(r149 ) E ~ ( X F ,  v : .  : m) )  (B.4) 

for all mEXF,~,, and generic ~Ea~.qC. Define r162174176 * for 
i=1 ,2 .  Then, for every xEX+, 

~1(~21(/2-t-" )E*(/]-[-�9 :x)):/[22(~)2(/2-[-.) E E~, s(l]-[-. :x) ) ,  
sEW F 

(B.5) 

as an identity of V*-valued meromorphic functions in the variable vEa,~qC. 

Proof. We prove this corollary by dualization of Theorem B.6. 

If *• r  c ,  EF),  then the function o r :  A H r  is readily seen to belong to 

*• *• then there is a unique JM(aFq C, ZF) as well. If s is a EF-Laurent  functional on aFqc, 

*• such that  EF-Laurent funct ional / :v  on aFq C 

s1 6 2  = ( s162  (B.6) 

where the star denotes conjugation of a complex number�9 If H is a finite-dimensional 

complex Hilbert space, then we shall use the following notation�9 If vEH, then by v* we 

denote the element of the dual Hilbert space H* determined by v*(w)=(w]v), for wEH. 

If r 1 7 4  then we define the function v .• EJI~(aFqc, EF) |  by 

cv( ) 

,• With this notation, equation (B.6) still holds if s is a EF-Laurent  functional on aFq C 

and if *• ~C.A/[(aFqc, EF )QH.  

Let now s s r r be as in the corollary. Then replacing ~ by - P  in (B.4) and 

applying a star to both sides of the resulting equation, we obtain that  

: .  : m ) r  �9 )) = t i ( E , ( X F ,  v : .  : •  �9 )) 

* s , r in place of for all m E X F ,  v,+ and generic /2CaFq C. Applying Theorem B.6 with v v 

s r respectively, we then obtain, for all xEX+, that  

/:~/(EO(y+. :x)iF,~r )) =s E Es,+(v+. :x) iF,.r )) 
sEW F 

(B.7) 

as a meromorphic identity in ~. We now observe that  

�9 V * * - [1F, v(r (#))] = PrF, v(r = r 
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Thus,  app ly ing  a s t a r  to bo th  sides of (B.7) and  inser t ing  - u  for u we o b t a i n  (B.5),  for 

all x c X +  and  for generic u. Since b o t h  m e m b e r s  of (B.5) are meromorph ic  funct ions  

of u, by  L e m m a  B.5, equa t ion  (B.5) holds as an iden t i t y  of meromorph ic  funct ions.  [] 

Remark B.8. The  above  resul ts  have two features  t h a t  are  wor thwhi le  no t ing  ex- 

plicit ly.  F i r s t  of all, the  resul ts  enable  us to  ex tend  ce r ta in  sums of ' p a r t i a l '  E i sens te in  

in tegra ls  to  s m o o t h  funct ions  on all of  X .  Indeed,  a pr ior i  the  express ion  on the  r ight-  

hand  side of equa t ion  (B.3) is only  defined for xCX+. However,  the  express ion on the  

l e f t -hand  side of  t he  equa t ion  is a s m o o t h  funct ion of  x C X.  

Secondly  the  above  resul ts  a re  also of  in teres t  if s  =0 .  In  t h a t  ease the  s t a t e m e n t s  

amoun t  to  asser t ing  t ha t  the  Eisens te in  in tegra ls  sa t i s fy  re la t ions  of a pa r t i cu l a r  type ,  if 

ce r ta in  leading  coefficients in the i r  expans ions  a long the  wall  A~.qV sa t is fy  these  re la t ions .  

The  t i t le  of th is  sect ion is m o t i v a t e d  by  the  wel l -known fact t h a t  t ak ing  such lead ing  

coefficients essent ia l ly  inver ts  the  p rocedure  of pa rabo l i c  induct ion .  
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