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Chapter I I I .  

Converse Theorems.  

I) The aim of this chapter is to prove converse theorems to the results of 

Chapter II.  We remind the reader of the fundamental problem, which is to in- 

vestigate the rate of growth of the maximum modulus of a function f ( z ) ,  mero- 

morphic in I z l <  I, which takes none of a set E of complex values more than 

-P (e) times in I z l <  ~, o < ~ < I.  In this chapter we shall construct examples to 

show that all the results we have proved give the correct order of magnitude 

for log M [e, f ]  when 
(, . ,)  

The functions f (z) which we construct will be regular, nonzero so that  f ( z )  = f ,  (z). 

We remind the reader of the four separate problems we considered in the 

latter half of Chapter I I  as stated in paragraph I9 of that chapter. 

(i) What  results hold i f  E contains the whole w plane? 

(ii) ]~That sets E have the same effect as the whole plane for a given func- 

tion p (e) ? 

(iii) What results hold i f  ~ve merely assuage that E eontains some arbilrarily 

large values? 

(iv) What results hold ~f we assume merely that E contains c~ and at least 

two finite values or a bounded set? 

The positive theorem in case (i) was proved in Theorem VII,  Corollary, of 

Chapter II.  In the case of (i . ,)  above this result yields 

15- 642128 Acta malhzmati~a. 86 
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(I.2) log M [e, f ,  (z)] = 0~ log~- - - -~ ,  a = o  

(I.3) log 211[o,f.(z)] = 0(I--~)-~,  a > o .  

Both these inequali t ies were shown to give the best  possible order  in para- 

graph 2I of Chapter  I I .  This  disposes of problem (i). 

Problem (iv) is also fair ly easy to deal with. The  positive results were proved 

in Chapter  I I ,  Theorem V. In  the ease of ( i . I )  this theorem yields 

o(:) 
, a < I .  (I .4) log M [~, jr, (z)] = I - -  

(I.5) logM[o,f ,(z)] = 0 log , a =  I 

(I.6) log3f[Q,f.(z)] = O(I __ ~))-a, ~ >  I. 

The inequal i ty  (I.6) is the same as (1.3). This shows tha t  in the case a > I 

the set E { o ,  I, c~}, has much the same effect as the whole plane, on the  order  

of growth  of log M[e ,  f .  (z)]. This  also disposes of the problems (ii) and (iii)in 

this  case and leaves us with the  case of ( i . I )  when o ~ a ~  I. 

Consider now problem (iv), when E is bounded, in this  case. W e  need to 

give converse examples to (I.4) and  (I.5). The  funct ions  

( I  + Z 1 
(I.7) f (z)  = M e x p  ~I - -  z]  

provide convenien t  converses to (1.,4). Fo r  given an y  bounded set E ,  we can 

choose M s o  tha t  for  every value w in E we have 

[wl<M. 

Then the funct ions  f(z) of (I,7) take  no value of E in t z l < 1  while at  the same 

t ime we have 

log M [Q, f ]  I + Q log M. 
i - -  0 

Thus  (1.4) cannot  be sharpened even when a = o and so a f o r t i o r i  not  when 

o < a < 1 .  

2) The  converse example to (I.5) is a l i t t le more intr icate.  We shall be  

able to use i t  la ter  to cons t ruc t  the  very much more  recondi te  counterexsmples  

in problems (ii) and (iii) where E is unbounded.  We need first 
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L e m m a  1. Let Z =  X + i Y and let 

(2.I) ~ = ~ + i~ = r = Z log (I + Z). 

Then for X > o, q~ (Z) is schlicht and further i f  ~ <--o we have 

~r X 2 + Y~ 
(2.2) I~1 < 

2 X 
Let 

(2.3) Z 1 = X~ + iY~, Z ,  = X ,  + i Y , ,  X l > o ,  X ~ > o  

and suppose Z 1 #  Z~. We have to show that 

(2.4) ~ (Zl) ~ ~ (Z~). 

We  have 

(2.5) arg 6 (Z) = arg Z + arg log (I + Z). 

Both terms on the right hand side of (2.5) have the same sign as Y, when 

Z =  X + i Y  and X > o .  Thus 6(Z) is real if and only if Y = o ,  and otherwise 

{6(Z)} has the same sign as :}\ Thus (2.4) certainly holds unless Yl, :~ have 

the same sign or are both zero. But if Y1, Y, are both zero (2.4)holds trivially 

unless Z 1 = Z2, since for real Z, +(Z) is an increasing function of Z. Suppose 

now that 

(2.6) r , > o ,  Y ~ > o .  

Write 

(2,7)  

Then 

(2.s) 

Z 
r  (z)  = u + r ~ = log (i + z )  + - - .  

I + Z  

z~ 
6 ( Z , ) - - + ( Z , )  = f ( U d X - - V d Y ) +  i ( V d X  + U d Y ) ,  

z, 

where the integral is taken along the straightline segment joining Z1, Z~. 

may suppose without loss in generality that  

(2.9) X1 < X2. 

I t  follows from (2.6) and (2:3) that  

in (2.7). Suppose first 
U > o ,  V > o  

We 
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Then it follows that  both d X  and d Y  are non negative and one of them is 

strictly positive in (2.8). Hence 

z, 
f (VdX + UdY)>o 
Z~ 

so that  (2.4) holds. Similarly if 

we have dX>--o,  dY<--o in (2.8) so that  

f (UdX--V-dr)>o. 
Z~ 

This completes the proof of (2.4) if (2.6) holds. The result follows when I71 ~ o, 

Y., < 0 by taking complex conjugates. Thus in all cases (2.3)implies (2.4)unless 

Z1 = Z~, so that  q~ (Z) is schlicht in X > o. 

To complete the proof of lemma I, we prove (2.2). We have 

(2.1o) ~=  X l o g  [I + Z [ - - l / - a r g  (I + Z), 

(2:Ii) = X a r g ( ,  + z )  + f l o g  II + z l. 

Hence if ~ < o  (2.Io) gives 

so that  (2.I I) gives 
X lo~ [ I + Z I ~ ~Y arg (I + Z) 

Ivl~l~rg(I + z ) l  x +  < 
(X ~ + y~) 

2 X  

This proves (2.2) and completes the proof of lemma I. 

3). We can now provide a counterexample to (1.5) and thus dispose of Prob- 
lem (iv) of paragraph I. We have 

Theorem I. Suppose that I < M < c~. Then the function 

_I~I + Z l o g  2 } 
(3.I) f ( z )  = M exp 4 (I - - z  I-~zz 

is regular nonzero in I z ] <  I and takes no value w such "that [wl < M more than 

i / ( I - - ~ )  times in ]zl ~ e ,  o < e < I .  Further 
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(3.2) 

The inequali ty (3.2) is obvious. 

Wr i t e  

(3.3) 

Then we have 

so tha t  

(3.4) 

log f (q)  > I I 
4 (I e) log - - - - -  - -  I - - Q  

Suppose now that  

f ( ~ )  = w. 

I + z  
Z =  X + i Y = - - -  

I - - g  

Iwl 
Z l o g ( I  + Z ) = 4 1 o g  ~ + 8 m z i + 4 i a r g w .  

Now it follows from (3-3) tha t  for  each z in [z I <  I, there  exists a unique Z 

with X > o .  Also f rom lemma I the funct ion  Z log (I + Z) is schlicht in this 

half plane so tha t  the  equat ion (3.4) has at most  one solution in X > o for  each 

given w and m. Again  if [ wl < M it fol lows from (2.2) tha t  the equat ion 

only has a root  for  X >  o, if 

X ~ + y2 
(3.6) 4[~1 < -  2 X 

Making use of (3-3) we have 

Z - - I  r =  ( X - -  I) 3 + Y~ 
Iz1~= z + ~  (X + r)~ + r  ~" 

Hence if (3.5) holds with [w[ < M  we have 

b y  (3.6), i.e., 

4 X  4 X  
- [ z  1~ = ( x  + ~)~ + y~ < X '  + Y~ < - - '  2~  

~rg 
1 , 1 <  - -  -< 

2 ( i - J ~ 1  ~) 2 ( i - I z l )  

I t  follows tha t  (3.4) can have a solution in [z[<_ ~ only if 

[ a r g  w + 2 m  z~-[ <~ - -  
2 ( i -  e)' 
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and this can hold for at most 
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I 
+ i  

2(:  - Q) 

different integers m. Thus (3.4) has less than 

I 
-t- I ~ 2 

2 ( i - � 8 9  

different roots in I z l <  �89 for a given w with I w I <  M. i.e., at most one such 

root in ]z I <�89 and at most 
I I 

I +  < - - - -  
2(I - q ) -  

different roots in [z] --< 5, when q > �89 Thus if [w I < M and o < 0 < : and z, Z 

are related as in (3.3), the equation (3.4) has at most : / ( I . - -  0) different roots in 

[ z ] ~  0 and the same is therefore true of the equation f ( z ) =  w. This completes 

the proof of Theorem I. 

Having now disposed of the comparatively simple problems (i) and (iv) of 

paragraph I, we shall spend the rest of the chapter in constructing counter- 

examples to the problems (ii) and (iii). These are very much more difficult and 

we shall have to employ rather a lot of general mapping Theory before we can 

even start to prove any particular Theorems. The theory we shall introduce will 

be stated in terms of lemmas only. Lemmas 2 to 8 are all vitaI to our con- 

structions. General theory stops after lemmas 9 and IO which adapt the pre- 

ceding general theory to our particular problems. In paragraph I7 we take these 

problems up again. The counterexamples to problem (iii) occupy paragraphs :7 

to 23. Paragraphs 24 to 3: deal with counterexamples in problem (ii). 

The Principle of Harmonic Measure. 

4). We start our constructions by introducing the conception of the har- 

monic measure of a connected portion a of the boundary of a domain D with 

respect to an interior point w of D. We write this as w [w, a;D] and recall the 

following. 

Definition. Let D be a simply connected domain in the finite w plane other 

than the whole plane. Let a be an arc of the frontier of D or, in the case of mul- 

tiple frontier points, a connected set of prime ends on the frontier of D. Then 
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oJ[w, a; D], where w is a variable point of D is a bounded harmonic function of w 

such that 
[w, a; D]  + I 

as w tends to an interior frontier point of the arc a and 

[w, ~; D] -~ o 

as w tends to an interior frontier point of the complement of a. 

I t  is c lear  f rom the  definit ion t ha t  o [w, a; D] is an addi t ive  func t ion  of the  

arc a, and  t ha t  if  a, fl are complemen ta ry  par t s  of the  f ron t i e r  of D, then  

(4 . , )  o [w, ~ ; / ) ]  + ~ [w, ~; D]  = , .  

Also since ha rm on i c  func t ions  a r e  i nva r i an t  under  conformal  m a p p i n g  i t  follows 

t h a t  if D~, D~ can be m a p p e d  conformal ly  onto each o the r  so t ha t  the  f ron t ie r  

arcs a~, % and the  in te r ior  points  w,, w e correspond,  we have 

(4.2) ~o [wl, a, ;  D,] = o~ [we, a2; D.~]. 

Thus  we can define co [w, a; D] by m a p p i n g  D I : I  conformal ly  onto the  circle 

I z l <  I, so t h a t  the  poin t  w corresponds  to z = o and  the  f ron t ie r  arc a corre- 

sponds to an arc a '  of length  L on the  circle [z I= I. I n  this case 

L 
(4.3) to [w, ,~; D ]  = ,o [o, ,~'; I~ l  < , ]  = - -  

2 ~  

The  basis of the  theory  is the  well known  l emma  2, the  Pr inc ip le  of Har -  

monic  measure ,  which is Nevan l inna ' s  Genera l iza t ion  of a l e m m a  due to LSwner.X 

Lemma 2. ~ Let D1, D e be two simplyconnected domains in the w plane and 

suppose that f (w) is regular in D 1 and has its values lying in D e. Suppose further 

that f (wl) = w2 and that for w lying on a fi'ontier arc a 1 of D1, f (w)  has boundary 

values lying on a frontier arc a~ of De. Then 

(4.4) [w~, ~,; 1)~] <_ ~ [w~, ~ ;  D~]. 

Equality holds only i f  ~1 consists of the whole frontier of D1, or i f  f (w) maps 

1)1 I : I  and conformally onto D2. 

x K .  LOWNER (I). 

R.  NEVANLINNA (2), p .  38. 
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Corollary. I f  D1 < D2, w is an interior point  o f  D~ and ~ is a common 

f ron t i e r  arc of  D 1 , D~, we have 

, .  [w,  r 29,] < 0, [w, ,~; D d .  

Introduction of  a General Class of Mapping Functions. 

5). In the next three paragraphs we shall introduce a general class of func- 

tions from which we shall construct the counterexamples we require. Let ~ be 

an increasing sequence of reM numbers, such that  

(5.~) ~o = - 

( 5 2 )  g~ > o 

(5.3) & < _~+, -+ oo, n = i, 2, . . .  

Let ./,, be a sequence of positive numbers, defined for n = I, 2 . . . .  and such tha t  

(5.4) ~n~-.a l(~,,+l-~n), n =  1 , 2 , . .  

(5"5) ~n ~�89 , = I, 2 , . . .  

Let C~ be a curve given by all points ~ of the form 

(5.6) ~ : i~  q-~,,(~), I~[ ~ n + l - - - ~ n ,  

where ~,~(~) is a real continuous funetion of ~1, satisfying the following conditions 

(5.7) 
and if n >--I, 

(s.s) 

(5.9) 

and 

(5.1o) 

~ , ( ~ ) = g , , ,  I ~ l _ < ~  and I ~ l = g ~ + ~ - - g , , ,  

Let R. be the domain in the ~ plane bounded by C~ and the three straight lines 

(5.II) g = ~ , , + l ,  r /=  g - ~ , , + l - ~ , .  

We note that  R,~ consists of all ~ = ~ + i ~7 for which both 

(5.~2) I~S < g~+l - g~, and g~ (~) < ~ < g~+i.  
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R,., ~ R,, R,,., 

% ~_AXIS 

THE RIEMANN SURFACE 

Fig. 1. 

Let  ~ be the Riemann surface over the ~ plane consist ing of all the sheets Rn, 
where n = o, I, 2, . . .  and .Ir R,,+I are supposed joined along their  common fron- 

t ie r  segment  

( 5 . I 3 )  ~ = -~,§ I~1 < ~ + ~ ,  .,~ = o,  ~, 2 , . . .  

which lies on C.+1 by (5.6) and (5.9). Thus the points of o~ are the in ter ior  

points  of R~ and the  segments  (5.I3),  n = o, i. 2 , . . . .  

Le t  

(5 . t4 )  ~ = ~ ( s )  = c l s  + c~s ~ + . . . ,  c 1 > o  

map the  str ip 

(5.~5) I ~ 1 < I  - - o o < c x <  + o o  

in the s = ~ + i~ plane symmetr ical ly  onto the Riemann  surface ~ so tha t  the 

positive real  axes in the s and ~ planes correspond.  The funct ions  which will 

eventual ly  provide our counterexamples  will take the form 
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(5.16) f ( z ) = e x p ~  log i - - z )  

where ~p ( s ) i s  the funct ion of (5,I4). Thus  log f ( z )  maps the uni t  circle I z [ < I  

onto  the R iemann  surface ~ .  Before consider ing these examples in detail,  we 

shall need to make  a general  s tudy of the funct ion  (5.I4). 

6). We need the fol lowing lemma on harmonic  measure 

L e m m a  3. L e t  7 be a Jordan  arc in  the s = a + i �9 plane,  which lies ent irely  

in the region ] ~1 <- I, is symmetr ical  about the real ax is  and  has i ts  endpoints  on 

= i and �9 = - -  I, respectively. Suppose that  7 does not contain the real po in t  s = a, 

but has at least one po in t  on the line m s  = a. Le t  Ao be the component containing 

8 = a o f  the complement o f  7 in  [ , ]  < I, and let 70 be t h e p a r t  o f  7 which lies on the 

5"ontier o f  d o . Then  we have 

(6. I) oJ[a, 7o; Ao] -> �89 

We may suppose wi thout  loss in general i ty  t h a t  a -- o. Suppose first t ha t  7 

contains the points  s = -T-i. Le t  a o be the  complement  of 7o in the f ron t ie r  of 

A o. Then  ao, 7o are clearly connected,  so tha t  ao is e i ther  contained ent irely in 

the region a--<o or a-->o. Hence  we have 

(6.2) w [o, ao; ~0] -< ~' [o, '~o; I ~ I <- I] -< �89 

using lemma 2, corollary,  since by symmet ry  the harmonic  measure of each of 

the pairs of segments  

(6.3) T- i,  

�9 = ~- I, a :>O,  

a t  the origin with respect  to the str ip (5.I5) is jus t  �89 Thus  (6.2) shows t h a t  

(6. I) holds in this case. 

Suppose nex t  t ha t  y does not  conta in  the points ~-i .  I t  is clear t h a t  7o 

contains exactly one point  on the real axis s = d o  say. Suppose e.g. t h a t  

(6.4) a o > o. 

Then  zJ o contains  the origin and since a o is the only point  of Yo on the real 

axis it  follows t h a t  A o contains  the halfline 

a < O'o, ~ = 0 .  
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Le t  a' F i be the end points of 70. Then  %, the par t  of the f ront ie r  of A o other  

t han  70, consists of the two halflines 

(6.5) ~ < ~ ' ,  ~ T i .  

We now dist inguish two cases. I f  

o"~0 

then a o is conta ined again in the pair  of segments  (6.3) so tha t  (6.2) and hence 

(6.I) follows. Suppose next  t h a t  

O" ~ O. 

Then  70 intersects  the line ~lts = o by hypothesis .  Let  z~ be the greates t  real  

number  such tha t  o < ~ 1 <  I and T - i ~  lie on Y0. Since we are assuming tha t  

T i do no t  lie on 70, $~ exists. Le t  71 be the subarc of 70 whose endpoints  are 

T- i ,~ .  Since 7o contains no point  on e i ther  of the two segments 

(6.6) { r = o ,  I ~ , l < l ~ l <  ~, 

which each have an endpoin t  on a0, these two segments  lle in A 0. Le t  A 1 be 

the subdomain of A o conta in ing  s = o, obta ined  by cu t t ing  along the  two seg- 

ments  (6.6) and let  a 1 be the par t  of the  f ron t ie r  of A L consist ing of the two 

segments  (6.6) and the  two halfl ines (6.3). Then  since A 1 is conta ined in A o and 

still has 7, as par t  of its f ront ier ,  we have f rom lemma 2, corollary 

(6.z) ~[o ,  7,; ~0] > ~ [o, 7,; ~,].  

Again l e t  A.~ consis t  of the str ip 131 < I cut  along the segments (6.6). Then  A~ 

contains A1, and a~, consist ing of the two hairlines (6.3) and the two segments 

(6.6) each described once, forms par t  of the f ron t ie r  of both  A 1 and A~. The 

remainder  of the  f ron t ie r  of A~ consists of the reflection of a I in the imaginary  

axis, so t ha t  we have clearly f rom symmetry,  

[o,  a . ;  A~] = �89 

and hence, since A2 contains  A1, 

(6.8) ~ [o, ~,;  ~,] _< �89 

Since al, 71 make up the f ron t ie r  of A1, we deduce f rom (6.7) and (6.8) 

[o, 7~; ,ao] >-�89 
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and since 7~ is a subarc of Y0, lemma 3 follows, if (6.4) holds. The proof is 

similar if ao < o so that  lemma 3 is always true. 

7). We need lemma 3 to prove the following result concerning our mappings. 

Lemma 4. Suppose that 

~n_i <--~' < - -~n- -~ ,  

where .~n, ~n are the quantities of paragraph 5. Let  c be the segment 

(7.I) ~--.~,,, [ ~ l - < ~ . - - ~  ' 

on the fi'ontier of Rn-1. Suppose that s = a' corresponds to ~ = ~' by the function of. 

(5.I4) and that s = a + i~  corresponds to any point on c considered as a frontier- 

point of  Bn-1. Then we have 

(7.2) ~ > ~'. 

The inequality (7.2) holds a for t ior i  i f  a + i ,  corresponds to an interior or fi'ontier 

point of  R,~, where m >-- n. 

Let ~ '  be the subsurface of ~ consisting of the sheets /~0, /~  . . . ,  -~n-1 and 

their common frontier segments. Let A 0 be the subdomain of the strip (5.I5) 

which maps onto ~ '  by (5.~4). Then it is sufficient to prove the lemma in the 
case where a + i~ is a frontier point of A 0 for otherwise there exists ~ " +  i ,  

where a " <  a, corresponding to a point on e by (5.~4). 

The segment c consists of frontier points of the domain R , - I ,  and its end- 

points are also frontier points of ,~ ,  by (5.I3). Hence c corresponds by (5.14)to 

a Jordan curve 70 having its endpoints on �9 = I, v = -  I, respectively, and 
forming part of the boundary of Ao. Also the real point s = a on ~'o corresponds 

to ~ = ~ > ~' and so satisfies (7.2). Thus to complete the proof of the lemma it 

is sufficient to show that  7o does not meet the line ~ s  = a', and to do this it 

is sufficient to show" that  

i7.3) to; < 

by lemma 3. We note that  the function ~ = ~p (s) of (5.I4) gives a mapping of 

the domain A o into (and not onto) the half plane D1, ~ t ~ < ~ . ,  by which ~o 

corresponds to the segment c on the boundary of D~. Hence lemmu 2 yields 

(7.4) co [a', 7o; Ao] < w [~', c; D,]. 

Now co [~', c; D~] is equal to I [~  times the angle subtended at ~' by the seg- 
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ment c. I t  follows from (7.1) that  this angle is z /2  so that  (7.4)yields (7.3)and 

hence (7.2). This completes the proof of lemma 4. 

We shall need also the following form of Ahlfors' Theoremi (Ahlfors (I)), 

involving the mappings of strip-like domains into strips, and other domains. 

Lemma 5. Let  ~2 be an open set in the w = u + i v  plane, which meets any 

line ~ w  = u at most in a f inite segment O~ of  length O(u). We write 

U.. 

f d u  
(7.5) ~r=. O(u) 

Suppose also that [2 is mapped I : I  con formal ly  onto an open set lying in a 

simplyconnected domain D in such a way that the maps gu of  the segments Ou all 

separate two points s~, s~ in D for  u 1 < u ~ u 2. Then 

(i) we have 

(7.6) dis1, s~; D] > ~ I - - l o g  2. 
2 

(ii) Suppose fur ther  that I >- i ,  that D is the strip 

[ . [ < I , - - o o < a < + c ~  

in the s = a + i . plane and that the gu join ~ =  I, ~ =  - -  I. Then i f  

sj = (yj + i'~j, j =  1,2 
we have 

(7.7) ]ae - -  a j l >  2 ( I - -  I). 

This lemma was proved in (I-layman 4). With a slight difference in the notation 

of the variables (7.6) follows from Theorem IV and Theorem u (3.8) and (7.7) 
above from Theorem I and (3.5) of that paper. 

Here and subsequently we shall freely use the notion of hyperbolic distances 

d[sl ,  s~; D] of two points sl, s, with respect to a domain D. We shall need 

their form in the following two cases. 

(i) I f  D is the strip I~1< a and s~, 83 are real we have 

d [~,, ~.~; D] = - ~  I s~ - s, I. 

(ii) If  D is the circle ] s - - s ~ ] <  R, we have 

d [s~, s~; D] = ~ log ~ _ I s , -  s~ I 
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These identities are easily verified by mapping D onto the circle [ z [ <  I and 

making use of Hayman (~), (3.I), (3.3) and (3.4). 

8). We can now prove the following important independence principle, which 

~hows that the behavior of the mapping function of (5.~4) is for points ~ lying 

well inside the sheet / ~  largely independent of the nature of the sheets R~ for 

v > n .  

Lemma 6. Suppose that the quantities ~ ,  ~7~ and the curves C, have been fixed 

for ~= I to n, that ~,,+a is also fixed and that ~=~ '  is a point such that 

o <  n > o .  

Suppose that the remaining ~,, ~,, a~d C, are left variable ~ubject to the conditions 

of paragraph 5 a,~d also 

(8.2) ~a+l  ~ ~n+l - -  ~'. 

Then i f  s = ~ ] ,  ~ correspond to ~=~ '  by the ~nappin9 function (5.14) f0r two 

&ilferent Riemann surfaces ff~l, ,-~_ satisfying the above, conditions, we have 

(8.3) I d - -  o' 1 < 

Let ff~' be the part of , ~  consisting of the sheets R l to R,~ and their common 

frontier segments. From our hypotheses these coincide for ~ 1  and ff~2. Then 

lemma 4 (7.2) shows that  by the mapping (5.I4) of I 1< i onto the seg- 

ment 0o given by 

 s=o, o<o<o ; ,  

corresponds in the ~ plane to a 3ordan arc 7~ whose interior points lie inside 

r and whose endpoints do not lie on the segment 

(8.4) ~ff = ~n+l, I~gl  -< ~nq-l--f'. 

Hence by the mapping (5.14) of [~1 < I onto ,~-a, 7~ corresponds to an arc ga 

lying in I z l <  I and joining z = - - 1  to ~ =  + I. For the interior points of T~lie 

in ~ '  which is contained in ~ by hypothesis. Also the endpoints of 7~ are 

frontier points of ~ '  but do not lie on the segment (8.4) and so by (8.2) they 

must be frontier points of ,~s and therefore correspond to points ~ = - - I  and 

T =  -}- I.  

Further since the segments 0~ separate s = o, a~ in  1~1< 1, the curves g~ 

separate s = o, a~ in I zl < ~. By combining the two mappings of [ ~ [ < ~  onto 

r  o ~ ,  we thus obtain a mapping of the rectangle 
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O <  O'<(T1, [ T I <  I, 

into the strip ]~1 < I, in which the segments 0o for o <  a <  a~ correspond to 

arcs g~ separating s = o, a~. This is the situation envisaged by lemma 5 (i) and 

we deduce from (7.6) 

i.e. 

or 

Similarly we have 

(yF 1 

, 7 r /  da 
d [ O , ~  I ] >  ~ - y - - l o g  

0 

- - a 2 > - - a l - - l o g  2 
4 4 

A 

a .2>a : - - - - ' iog  2 > a~-- I. 

a; > ' -- ~r2 I 

so that  (8.3) holds. This proves lemma 5. The lemma will permit us to choose 

.G,. ~,, R~ inductively so that  certain inequalities are satisfied by the mapping 

function (5,I4) inside each sheet R~. I t  will follow that  we can do this for each 

sheet R, more or less independently of the nature of the subsequent sheets: 

This completes the first main stage of our argument, 

Bounds for Hyperbolic Distances in ~ .  

9). In  this and t h e  following paragraph we shall be engaged in obtaining 

bounds for hyperbolic distances of two points ~1, ~ in ~ ,  or, what is the same 

thing, bounds for the hyperbolic distances in the strip [3] < I of the points 

sl, s~ which correspond to ~t, ~,., by (5.14). 

We prove first lemma 7 below, which will itself have a certain importance 

in the sequel. The main result will be lemma 8, which we can prove from 

lemmas 5 and 7, and which like lemma 6 is an independence principle, showing 

that  the mapping of the sheet //,, depends in the main only on this sheet and 

not on the other sheets, i t  is this result essentially, which allows us to invert 

the arguments of repeated application by means of which we proved the results 

of Chapter II. I f  a function exists growing a,t a certain rate and not taking 

any of a set E of values more than p(e) times in Izl < ~, then the function may 

grow at any point nearly as rapidly as if it only took zero and another value 

of E (depending on the point) p(~) times in [ z [ <  ~, without reference to the 

other values of E. 
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L e m m a  7. Suppose that a~ < a~ and that A is a domain lying in the strip 

[ ~ I ~ I in  the s = a + i r p lane  and containing the rectangle 

0"1-- I < 0 ' ' ( 0 " . ,  q- I, I I l <  I. 

Le t  s, = a I and  let ,% = a., + i , , , ,  ]~-:l < i. The~ we have 

4 2 log I - - -  IT2 I I < (l [81, &,;. A] "< 4 ( a . , -  a,) + 2 l o g - - i _ _ l %  ] + 4. 

To prove  the  first i nequa l i ty  of  l e m m a  7 we m a y  suppose  w i t h o u t  loss in 

gene ra l i t y  t h a t  A is the  str ip ]~1 < I since hype rbo l i c  d i s t ances  are  dec reased  by 

i n c r e a s i n g  the  doma in .  F u r t h e r  we m a y  suppose  % = o . ,  s ince th i s  m a y  be 

ach ieved  by a t r ans l a t i on ,  wh ich  leaves  the  t e rms  in the  inequa l i ty  of  l e m m a  7 

inva r i an t .  

T h e  f u n c t i o n  

2 I ~- 
(9 . ' )  s = 6(z)  = 7 l o g  , z 

,naps ] z ] <  I on to  A, so t h a t  z = o  co r r e sponds  to  s = o  and  

co r r e sponds  to  s2. T h u s  we have  

e as"-~2 - -  I 

f.z,,t~ = e ~"* - - 2  e "~'-'/2 cos ~ % / 2  + t 
e ~ q-  2 e  "nod2 COS 7g '~e /2  4- 1 '  

and  so 

, 

7r T 2 I~ T~ 
4 cos - - - - -  4 c o s -  

2 2 

:z~ ea  a~/2 
e ha-'~'' �9 e -'-r'Sd2 q- ~- c o s  ~2 

2 

I d[o,**; a ]  = d[o ,  z=;l~J < ,] - ~ log  

I 
- log 
2 

I I "~> a 2 + 310o" see ~ % / 2 - - 1 0 g 2  

= 4a~  + 2 1 o g e o s e c  (I - - I T . a l ) - - l o g  2 

7V I 2 
> 4a~  + - l oo '  log  2. 2 
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This proves the first inequali ty of lemma 7, since 

_ I I log-2 _log2 = - - - l o g 2 z > - - I .  
2 ~ 2 

To prove the second inequali ty note tha t  A contains the circle Is--0. ,{ < I 

so tha t  

(9.2) 

Also 

I I + 1~.21 I I I 
d [03, 03 + i~:3; A] < 21~ I--{~:,{ < 2- log i_{~.~ I + 21~ 2. 

d [,~, s3; ,41 --< d[o l ,  ~3; ~] + d [a.,, o, + i n ;  ~], 

so tha t  (9.2) gives 

I 
(9.3) d [s~, s3; A] --< d [o,, 03; A] + 2 log - - - -  

I I 

I --[~31 + 21~ 2. 

To complete  the proof it is sufficient to obtain a bound for d [al, o~; A]. To do 

this we may suppose wi thout  loss in general i ty  tha t  

$ 

0 2 = - - G  i = 0, say. 

The funct ion  s = @ (z) of (9.I) satisfies 

' + ' "  gzl-<, ' .  z~21~ + r < ~ @ ( z ) <  l o g i _ r ,  

Hence  if r is so chosen tha t  

(9.4) 2_ log I + r o' + I, 
I - - r  

the funct ion 
s = @ (rz )  

maps [z I < I into A, since by hypothesis  A contains the  rectangle 

- - a ' - - 1  < ~ S < G '  + I. 
I t  follows tha t  

' ~ I + 0  (9.5) d [ o , a ;  A ] <  l o g i _ e  

where ~ is a point  such tha t  ~b(ro)= o' so tha t  

(9.6) -2- log i + 0 r = a'. 
I - - o r  

111-1142128 .&eta ma/a~mat/ea. 86 
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From (9.4) and (9.6) we have 

i.e: 

whence 

so that  

and hence 

I + r I - - o r  
log - - - -  

I - - r  i + ~ r  2 

I log {I + I - - r ~ e / [  - =  ; : q l !  - 2 

r ( i  - e )  e " /~ -  I I 
I - -  ~.2 Q e ~/2 + I 2 

I I(I - -r) ,  I --O > ~-~r (I - -r'Q) > 2 

I + ~ < 4 ( I  + r )  
(9.7) I - - ~  I - - r  

Then (9.4), (9.S), (9.7) give 

d[o, 0-'; A] < z-0.' + ~ + log 2. 
4 4 

Similarly we have 

Thus 

d [o , - -a ' ;  A] < - Z a '  + ~ + log 2. 
4 4 

d[ - -a , ,  0-~; A] = d[ - -a ' ,  0-'; A] <Z-0- ' + z +  2 log 2 
2 2 

= ~ ( 0 . , - - a ~ )  + e~ + 2 l o g  2. 
4 2 

Combining this with (9.3) we have 

~T I I 
d [0.1,0.2 + iT,;  ,4] < 4(0-, --0-1) + 210g I - - I ~ 1  

which yields lemma 7. 

IO). 

5 log + - - +  2, 
2 2 

We can now combine lemmas 5 and 7 to prove. 

Lemma 8. Let D be a domain in the ~ plane given by the totality of points 

for which 

(~o.~) I ~ - ~ o l  = , ' ,  ~ , < , ' < , ' ,  

and 

(IO.2) arg [C-C0[ -< O(r), where o < 0 ( r )  < z .  

The points which satisfy (IO.l) and (Io.2)for  a fixed r we denote by 0,.. Suppose 

also that D is mapped symmetrically and i : l  con formally onto a domain A in the 
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s = t x  + i~  plane lying in  the sbqp  I ~ 1 <  I, in  such a way  that the endpoi~ts 

r e  ~e(~}, r e  -~~ o f  the circular arcs O~ correspond to points  on ~ = I, �9 = - -  I, res- 

pectively, and  so that the real axes in  the s and  ~ iolanes corresdoond and a(r)  in- 

creases f o r  rl  ~ r ~ r 2. L e t  

(Io.3) r I e TM ~ r /  < r2' ~-- r2 e -2'~ 

(IO.4) r~' --~ r 1' e 2~. 

Le t  ~ = ~o + rt'  and ~. = ~o + r~' e i~ where I0~ [ < 0 (r~'), and  suppose that s~ = at, 

s~ = tx 2 + i z~ correspond to ~1, ~ in  the m a p p i n g .  Then  we have 

(1o.5) 

and 

( i O . 6 )  ~: ~ I 4 I I ( ~  - .~) + log i I ~--~ - ~ < d [~1, ~ ;  l ) ]  < ( ~  - ~1) + ~ log  + 4. - ~ - I ~ J  

The point of the lemma is to show t h a t  the precise form of the mapping has 

little effect on the relative position of sl, s2 when r J r  I is sufficient large and 

~1, ~ are well inside D. 

We  have firstly 

(io.z) d[~,, ~ ;  D] = d[.~, ,%; ~], 

since D is mapped I : I  and conformally onto A. The result  now follows from 

lemma 7 provided tha t  we can prove tha t  s~, s, ,  A satisfy the conditions of 

tha t  lemma. 

The domain A is bounded by the curves g(~/, gr which are t h e  maps of 

the arcs 0r,, 0~,, and by two segments of ~ = I, �9 = - - I  ~, respectively. 

We write 

(~o.8) ~ = u + i v  = log  ( ~ -  ~o) 

and consider the mapping of the w plane into the s plane. The segments 0~ 

correspond to s t ra ight  line segments 

[ v f < 0 (e~), log ,-, < u < log r~ 

in the w plane. Also since the mapping is symmetrical,  the upper half  of each 

of these segments, given by 

1 Th i s  is a consequence  of our  h y p o t h e s e s  when  0 (r) is  con t inuous .  Othe rwise  we make  i t  
an  add i t iona l  a s sumpt ion .  
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(~o.9) o < v < 0 (eU), log ra < u < log r~ 

corresponds to a curve gu jo ining v = o to �9 ~ : and lying in t h e s t r i p  o ~ I. 

The length  of each of these half  segments is O(e ~) ~ z .  Thus we may  apply 

lemma 5 (ii) to the mapping of the segments (IO.9) for u~ ~ u  ~ u~ into the strip 

o ~ v ~ I  and we deduce tha t  if  u~+iv~, u~+iv~, where Vl-->o, v~--~o, corre. 

spond to a(~)+ i v(~), a(~)+ i~(~) in the s plane then  we have 

if  

( I o . I : )  u s - u ~  > 2~.  

~2 ~ Ul I ~ I) 

Also the condit ions vl ~ o, v2 >--o may clearly be omit ted  since the mapping is 

symmetrical.  

Taking u~ = log r l ,  u s - - log  r~, v2 = o, we deduce from (Io.3) tha t  (IO.II) is 

satisfied. Hence (lO.iO) shows tha t  if  ~ + iT is any point  on g(i), the image of 

0 n in the s plane, then we have 

Similarly tak ing  u~ = log r~, v~ = logr2,  (:o.1I) again holds by  (Io.3) and we 

deduce tha t  in the nota t ion  of lemma 8 

for any point a + iT on g(~). Thus A contains the rectangle 

(IO. I2) a 1 -  I ~ a ~ a~ "~ I.  

Again tak ing  ut = log r[, u s = I o g  r~, (IO. I I) holds by (Io.4). Thus 

(IO. I3) 0"~-- O" l > I > O, 

by (1o. xo). This gives (1o.5). Also A contains the rectangle (IO.12) and so 

A, ,%, s~ satisfy the condit ions of [emma 7- Thus (Io.6) now follows from (Io.7) 

and lemma 7. This completes the proof of lemma 8. 

the 

Specialization of the Curves C~. 

i i). We shall be able to construct  all the funct ions we require by giving to 

curves C~ of paragraph 5 one of two forms. The simplest form, which 
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would suffice for  all applications where p(q)  is given by ( I . J ) w i t h a  < I, is tha t  

in which C, is simply the segment  

( ~ . i )  ~ = ~,, + i~ ,  171 -< ~ ,+1-~ , , .  

The condit ions (5.6) to (5.Io) are clearly satisfied in this ease. The required re- 

sults can be put  together  in 

L e m m a  9. Suppose that C= is given by the segment (I i . I ) f o r  some n >  o. Let 

and let 

be a point of B . .  Suppose also that 

8(1) = a}l, 1 S(2 )  = 0"(2), S ( 3 ) =  O'(8) -~" iT(3) 

correspond to C(~), ~(2), ~(s) respectively by the mapping of (5.I4). Then we have 

2 \---~-~ / + A 

(I 1.3) 2(at3)--an) + log I - - [  z(a) [ > log* - - - - ~ ,  I - - A .  

We  define 
~(,) = g ( , >  = ~ , .  - �89 ~.. 

Then it follows from (5.5), (5. LI), (5.I2), tha t  R , -1  contains the circle C4 ~ 

which is mapped into the strip [~[ < I. Hence  if 8 = a(~) corresponds to C = ~(*), 

w e  have 

I -4- t 'qn 

so tha t  

(~ ~.4) a(,) - -  (r. < A. 

Similarly if ~(5)= ~, + �89 ~n corresponds to s = a(~), we deduce by considering the 

1 This will be standard notation in the sequel. 
Compare fig. I in section 5. 
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mapping of the circle C~, I ~ - g , , I  <~/~, which lies in , ~  by (5.4)(5-5)and (5.12) 

(5 . I  3), tha t  

(~ 1.5) a(~)-- a/,) < A. 

Thus (I1.2) follows f rom (II.4) and ( I1 .5 ) i f  ~(~)~<f~+�89 so tha t  a(~) ~a(~). 

Suppose next tha t  

Then the circle C given by 

f(~) -< i(~) -< �89 (~, + f ,+3.  

lies in Rn and is mapped into the strip Izl < z so tha t  ~(5), ~(~) become a(a), ~(~). 

Thus 

f(~) - -  f ~ -  f(2) + f(~) 2 �89 w 

which yields (Ii.2), on using (II.4), (II.5). Thus (II.2) is generally true. 

r2). To prove (I 1.3) suppose first 

(I 2. I) W < e-6" (fn+l - -  in). 

Then we can apply lemma 8, taking for D the  domain 

(r2.2) [~--~nl=r, ~ln<r<~n+a--fn, 

(~2.3) l arg ( ~ - ~ - ) 1 - <  O(r)= ~--. 
2 

This domain is mapped into the  strip I Z l < l  in such a way tha t  the semicircles 

(t2:2), (I2.3) become curves joining ~ = - - I ,  r = + I. Hence  if 

(~2.4) ~t~/=i .  + e~'r/ . ,  

and 

(~ 2.5) e'",/.-<-] ~ ,8 ) -~ .  ]-< e-~" (~.+~ - i .),  

we deduce from lemma 8, tha t  if s = a(6) corresponds to ~--f(~) we have 

( I 2 . 6 )  w~ (0.(3) __ 0. 6)) + I I 4 2 log - - - -  + 4 > d [~(~/, ~(si" D]. 

Also D is contained in the half plane D" given by 
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2 
so tha t  

d [~(0), ~i~); D [  >- g [~(~), ~r ~ ' ]  = ~ log  I ~(0~ + .~(~) - -  2 ~,, I - -  I ; ( ~ - -  ~0~l 

I ; i~ / - -  ~ I. > - 1 l o g _  , 
- 2 ~(~) - E,, [ 

i + 
( i2 .7 )  d D0) ,  ~r D]  --> ~ l og  \ O w ~ - !  

Combining this with (I2.5) and not ing tha t  a ;6)> a ,  we see that  (11.3) holds 

provided tha t  (I2.5) is true. Again if (12.I) holds and 

I ~ / ~ ) -  ~,, I = e -2" (f~+1 - is)  

it  follows that  (I2.6), (12.7) hold so that  in this case 

(I2.8) z~ , 1 (,~,+~-- ~,) 2 (~(a)-- ~ )  + log > log + - -  A. 

This la t ter  inequali ty still holds if 

(12"9) I ~(~)-~1 -> e-2~ ( ~ + ~ -  g~), 

since if s(a) corresponds to ~(a) and we consider the s t ra ight  line joining s(a) to 

an, this corresponds to a curve joining ~(a) to _~(1) in the  ~ plane and if (12.9) 

holds, somewhere on this curve we mus~ have a point  ~(~) with 

I ~(~) - ~ [ = ~-~ (~,,+~ - ~), 

so tha t  (12.8) holds with a(~), ,(~) instead of a(a), *(a) and so a f o r t i o r i  with a(a), ~(a). 

I t  follows tha t  if (12.1) holds, (II .3) is t rue provided tht/t 

(i 2. io) e" ~' ~ .  <- I C(~)- ~,, I <- (~+~ - ~,,) Y~.  

Again it follows from lemma 4 tha t  we have always 

(I 2.1 I) ~r - -  an > O. 

Thus (II.3) holds generally provided thag 

(12.I2)  1~(8)--~n ] ~ (~n+i - -  f,,) V2,  

and (12.1) holds. 

Again (12.I2) is satisfied by condition (5.12) for every point  ~ta) = ~a) + i~/(a/ in 
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B~. Thus (II.3) always holds if (I2. I) is satisfied. Also if (I2.]) is false it follows 

from (I 2.12) that  

and hence from (I2.II) that  (II.3) holds. Thus ( I I .3 ) i s  generally true. This 

completes the proof of lemma 9. 

A Second Form for the  Curves C~. 

I3). We shall now introduce the other form of the curves C~ which we 

shall need in the sequel. The investigation in this case needs the full strength 

of our preceding theory. 

Suppose that  

(~3.I) ~ , . + ~ - ~  > 3 e ~ , , ,  . , > o .  

W e  define C~ as given parametrically by the equation 

(I3.2) 

where 

(I3.3) 

C = C,,(t) 

~(t)  =e.~,~+i~l,,t, o < t < i , _  _ 

(I3.4) ~ n ( t ) = g n + l ~ g  2 i t l o g ( I  + i t ) +  4 , I < - t ~ t , ,  

and tn is the positive root of the equation 

2~7n [it,~ log ( I + i  tn)+ 41=e -2z (~n+l- ~n)= rn, say. (I3"5) log 2 

The equation (13.5) evidently has a unique solution for tn in I _ < t , < o o ,  since 

both [~R~n(t)--~ I and [~, , ( t ) [  and so [~,~(t)--r are monotone increasing 

functions of t in the range defined by (I3.4), and since (I3.I) holds. For t - -  > tn 

we define ~,(t) as follows. Let 

(13.6) ~n(tn) = ~ + r . e  ~~ 

We write 

(I3.7) ~n(t)= ~,~ + rneiI~ -tl, t,~ < t<_t~ + O~ 2' 

(~3.8) C~(t) = g~+i(~t§ t>_t~+ o. _., --  _ ,  
2 

7~ 
where at  + b increases from rn to ~,~+1--~n as t increases from t~ + 0 . - - 5  by I. 
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Thus C~ is completed after the range defined by (I3.4) by an arc of a circle centre 

~,, and then the straight line segment joining ~ =- ~n + J r ,  to ~ = ~,~ + i(~,-H - -  ~n). 

Also for negative t we define ~,(t) by the symmetry relation 

(13.9) g . ( - - t )=~ . ( t ) ,  o < ~ t < - - t , ~ + O , ~ - - ~ - +  I, 
2 

(I3.1I) 
with 

so that  Cn is symmetrical about the real axis. The important part of Cn is the 

arc given by (I3.4). This will insure that  the mapping of the region R~ bounded 

by C. and the lines 

( I3"IO) (~C = ~n+l, ~ = "~ ( ~ n + l - - ~ n ) ,  

into the s plane, given by the function ~p(s) of (5.I4) will behave locally like 

the mapping obtained by combining 

~og 2 [_ 

2 
s = - - l o g  Z + c o n s .  

The mapping (13.1I) has already been studied in lemma I. I t  led to the solution 

of our fundamental problem when E is bounded and 

I p(Q) . . . .  
I - - O  

The theory which we have been building up allows us to extend this to the 

ease when E is unbounded. 

I t  remains to show that the definitions (13.2) to (13.9) define Cn in accord- 

ance with the conditions we laid down in (5.6) to (5.1o). The condition (5.6) 

will be realized provided that Cn cuts each line 

 C=v, [hi <- 

in exactly one point. This it easily verified since ~ . ( t )  is a continuous in- 

creasing function of t in the range of definition, as we can see from (I3.3) t0 

(I3.9). Also the endpoints of C. are the points given by 

C = C,,(t) = ~. r i (~.~,--~.) .  

Again (5.8) follows from (I3.9) , (5.9) follows from I3.3) and (13.8). Lastly 

~/~,,(t) clearly satisfies the inequalities 

(I3. I2) ~ ~.(t.) ~< 91 ~,,~(t) --< ~.. 



218 W . K .  Hayman. 

Also 

by ('3.5).. Using (I3.I2) we have (5.,0). Thus C. defined by (,3.2) to ('3.9) 
satisfies all the conditions required for the curves C~. 

T4). We now investigate the behavior of our mapping function ( =  ~ ( s ) o f  

(5.I4) when ( lies in the shee~ R~ and C~ is defined by (~3.2) to (~3.9). The 

results we need are contained in 

( ' 4 . , )  

(I4.2) 

and let 

(,4.3) 

be a point of Bn. 

Lemma 10. Suppose that for some n > o ,  ( '3 . ' )  holds and that C~ is defined 

by (,3.2) to ('3.9). Let R ,  be the domain bounded by C,~ and the lines (,3.Io), and 

let the conditions of paragraph 5 be satisfied. Let  

~(3) = ~(8) + i ~(8), ~I8) <-- ~n, 

Suppose that s = an, a(2), a(a) § i 4(3) respectively correspond to 

= ~(,), ~(~), ~(a) by the mapping (5.I4) of the strip I, [ < I  in the s = a + i~  pla ,e  

onto the Biemann surface ~ .  Then we have 

-~ , __ i ~(3) ] > log W 

Let D~ be the subdomain of /~ for which 

I t  follows from the definitions (,3.2) to (I3.,o) tha~ each circle 

(I4.7) l ~ - - ~ - I = r ,  3 , ~ . < r < ~ . + ~ - - ~ , , ,  

intersects /~, and so Dn in a segment of a circle 

( , 4 , s )  l arg  = r 

where 

- - <  e(r) < 
2 
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Hence we can apply lemma 8 with D ,  for D, ~0 = ~ and 

(14.9) rt = 3 ~,~, r~ = ~ + a - -  ~ .  

Hence if 

(14. i o) ~(,) = ~(,) = ~ + 3 v ,  e ~ ' ,  

and 

(14. I I) ] V(a) ] > 3 */n e " ,  

we apply lemma 8 with ~c4) ins tead of ~1 and ~(a) instead of ~ to t h e  mapping 

of D~ into the strip I ~ l <  I. In  fact  the endpoints of the  arcs of circle (I4.8) 

correspond t o  points on v = I, v = -  I, respectively, since 

Also from (I3.5) , the point ~(a/, where ~c3)~< ~, can only lie in R~ if 

so tha t  we have 
~'2 ~ e-2Zr2 

using (I4.9), as required in ( lO.3).  Also 

by (I4.9) and (~4.IO) so tha t  (IO.3) is satisfied. Again  

r~ -> e '~ rl 

by (14.1o) and (I4.II) ,  so tha t  (lO.4) is also satisfied. Then  if s = ar 

~o ~ = ~/~l given by (I4.IO), lemma 8 gives 

( i 4 ,  i 2  ) ~ I I 
4 (a(a) - -  a(4)) + 2 log - - I  - - I  ~(a) I > d [~(,), ~(s); D,]  - -  4, 

provided tha t  (14.11) holds. 

Again if 

(~4.1 s) e ~  (~,) - ~,,) --- (C,~)-  _~,,) -< ~-~"  (~.+~ - ~.), 

we can apply the inequalit ies of (lO.6) with ~(4) for ~(a) and ~(2) for ~ and obtain 

(14.14) [ 4 (~(~) - -  ~(4)) - -  d [~(,), ~(~) ; D,]  ] < 4. 

We  shall deduce lemma IO from (I4,I2) and (14.14), 

15) In  order to obtain bounds for the quanti t ies d [~(~.), ~(3); D,,] which appear 

in (I4.12) and (14.14) we consider a different  mapping of Dn into the  strip 
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(~5.I) 

(I5.2) 

Using lemma 

W .  K. Hayman. 

We put Z =  X + i Y  and 

{=~'<+lo-g-g7 Z l o g ( I + Z ) +  , 

2 
s = - log Z. 

I we see that  this gives a schlicht mapping of the strip I ~ [ <  * 

in the s = a + i~ plane onto the region bounded by the curve 

(I5-3) , --co< y<+ o% ~ = ~'~ + 1o-0~ i Y l ~  

and lying to the right of the curve when it is described in the direction of in- 

creasing Y. 

The curve (I5.3) coincides with C~ for the arc given by (I3.4) taking t = Y. 

Also C~ lies to the right of the curve (I5.3) for the points of C= given by 

] t ] ~  t~ as we see from (I3.7), (I3.8) and (I3.9). Lastly if ~ is a point on the 

curve (i5.3) which corresponds to I Y[ ~. i, we have 

log 2 [ 4 

Hence no points lying in the region Rn 

can lie on the curve (15.3) and so in 

' I + - l o g 2  < 3 ~ .  
2 

and satisfying 

3 ~ ,  

particular the whole of the region D~ 

defined by (I4.6) lies to the right of the curve (I5.3) and so is mapped into the 

strip I~1<1  by the mapping given by (15.I), (I5.2). 

Again it follows from lemma I, (2.2) that  if 

Z = X + i Y = e x p  ~(a  3+i~s)  

corresponds to ~(3)= ~3)+ iV(8) by (I5.I), (I5.2), where ~(3)--<~,,, then we have 

Hence 

~](s) log 2 [ ~ X~ + Y~ ~e(~r 
2 ~ n  I < - -  = " 2 X 2 cos ( ~ / 2 )  

:rg 
-an + log - - - -  
2 i --[val > l ~  IW--I--A' 

Also if s =aa  corresponds to ~ = ~ defined by (I4. IO), we have clearly a~ = A, 
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so that  

(I5.4) H ( a ~ -  a4) + log - - I  - -  [~.~ [ > log ~ [  - -  - - A .  

No w the mapping  of (I5.I), (I5.2) maps the region D,, into the str ip [ z [ <  1, as 

we showed above. Hence  if s~, s 4 correspond to ~(31, ~(4) we have 

~ I I 
d [~c8>, ~(,>; D,,] _>_ d [h, ,%; I �9 J < ~] > t ~ - -  ~, I + ~ log  ~ - - f ~ l  ~' 

making use of lemma 7 with the s~rip [ ~ [ <  i for  J ,  and ~4 f o r a ,  ~a + i%, for  

a~ + i%. Combining this with (I5.4) we have 

1 I v(8/~l _ a .  
(15.5) d[~(~), ~(,); D,]  > ~ log W 

We next note tha t  in the mapping defined above by (I5.i), (I5.2) the curve 

(15.3) corresponds to ]vl = I. Also this curve coincides with Cn for  the range 

of values 1 ~ Y--~tn, where t.  is defined as in (I3.5). Thus  it follows tha t  in 

the mapping of .D~, into the strip [T[<I defined by (15.i), (15.2) the endpoints  

of the arcs in which the circles 

intersect  D,~, lie on the curve (I5:3) , and so correspond to points  on ~ = - - I ,  

= + I, respee t ive ly ,  provided that  

(~5-7) 3 ~ < r <  r~ = e - ~  (g~+~ - ~ ) .  

W e  denote by D~ the subdomain  of D~ consist ing of all points  sat isfying (I5.6), 

(I5.7). Then if we take D~ for  Do, the  mapping of D~ into the  str ip [ ~ ] < 1  

satisfies the condit ions of  lemma 8, provided tha t  (Io.3) and (Io.4) are satisfied. 

W e  take  ~, = g(~) in lemma 8, where g(4) is defined in (14.IO), and ~ = ~(2), 

where ~(2) is defined in (I4.2). The condit ions (Io.3), (IO.4) become 

(I 5.8) e 2~ (~ --  ~n) --< (~(2) - -  ~n) --< e -an rn = e - ' n  (~n+l - -  ~n)- 

I f  these are satisfied and a~, a~ correspond to ~(2), ~(,) in the mapping as defined 

by (I5.I), (15.2), we obtain f rom (Io.6) 

( ,5.9) 4 ( ~  - ~,) + ,  > d [~.>, ~(,~; D~] > d [ ~ ,  ~,~; D,J, 

since D~ is eontained in D~. Also we have from (15.~), (I5.2), 

2 ~Tn n: 
(25.IO) ~/,)--~'n=~ en'~i/21og (~ + e  ~'~,/~) + , i = 2 , 4 .  
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We put  
7g 

(I5.I I) _~(i)- ~,, log 2 --  - = u~, 
2 r]~ 4 

(I5.I2) e '~'~̀ I2 = vi 
so t h a t  (I 5. IO) gives 

u~ = vi log (1 + v~). 

Since (I5.8), (14.1o) hold, we have 

u i > I ,  v i > I ,  i = 2 , 4 ,  
so tha t  

vi log z < u~ < v~ 
and hence 

~, log (1 + V~) < ~ <v,. log 1 + log ~ I  

Thus  (,+ log 

and hence 

(I5.I3) ]log + v i - l o g  + u i + l o g  + log + u ~ l < A ,  i =  2, 4. 

Also f rom (I4. IO), u~ = A so t ha t  v 4 = A by (15.13). Hence  using (15.11), (I5.I2) 

and (15.13) we have 

(I5.I4) (a2 --  a,) - - l o g  \ ~ - I  + log+ log \ *2n / < A .  

Also since the  mapp ing  of (I5.I), (15.2) maps  Dn into the str ip I , l <  I so tha t  

= ~(~), ~(2) correspond to s = a(4), a(2) we have 
7g 

d [~r ~(,);/),,] > d [a~, a, ; I* I < I! = 4 (a~ --  an). 

Combin ing  this  wi th  (15.9) we have!  

14 (a~--a,)--d[~(~), ~(,); D , ] l<  A. 

Combin ing  this with (I5,14) we have 

(I5.I5) Id[:(2), :(,); D , ] - - ~  log+ \(~(2)~ ~,,,),,, ' + ~I log+ log+ \ ~ , ~ - - - 1  < A , ( ~ ( 2 ) - - ~ ' ) ]  

provided t ha t  (I5.8) holds.  

16) We can now complete  the  proof of l emma IO. Hav ing  ob ta ined  the  

inequali t ies (15.5) and (I5.I5), we go back to the  or iginal  mapp ing  of l emma lO. 
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We  have f rom (14. I2), (15.5) 

(I6.1) z~(a(3)_a(~) ) + I I I log V(3) 4 ~ log > - -  - -  A 
- i - I n ]  I w l  

provided tha t  ~(4)= ~(4) is defined as in (I4.Io), s = a(4) is the image of ~ = ~(4)in 

the s plane and ( I4 . I I )  holds. Also a(~)>tr~ since on the real axis a is an in- 

creasing funct ion of ~. Thus (I6.1) gives a fort iori  

(16.2) (a(sl--~r") + 2 log I --  [~(al[ > ~ log + --~,, - - A ,  

provided tha t  (I4.11) holds. Also (16.2) is true if  (I4.1I) is false since by lemma 4 

we always have a(3)>an, Thus (I6.2) is always true, which proves (14.5). 

Next  suppose t ha t  g(il, i = 5, 6, . . . are real numbers to be defined and t h a t  

a(il corresponds to ~(i) in the mapping of (5.14). I t  follows f rom (I4.1) and (5.6), 

(5.II), t ha t  R, -1  contains the circle C1 

which is mapped into the strip ] , [ <  i. Thus if 

we have 

I Vn + �89 ~]n 
~ (~5) --a,,) = d [a,,, ~la); I*] < ,]  < [~(1), ~(5); C]] = ~ lOg 
m 

(16.3) a ( 5 ) -  a,, < A .  

Similarly ~ contains the circle C2, ] ~ - - ~ [ < ~  as we see from (5.4), (5.5) so 

tha t  if  

we have 

(I6.4) a(~) --  a(5) < A. 

Next if ~(7) satisfies 

we deduce similarly 

(I6.6) a(7) --  a(6) < A 

on considering the mapping of the circle C7, 

which is contained in B,.  We deduce from (~6.6), tha t  (14.4) holds if 

(I6.7) g~+l --  f,, < 3 V,~ e*'. 
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In fact  in this case we have from (14.2) 

~(21 < ~,, + A V,,, 

so tha t  we may take ~(2) = ~(7) in (I6.5), and combining (I6.3), (16.4), (I6.6), we have 

O < O'(2) -- O'n < A, 
which yields (I4.4). 

Suppose next  tha t  (16.7) is false. Then if ~;~/ is defined as in (14.IO) and 

a/t ) corresponds to ~(~), we have from (I6.5), (I6.6), applied with ~(71--~(tl, and 

from (I6.3), (16.4) 

(16.8) o < a(~) - -  a, < A. 

Fur the r  if 
~(*) = ~ + 3 ~n e ~ ~ ~< ~(2~ --< ~,, + 3 *h, e~ ~, 

(16.3) to (16.6) shows tha t  
a(2) - -  a(4) < A, 

so that  again (I4.4) follows. Suppose next  tha t  

(16.9) ~ + e *~ -- e -*z (~n+l -- ~,). 

This implies (14.13) and (15.8) and so we can apply (I5.I5) and (14.14). This yields 

]4 I (~(2,-- ~nl 1 (~(2)--~,,]] (16.1o) (~(~) - ~c,)) - ~ log + ~ - ~ - ~  / + ~ l~ l~ ( ~ V - 1  < A, 

which combined with (I6.8) yields (14.4). Suppose lastly tha t  

(16. II) gn + e--*n (gn+a -- g,~) --< ~(~,--< �89 + ~n+l). 

Then we write  
g(~/= ~. + e-"~ (~.+~ - ~-), 

and see tha t  (I6.IO) holds with a(8), g(81 instead at2/, g~21. Also if (16.11) holds, 

~(8/, ~i21 are contained in the circle C8, 

itself contained in R ,  so tha t  C s is mapped into ] , ] <  I by the mapping  of 

(5.I4) and hence we deduce again from (I6.11) 

Thus  (16.1o) holds also if (16 . I1 )ho lds .  Thus (16.IO)holds  whenever  (16.7) is  
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false and (16.9) or (I6.1I) holds, and so (I4.4) follows using (16.8). We have 

already proved (14.4) in all other cases, when we have in fact 

o < a(2) - -  am < A.  

This completes the proof of (I4.4) and of lemma IO. 

Converse Theorems  w h e n  E i s  U n b o u n d e d .  

i7) We are now ready to prove the results involving problems (ii) and (iii 

as stated in paragraph I of this chapter. We consider first problem (iii) which 

is a little simpler. Let 

( i 7 . i )  p(e)  = 

What  can we say about the rate of growth of f(z), if f (z)  is meromorphic in 

] z ] <  I and takes some arbitrarily large values at most p(e) times in I zl -<Q, 

o - < ~ <  I. The positive results were obtained in Theorems V, VI and X of 

Chapter lI .  We showed in Theorems u  and X that  if a <  I i n  (17.1) we have 

(I7.2) lira (I - -e)  log M[e, f , ( z )]  < o 
0--~i 

1+a 
(I7.3) lim (I - - e )  3-a log M[e,f ,(Z)] --<o, 

e--~l 

while if a = i it follows from Theorems V and X that  

(17.4) li---m (I - - 0 ) l o g  M [ o , f  , (z)] 
r log (1/(I - -  e)) < A. 

(I7.5) lira (I - -  0) log M[0, f ,  (z)] < A. 
r log log (I/(I--0)) 

All the results (17.2) to (17.5) are best possible as we shall be able to show by 

examples, constructed by means of the mapping functions (5.I4), which we have 

been studying. The inequality (i7.4) represents no improvement on (1 .5) the  

result when E contains only two finite values. This will be seen to be in ac- 

cordance with facts. 

We may remark here that  once the functions ~--~p(s) of (5.I4) have been 

introduced and studied by means of lemmas I to 8 it would be comparatively 

simple to prove more general converse theorems when p (0 ) i s  any sufficiently 

smooth function e.g. 
~9 (~) ~-~ ( I  - -  ~)--a [Log  (1 ] ( I  - -  ~))]b . . . .  

17-642128 l ~  e~e~z~lk~.  86 
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by taking other forms for th~ curves Ca than those defined in (II.1) and (I3.2) 

to (I3.9). The simple form of (I.I) or (I7.1) for p(~) seems, however,  to cover 

all the essential points that arise. The whole work could have been simplified 

considerably if we had been prepared to exclude the case a = I, which necessi- 

tates the full s~rength of the preceding theory. This case is, however, in many 

ways critical, so that  its omission would be a serious gap. 

The results which we shall prove are the following 

Theorem I I ?  Suppose that p(Q) is given by (17.1) where o ~ a <  I and that 

/~ (~) is a decreasing function of  0 for o <-- ~ < I such that 

l~ (e) --> o,  a s  ~ --, I .  

Then there exists f (e) ,  regular nonzero in [z I <  1 and taking some arbitrarily large 

values w at most p(e)  times in I z ] < Q, o < Q < I and such that 

(17.6) lira ( I -  O) log M [O. f ]  > o, 
e-'~ # (e) 

l + a  

(17.7) lira (1 --  O) '~---~ log M [0, [] > o. 

Theorem III.  Suppose that p(q)  is given by ( I7 . I )wi th  a-~ I. Then there 

ezi.~.ts a function f ( z )  r,,gular nonzero in ]z ] < I and taking some arbitrarily large 

values at most p(q)  times in I z l <  q, o < q < I, such that 

(t 7.8) lim ( I -  Q)log M [0, f ] >  o, 
e-~l log (I](I --q)) 

(17.9) li___m (I -- O) log M [e, f [  
~1 log log ( l / (I --  O)) > o. 

Introduction of  the Converse Functions. 

18) Before proving Theorems I I  and I I I  we introduce the general form of 

the fuvctions which we shall investigate. This has already been done tentatively 

in section 5, We elaborate and recapitulate slightly. Let ~ be the Riemann 

surface constructed by means of the curves C,, and let 

(18 . I )  ~ = qJ(s) = c~s  + c~s ~ + . - . ,  c~ > o  

: Th i s  r e su l t  w~s proved for a = o in  HAY.~L~N (2) Theo rem VI. 
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be the funct ion of (5.I4) which maps the strip I~[ < I in the s = a + i v  plane 

x : I  a n d  conformally onto ~ .  The curves Ca will always be defined either in 

accordance with ( I I . I )  or as in (I3.2) to (13.9). I f  C~ is defined as in ( I i . I )  for 

all n, ~ reduces to a domain D, and ~(s) maps the strip I ~[ < I, I : I and con- 

formally  on to  D. 

This case will suffice for  all applications involving p(~) defined as in (i7.~) 

wi th  a <  I. I n  the case a = I, ~(s) will no longer be schlicht. However ,  we 

can only have 

for s 1 ~ s~, if s~, s~ correspond to points in different sheets Bn of ~ .  

We shall put  
2 I q - Z  

(I8.2) s = -  l o g - -  
7g I - - Z  

This gives a I:  ~ mapping of the c i r c l e ] z  I < i  onto the strip ] ~ ] <  i ,  in the 

s = a + i ~  plane. W e  also put  

(I8.3) w = exp (~). 

Then the funct ions we require will be 

l q - Z  

Thus ~ = l o g f ( z )  gives a I : I  mapping of the circle [ z [ < I  onto the Riemann 

surface , ~ .  

We shall also make use of the  following notat ion.  We write an for the 

unique real and positive number  such tha t  

( i s . s )   (an) = 7 . ,  " >-- " 

We also write Qn for  the number  corresponding to an by (I8.2), i.e. 

2 I + ~)n 
(x 8.6) an = - lo~ - - - - .  

P r o o f  of  Th e o r e m I I .  

I9) We now commence the proof of Theorem II .  We shall define a l l  the 

curves Cn in accordance with (I I.I). We shall define the ~n, Vn, n --> I by induc t ion)  

We  put  

1 W e  sha l l  have  to def ine  t h e  ~n' ~n so as  to s a t i s fy  c o n d i t i o n s  (5 I) to (5.5). Of t he se  (5.2~, 

(5.4), (S.~) are  t h e  on ly  n o n t r i v i a l  ones.  W e  shaI~ See lh 'at  1hey r ema in  sat isf ied at each s tage .  
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(19.I) ~, = 1, 

(I9.2) r h = 1. 

Thus  (5.2) and (5.5) are satisfied for n = I. 

We  shall also w r i t e  k,  for  a posit ive number  depending only on the .~,, ,7, 

for  v--< n and on a, o - -<a<:  I, not  necessari ly the same, each time it occurs. 

Using the above notat ion we have first 

Lemma  11. Suppose that n >-- I and that ~,, ~,, v = I to n have already been 

defined. Then i f  ~,,+1 > k,  we can define W+I such that 

(19.3) ~a(an+12 - -  3) < log n,+~ < 7 ( a ~ + ~  - -  I), 

however, the ~,, ~7, for v > n + I are chosen. Moreover i f  (19.3) holds, f ( z ) t a k e s  the 

value Wn+l = exp (--  ~n+~) at most ( I  __r times in [ z [ < 0 ,  o < o <  I .  

W e  proceed to prove lemma I I. Since g,, ~7, for  v = I to n have been 

defined, it follows from lemma 6 that,  however  the g,, I], for v_> n + z are chosen, 

the  variat ion of ~, is at  most  1. Thus we have 

(I9.4) a n < k n .  

I t  now follows from lemma 9, (I 1.2) tha t  if s = a corresponds to ff -- ~ for  g > g,, 

then we have 

~-(a--a, , )  < 2  log+ [ ~ - -  ~-----21 + r ] , ~  A, ~,, --< ~ < I(~,, + ~,~+~), 

i.e. 

- ~ < l ~  ( ~ - ~ " )  + k., ~n-<.~--< 2(~.  + g.+l), 

using (19.4). Since a < I it follows tha t  we can choose kn so la rge ,  that ,  however  

*2, or _~,+1 for  ~, > n are chosen, we have 

(19.5) ~ a ( ~ _  2) < log (~  - g~) = log (g~§ - g~) 
2 

when s = a corresponds to ~ -- ~ = �89 (~. + ~.+1) and 

(19.6) ~,+1 > kn. 

W e  can also choose k, in (I9.6) so large tha t  

2 ~ .  < ~.+~ - -  ~., 
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which is the condit ion (5.4). Suppose now tha t  ~,  7~, ~:> n + I are chosen in 

some fixed way and let ~/,+1 be varied from o to �89 (~n+x--_~,): I f  7~+1 is very 

small ~ = ~n+l corresponds nearly to a = co. Hence using (I9.5) we see t ha t  if 

7,,+1 has a fixed small value 7~+1, we can find ~' such tha t  

09.7)  �89 (.~. + ~,,.x) < ~' < ~.+~ - 7~+, 

and a' corresponds to ~' where 

(I9.8) ~aa (a' --  2) = log (~.+1 --  ~'). 
2 

For in this  case a is a continuous funct ion  of ~ and since (I9.5) holds when 

= �89 (~  + ~+a) and a is large when ~ = ~+x--7;~+1, (I9.8) must  hold for some 

~* in the range (I9.7). We now alter  7.+1 to the value given by 

(19.9) V,+I -- ~,,+1 --  ~', 

where ~' is the value of (I9.7), and at  the same t ime leave g,, ~/, for  ~ >  n + I 

arbitrary. According to the definition (18.5), s = a,,+l now corresponds to ~ = ~'. 

Also i t  follows from lemma 6, t ha t  

('9.'o) I ~,,+,- ~'I< '. 

Making use of (I9.8), (I9.9), (I9.1o), we have 

~g  
?(a.+~ - 3) < < - ~), log ~-(~.+, 7.+1 

which proves (I9.3). Also from (19.7) and  (19.9) it  follows tha t  

so tha t  7~+a satisfies the condit ion (5.5) and the choice of 7,+~ is legit imate.  

Thus if (I9.6) holds for each n the 7, can for ~ = I, 2 , . . .  be defined so tha t  

(5.4), (5,5) and (19.3) are satisfied. 

I t  remains  to prove the second s ta tement  of lemma II .  We  note t h a t  if z 

is a point such tha t  

(I9. I I) f(z) = W n + ,  = exp (--  ~n+l), . > 0 ,  

then if s is given by (I8.2) and ~ = ~p(s) is the funct ion of (I8.I) we have 

(I9.I2) ~p(@) = ~,+, + ,n#i, 

where m is a positive or negative odd integer.  Since C~ is defined by (I 1 . I ) fo r  

all n the funct ion ~0(s) is schlicht in I ~ l <  i and so (~9.~2) can only have one 
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solution for each such odd integer. Also since ~7~ intersects the line ~ = ~,+i 

only in the segment [ ~7[-- < ~7,+1 we must  have 

(I9. I3 ) [ z~m I --< r/n+1 

if (I 9. 12) holds, i f  -T- i, ~ 3 , - . .  -T-M are the odd integers sat isfying (19.13)we have 

2 M <  z~M-- < ~,+l, 

so tha t  the number  of these integers and so the number  of different solutions 

of (i9. i)in I z l < I  is at mos  
On the  o the r  hand,  it  follows from lemma 4, tha t  if  s = a + i v is any point  

such tha t  (19.I2) holds, then  we have 

(I9. I4) a>---an+l 

since s = a~+l corresponds to ~ = ~n+l--yn+l  by (18.5). Also if  cr + ix corresponds 

to z = ~ d  ~ by (I8.2) we have 

2 11 + z ] < _ 2  I + e  g = - log log ~ .  
x T - - - - - z l  - zt I - -  e 

Thus if  (19.II) holds for z = ~d0, then  (r9.I4) yields 

log~I +O>__z~ 

so ~hat from (I9.3) 

a log i - -  0 

I 

a log - -  > log ~,,.+i, 
I - - ~  

~]n+l < ( I  - -  Q)--a. 

Thus if (I9. II)  has roots in [z[ <Q, the to ta l  number  of such roots is a~ most  

~+1 from (I9.~3) and so is less than  (x- -o) -a .  This  completes the proof  of 

lemma I I. 

2o) We  can now prove Theorem I I .  Suppose t ha t  the g~, r/~ are chosen in 

accordance with  the condit ions and conclusions of lemma II ,  SO tha t  (19.3) is 

satisfied for all n. I t  remains to show tha~ we can do this  so t ha t  (I7.7) and 

(i7.6) are satisfied. Le t  ~ = g correspond to s = a by the mapping of (I8.I) and 

t a k e  first ' ~ = ~ ' =  �89 Then lemma 9 (I I.2), shows :that if t r = a ~  cor- 

responds to ~ = ~  we :have 
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2 \ ~n l 
so that  

(2o. l) ~ ' - a,~ < log ~ ~ + k .  
2 

since 
an < kn 

+ A ,  

by (I9.4). 
which is 

circle C, 

Since this" circle is mapped 

= ~'., ~ . + 1 -  ~.+l, we have 
p 

d Jan ,  anq-1, 
i.e. 

t 

4 

We next take ~=~,+a--Vn+~ so that  a=an+x.  Then the domain D 

mapped by the inverse of (IS.I) into the strip [~1< ~ contains the 

IC-gLI < ~ . + , - g ;  = �89 (if.+1-~.). 

into Iv I <  I so that  s =.a~, a.+~ correspond to 

I~l < q < d [~=+,-  ~7n+1, ~ ;  C] 

2 ~"+1 - - " ~ .  - -  (~ .+1  - -  Vn-t-1 - -  ~ )  

i.e. 

< - log - -  < - log ~+~, 
2 ~nA-1 2 ~]n+l 

p 
~-(a,+l --  an) < log ~"+~ 
2 ~nA- 1 

Combining this with (2o.I) we have 

- a , ~ + x  < 2 log ~.+~ + log - -  + k , .  
2 ~ n + :  

Using the first inequality of ( I9 .3) th is  becomes 

7~a 
zt < 2 log ~ n + l - - ~ - a . + l  + ks, ~ a n + l  

(20.2) ~( I  + a)a,,+l < 2 log ~.+I + kn. 

Suppose next that  

(20.3) h+ ,  -< ~ -< �89 (~.+1 + ~.+~). 

Then (I 1.2) of lemma 9 gives 

~ ( a - - a . + l ) < l o g  ~ + A ,  
~n+l 

a ~ + l ) < l o g ~  i o g v ~ + l + A ,  (20.4) ~ ( a -  - 
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since from (5..4) we have 

Making use of the first inequality of (I9.3), (20.4) gives 

y~ Y$ 

-2 a < l o g  ~ + ~ ( I  - - a )  a , + l  + A  

I - - a  
< log ~ + 2 I--+~a log ~,+~ + k,, 

using (20.2), and hence we have, if (20.3) holds 

[ 2(,--a)] 
--a < I + log E + k. 

L ~  log k.. (20.5) - , r  < ~ + 
2 l - l -a 

Clearly (20.5) also holds if �89 + ~,+t)~< ~ < ~ + x ,  since a is an increasing func- 

tion of ~ and �89 + ~+1)>�89 Thus (2o. 5) holds whenever 

(20.6) �89 (~,, + ~,+,) _< ~ _< �89 (~.+, + ~,,+~). 

Combining ~he formulae (I&2) to (18.4) we see that  if 

we have 
log f @  = 

where 
I + Q  

-- a = log . . . .  

Substituting these results in (2o.5) we see that  
l + a  

(2o.7) 

whenever 

(20.8) 

Similarly (2o. I) yields 

(20.9) 

when 

(20. IO) 

We 

I + ~I a-a 
log f(e) > k. ~ 7 - ~ I  

I + ~ '  
log f(q') > kn I - -  ~" 

logf(o ')  = �89 + ~,+1). 

may assume that  the constants k, in (2o.7), (2o.9) are the same. We can 
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then choose ~o so near I that  

whenever ~ 0 ~ .  We then choose ~+1 so large that  ~ ' ~ o  when (2o.Io) holds. 

I t  then follows that  whenever (2o.8) holds we have ~(~)~  k,, and hence 

( I -~" ~1 (l§ log f(e) >  V -QI 

Since this inequality holds whenever (20.8) holds for some n ~ I it holds when- 

ever l o g f ( ~ ) ~  �89 + ~a). Then (I7.7) follows. 

Again we deduce from (20.9) that 
t 

log :(r162 p )  

and since this holds for some values of e' arbitrarily near I, (17.6) follows. 

This completes the proof of Theorem II.  

Proof  of  Theorem III .  

2I) We proceed to prove Theorem II I .  The proof is similar to that  of 

Theorem II,  but~ is complicated by the fact that we shall have to define the 

curves Cn as in (I3.2) to (I3.9). Thus our Riemann surface will no longer be a 

simple domain, and ' ~ -  ~(s) will not be schlicht. This will make it a little 

harder to obtain upper bounds for p(Q). We continue to use the notation of 

(18 .  I )  tO ( I 8 . 6 ) .  

Let e >  I, and let ~,, n = I, 2, . . . ,  be any sequence of positive numbers such 

that 

( 2 i . i )  = I 

( 2 1 . 2 )  ~ n + l  ~ 2 (~n) c, n = I ,  2, . . . .  

We shall show that the conclusions of (17.8), ( I7 .9)ho ld  for a funetion.f(z) 

taking none of the values 

u ' n = - - e x p ~ , ,  n =  1 , 2 , . . .  

more than I / ( I - - 0 )  times in ]z]--< 0 for o ~ 0 ~  I. We need 

Lemma 12. Suppose that the ~ satisfy (21.I), (21.2). Then given any real 

constant k, we can choose numbers ~Tn satisfying (5.4), (5-5) and (x3.1) and the curves 

C,~ in accordance with (13.2) to (I3.9) so that with the notation of (I8.5) we hate 
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(21.3) log 7n < ~ - ~ - - k  + 2~,  n > o  
2 

(21.4) log r],, > ~ - -  O'n - -  ~ - -  2 ~ ,  n ~ n o 
2 

where no is a positive integer. 

W e  choose  7t so t h a t  

(21.5) 71 = min  [I,  e -k, [ e - 8 " ( ~ - - ~ l ) ] .  

•ence  (5.4), (5.5), (13.I) are sat isfed.  Also we have 

u s i n g  (2I . I )  $O ~ha~ s ince C =  ~ 1 - - ~  co r responds  to s = c~, we have  ct ~ o  f rom 

(I8.I) .  T h e n  (21.3) fo l lows  fo r  n = I f rom (21.5). 

Nex~ i f  we choose  7~ ve ry  smal l  C = ~ co r r e sponds  nea r ly  to  ~ = + oo by 

(I8. I) and  so does C = ~ - - 7 ~ .  H e n c e  we can  find 7~ such thai; 

7, < �89 e-~'~ (h - ~.), 

s o  t h a t  (5.4), (5.5), (13-1) are  sat isf ied,  and  in add i t i on  we have  

log 7~ < g k + i. 

C o n t i n u i n g  in this  way,  we see tha~ we can  ce r t a in ly  choose  the  ~, so t h a t  t he  

cond i t i ons  (5.4), (5,5), (I3 .1) and  (21.3) are  sat isf ied fo r  n = I,  2 . . . .  , n~. 5Text i~ 

fo l lows  f r o m  l e m m a  IO, (I4.4), ~ha~ i f  7n has  been  so chosen  and  

and  s = a~ co r r e sponds  to ~ = ~'~ by ( I8 . I )  t hen  we have  

(21.7) -~ (an - -  an) < log  g '  7 ~, __ log+ log+ ~,_-- g,~ + A. 
2 7n 7n 

Also we have  f r o m  (5.5), wh ich  we a s sume  satisfied,  

(21.s) 7n -< �89 (~,~-  ~.-~) -< �89 ~., 

a n d  so (21.7), (21.6) give  

(2 1,9) ~n+l - -  ~n -{- A.  ((7~, - -  m,) < log  
7,* 

~n+i gn log + log+ ~ 
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Also it  follows from (21.2) tha t  

so tha t  if n~ is sufficiently large (21.9) gives 

(2I.IO) ~ ( a ~ - - a , ) < l o g  f " + l - f :  (I +z~), n_~n l  

and also tha i  (21.8) implies 

(2I.I I) ~, g �89 e-8" (~+1--g , ) ,  n > n l ,  

if nl is suffficiently large. 

Suppose tha t  */1 . . . .  , Vn, have been chosen to satisfy (21.3). We proceed to 

define ~,~ for  n~--n~. W e  do so by induction.  Suppose tha t  V,,, n>--n~, has al- 

ready been defined. Le t  

(2I.I2) .~n -~ f' < ~n+l, 

where ~ is defined a s  in (21.6). Then i f  a' corresponds to ~' we can make a' 

arbi trari ly la rge  for  some ~' in this range and 

Since a l s o  (2i . Io)  holds it follows tha t  if we give ~,+1 a fixed small value and 

~,+2, ~n+s, , . .  any fixed values, we can find ~' corresponding to g' in (21.12) 

such tha t  

(21.13) z~ (a - - a~ )  log ~+1 g' - ' = - -  + l ,  

2 ~n 

where Z is any number  such tha t  / , ~ - - ( I  + zt). W e  now alter  r~+~ so that  if ~' 

is the  number  sat isfying (2I.I3"), w e  have 

and we leave the numbers  ~n+2, ~,+a arbitrary.  I t  follows from lemma 6 tha t  

a', a,, cau be varied by at  most  I a s  a result  of this. Also in the  new nota- 

t ion a '  becomes an+l, Hence  (2I.!3), (2I.!4) yield 

Now the ~/~ have been chosen s o  tha t  (21.3) is satisfied for v = I, 2, . . . n, n >--- n 1. 

I f  possible, i.e. if ~ a , - - l o g  ,/.--<k + i + ~t, we choose / > - - ( I  + g) so that  (for 
2 
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some fixed choice of the ~ ,  v > n) 

(2I.I6) - - U ~ -  log ~ + 1 = It. 
2 

Then for any other  choice of the ~ ,  v >  n, we must  have 

by lemma 6. 

Then (21.3) , (21.4) for n +  I 

choose I = - - ( I  + ~) and see f rom 

- a n - -  l o g  r ]n- -  I - - 2 ~ %  
2 

follow from (21.I5), I f  this  is impossible we 

(2 i . i  5) tha t  we have 

7g 

a~+l --  log ~n-F1 ~ 2 0 " n  - -  log Vn --  I, 

while (21.3) still  holds for  n + I. Cont inuing in this  way we shall have a f te r  a 

finite number  of steps for some m > n 

k - - ( I  + ~ ) < ~ a m - - l o g v m < k + ~ ,  

however the ~7~ are chosen for v >  m. [Thus (2i.3), (21.4)are satisfied for n = m]. 

We can then  define 1 in accordance with (2I.I6), and so (21.3), (21.4) will be 

satisfied with n = m + I. Similarly we can obtain (21.16) and hence (21.3), (21.4) 

for  n > m +  I, so tha t  (21.3) , (21.4) hold for n ~ n o = m .  Also (21.3) holds for 

all positive integers n. 

Las t ly  it  follows from (2I.I2), (2I.I4) tha t  7- defined in this way for n >  nl, 

satisfies (21.8) and hence (2I . t i ) ,  i.e. (5.5) and (t3.I), which implies (5.4). Thus 

the choice of ~n is legi t imate and so the condit ions of lemma I2 have all been 

satisfied. This completes the proof of lamina I2. 

22) We show next t h a t  if the conditions of lemma I2 hold with any con- 

s tant  k and f ( z )  is defined as in (18.4) theft (I7.8) and (17.9) hold. Suppose t ha t  

n => no, tha t  

(22. i )  --  � 8 9  + g +l) 

and tha t  s = a,'~ corresponds to ~ = g~ by (I8. I). Then lamina IO. (I4.4) gives 
p p 

(22.2) Yg , ~,+1 --  ~, log + log + ~ - - ' "  + A. 2 - < log  w w 

Also by (5.5) 

from (21.2), so tha t  using this and (22.2) we have 
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~t  

log+ log+ ~. - -  ~. log+ log+ ~n+: - -  ~ .  
r/n 2 ~Tn 

g"+' - -  g" ~-I/~ 
+ [ ( : " ' b  : )  - -  I ]  log + log (~,+:):/~ > log + log + 

> log + log + ~,+: - -  A (c). 

Hence  (22.2) gives 

~v~ P t l + v 
- a .  < log (:,  - -  :n)  - -  og log + ~, + - a .  - -  l o g  ~7- + A (c) 
2 2 

~:p �9 + + v 
< l o g ~ , , - - m g  log ~ , + k + A ( c )  

using (21.4). W e  shall denote by k' any positive constant  depending only on k 

in (21.4) and on c. Thus we have 

(22.~) 

Next  if 

f f~ t p + 
- a,~ < log ~. - -  log log + ~'. + k ' ,  n > no. 
2 

:::) = ~ n + :  - -  ~ . + J ,  

the domain Rn contains the circle C, I ~ - -  ~1 < ~ ,+ : - -  ~ = �89 (~,+: - -  ~-), so that  

if s = an+: corresponds to ~ = ~(:) we have 

d[a~, O ' n - l - 1 ;  I~1< ~1 = 4(~,,+1-~;~)< d[g;, ~i; C] 

log �89 ~ )  + (C(,) - -  ~ )  ~ ~.+1 
= 2 �89 ( .E .+:  - -  ~,,) - -  (if{:} ~ )  < 2 l o g  - -  - -  ~2n+: 

r 

< I_ log 2 ~..___~. 
2 r/n+: 

Combined with (22.3) this gives 

- -  0 " . + 1  < log _. - -  l o g +  log + ~'. + log ~',~ - -  l o g  V . + I  + k ,  n > n o. 
2 

Using (21.4) to el iminate log ~2,+:, this yields 

(22.4) ~ , , - a , + l  < l o g  ~ - - � 8 9  log l o g ~ ,  + k ,  n > no. 
2 

W e  now suppose 

(22.5) ~.+1 - ~ -< �89 (~.+1 + ~.+~) 

and apply lemma IO, (I4.5) with ~(~)= ~ and n + I for  n. This yields 

~ ( a  - -  a,+,) < log + log + log + + A. r 
T]n+I ~n+l 
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Using (21.4) with n + 1 for n we deduce 

(22.6) 

or 

(22.7) 

~- a < log + (~- -  ~.+a) - -  log + log* ~ - -  ~ + I  
2 ~ln+l 

O" < 0"n+l + A,  n > n 0. 

+ It', 

Now it follows from (21.3)  a n d  (22.4) tha t  

log ~,+a < log ~n+l - -  �89 log log g~+l + k' ,  
i.e. 

k '  ~n+l 
'~n+l • (10g ~n+l) ̀ 1'" 

Hence  if 

(22.8) ~ - -  ~+1 > (log ~)'1, 

we have 
- ~"+~ > k' ~ (log ~.+ly,  k' 
n.+~ ~,+x ~ Vo~ ~- / (log ~)'/.> (log ~)'/, 

so that  (22.6) yields 

(22.9) 
7~ 
- a < log ~ - -  log + log + log + ~ + k'. 
2 

Again if (22.8) is false we deduce from (22.6), neglect ing the second term on 

the r ight  hand side, 
7~ + 
- a < l o g ~ - - J ~ l o g  + log ~ + k ' ,  
2 

which also implies (22.9). Again (22.7) yields (22.9) using (22.4). Thus (22.9) 

holds th roughout  the  range (22.5), and since 

it follows tha t  (22.9) also ho lds . fo r  

(22.1o) �89 + ~.+1)-< ~-< �89 (~.+1 + ~.+~), 

Thus (22.9) holds for  
-> �89 (~.~ u ~,,o+1). 

n > n  o. 

We see from (I8.I) to (I8.4) tha t  if a is real and corresponds to 0 and 

then we have 
x +  e - a  = log - - - - ,  

2 i - - ~  

~ =  log f(Q), 



The Maximum Modulus and Valency of Functions Meromorphic in the Unit Circle. 239 

Thus (22.9) gives 

I - - ~  i + l o g  + log 

Hence  if ~ = 0o corresponds to .~ = �89 (~o + gno+l), we have 

I 
> k' I--~I---+-2~ I~ I~ I -- Q' ~ > ~o. 

i _  
l o g f ( o ) > k ' i _ 0 I - l o g l o g  I - - 0 '  0 > ~ o .  

This proves (x7.9). Similarly if in (22.3) a = an corresponds to 0 = ~ we have 

so tha t  

J 

log i + O~ < log log f(e;,) - -  log log log f(o,'~) + k', 

log f(o~) > k' I log I f - - - - 7  

I - -  On I - -  0n 

for  some values ~ = e~ arbi t rar i ly  near  I. This  proves (I7.8). 

23) To complete the proof  of Theorem I I I  it  remains  to show tha t  we can 

choose the cons tan t  k in lemma I2 so tha t  the  func t ion  f ( z )  takes no value 

(23.I) Wn = - -  exp. (~,) 

more than  I / ( I - - ~ )  

f ( z )  = occur when  

(23.2) 

t imes in ] z [ < o .  Consider  a fixed value wn. 

(s) = log wn = log gn + mze i, 

The  roots  of 

where m is a positive or negat ive odd integer .  

Le t  an, ~,~ be defined as in (18.5), (I8.6). 

responds to s = a + i~ by (I8.2), we have 

Then  if Q~<O,, and z = oe i~ cor- 

II +~e~~ I I + ~  ~ - a = l o g  < l o g  - -  an. 
2 I - - ~  e i~  - -  I - -  On 2 

Also it  follows f rom lemma 4 t h a t  if a--< an, the point  a + i*  cannot  correspond 

to an in ter ior  or b o u n d a r y  point  of the sheet  Rn by (I8.i).  I t  follows t h a t  the 

equat ion (23.2) has no roots  for  s = a + i ,  wi th  a ---< an. Hence  also the  equat ion 

(23.3) f ( z )  ~ Wn 

has no roots  in [z]--<0,~, a n d  so none of the  equat ions (23.3) for  any n have 

roots  in [z[ --< 01. 
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Suppose next  tha t  

(23.4) qM+l g ~ < ~M+2, M--> o; 

and let p~(Q) denote the  total  number  of roots of (23.3) for which 

= log w,,-- ~,~ + mz~i = log f (z )  

lies in the  sheet R~ [as an inter ior  or f ront ier  point]. W e  must  have 

by (5.12). Since m can take only odd integral  values, we deduce f rom this and 

the fact  tha t  ~ = log f ( z )  gives a schlicht map onto R~ tha t  

Hence  we have 

2 

M--1 M-t 
X ~9/~(0) < X (~/z+l - -  ~/*) < ~M< (~M+I) lie. 

,u,=l /*=1 

by (21.2). Thus 
M-1 < I  

(23.5) log • P~,(O) log gM+l. 
/.r C 

Now it follows from lemma IO, (I4.4), tha t  if 

(23.6) ~ = ~M = �89 (~M + ~+1) 

p 
corresponds to s = a~ we have 

; (a~-- aM) > log ~ -- ~" l o , ;  l o , ;  ~St-- ~M 

which gives 

log - -  

A, 

~ -  ~ < ~- ( a ~ -  a~,) + log + ( a ~ -  aM) + A. 
,j~ 2 

Using (23.6) and (21.3) this gives, since ~M+I > 2 ~M by (21.2), 

(23.7) 

Also since 

we have 

t 
log ~M+I < 2 aM + log + aM + A - -  k. 

�89 ( ~  + ~ , 1 )  -< ~ , 1 -  ~M+i 

, < < _2 log I +___~Q 
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by (23.4) and (~8.6). Thus  (23.5), (23.7) give 

~g-~ ~ f  ~ + 0  I log ~ p~, (~) ~ - log - -  + log log - -  

since c ~  I. Hence  if  

< x  clog ~+A(c)--k 
c l - -  e 

(a3.8) k > A (c) 

we shall have 
M--1 I 

(23.9) ~ p~(~) < ~ O < g < I. 
? t= l  3 (  I --O)' 

Next  consider  p~(~) for  p = M or 21/+ I, i.e., the roots  of (23.3) in ]z I <--~ for  

which 
= log w~ = ~ + ~n ~ i  

lies in the  sheet  RM, RM+I, respectively,  i f  ~ lies in R~ and corresponds to 

s = a + iT in the  strip I~1 ~ I by (IS.I) we see from lemma Io, (I4.5) tha t  

(a - -  ~,) + log i > l o g [ m ~ [ _  A. 

This gives 

(23.IO) log [m I < -~a + log 2 ~_.[~[  + A-- /~ 

making use of (21.3). Also if ~ gives rise to a root  of (23,3) lying in [z[--<~ 

then a + i~  must  correspond to z ' =  ~ 'e  ~~ with ~ ' ~  ~. Hence  

I I +~'  
d[o, a + i~; [~[ <:1] -~ d[o, o'ei~ lz] < i] = -21og ,. 

Using lemma 7 we deduce 

I log I + ~  ) I log -~ => + - log 
I - e  4 ~ i - l ~ ]  

A. 

Thus (23.1o) gives 

(23,II)  loglml<_logT _ + A - - k  

I f  m is the larges t  odd in teger  sa t is fying (23.Ii)  we have p~(~)--< 2~n. Thus  

we have 
18 - 642128 Ae~a ~ / r  86 
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(23.I2) 

log p~ (0) -< log I log 3, 
I - - ~  

I 

p ,  (e) < - -  3(I - -e )  

if k > A .  Taking # = M, M +  I in (23.I2) we have from this and (23.9) 

M + I  I 

(23.13) Z, p~ (e) < - - "  

/*=1 I - - ~  

Also since (23.4) holds, i t  follows from lemma 4, as we remarked earlier, t ha t  

the circle I z l < p  can contain no points which correspond to points ~ in the 

sheets R ji+2, R~x+3, . . .  etc. Thus if p(0) denotes the tota l  number  of roots of 

the equation (23.3)in ]z] < p  we have f rom (23.x3) 

M + I  I 

p (o) = X p~(e )  < - - ,  

provided tha t  (23.8) holds with a sufficiently large constant  A (c). Since we have 

already shown tha t  (i7.9) , (i7.8) hold in this case, the proof of Theorem I I I  is 

complete. 

Sets of  Values E Ha v i n g  the Same Effect  as t h e  W h o l e  Plane .  

24) We now turn  our a t tent ion to the last problem of this chapter,  problem (ii) 

of paragraph I. I t  has been shown in Chapter  I I ,  Theorem V I I ,  tha t  if  f(z) 
takes none of a sequence of values w,~ which satisfy 

(2 4. I) W o = O, 

(24 .2) Iw ,+ l l  < ~ l w - I ,  ~ = I, 2 . . . ,  

(24-3) ]w~[ --> c~, as n ~ c~, 

more than  p(~) times in ]z] < ~ for o < ~ < I, then  we have 

(24.4) 

where 
0 

I + 2 ~  Q.-- 
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No stronger result than this holds even if f ( z )  takes no value more than p(~) 

times, at least when 

(24-5) P(e) = (I - -e )  -a, O ~ a < o o .  

This was shown in Chapter II ,  paragraph 21 .  Our problem is to what extent 

the conditions (24.I) to (24.3) can be relaxed, without weakening (24.4). We 

show first that  we cannot greatly weaken (24.2), (24.3) when P ( e ) ~  I, i.e., a -- o 

in (24.5). Clearly (24.:) represents a mere normalization. In this case (24.4) gives 

I = o( ,oo 
As a converse we have 

Theorem IV. Suppose that r~ is a sequence of real positive numbers such that 

rn+ 1 

rn 

Then there exists f (z )  regular nonzero in I zl < I and taking no value wn such that 

I Wnl----rn more than once and such that 

log If(e) l + oo, as  e 
log (: /( i  --  e)) 

Although we cannot weaken (24.2), (24.3) much for all functions p ( ~ ) w e  

can do so if p(~) grows as rapidly as in (24.5) with a > o .  In fact  we showed 

in Theorem IX of Chapter I I  that  in this case we can replace (24.2) by the 

weaker condition 

(24.6) I wn+ : l< lwn l  k, n-~ 1,2, k = c o n s . > I .  

This condition is best possible in an even sharper sense than that  of Theorem IV. 

We have in fact 

Theorem V. Let  E be any set of complex values which does not contain a 

sequence of values w,, satisfying (24.3), (24.6). Then given a, o < a <--- I there exists 

f ( z )  regular nonzero in I zl < :  taking no value in E more than ( I - - e )  -a times in  

I z [ ~-- ~ for o < ~ < I and such that 

lira (I  - -  e) a log  M [ e , / ]  = oo. 
q---~ 1 

Thus the condition that  E shall contain a sequence satisfying (24.3), (24.6) 

is necessary and sufficient ill order that  E shall have the effect of the whole 

plane when P(e) is given by (24.5) with o < a - - <  I. 
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Last ly  when a > I in (24.5) i t  follows f rom Theorem V of Chapter  I I  tha t  

even the set E given by w = o, x, co is sufficient to resul t  in (24.4). Thus the 

proof of Theorems IV and V will dispose of problem (ii) of paragraph I, com- 

pletely when a > o, and to a large extent  when a = o. 

Proof  of  Theorem IV. 

25) We  prove first Theorem IV which is much simpler than  Theorem V. 

Le t  r~ be the numbers of Theorem IV supposedly ar ranged in order of increasing 

magnitude.  We may suppose wi thout  loss in general i ty  t ha t  

( 2 5 . I )  r ne  = e 

for  some integer  n o . Then we choose 

(25,2) ~ = log rn+~- l ,  

Since the rn sat isfy 

we shall have 

(25.3) 

7~ = I ,  2 ,  . . .  

- -  ---> CK~ 

rn 

~ n + l  - -  ~n  ~ OO. 

Thus the numbers ~,,+1--~n have a positive min imum and so we can find ~0>  o 

such tha t  

~/o< I 

2~7o<~n+x--~n, n = I ,  2 , . . .  
We  then  choose 

(25.4) ~n=*?0, n =  1 , 2 , . . .  

and i t  follows tha t  the numbers  ~n, ~n satisfy the condit ions (5.4), (5.5), 

We  shall define the curves Cn in accordance with (II . I ) ,  so tha t  ~ =  ~V(s), 

defined as in (I8.1) maps the strip i : I  conformally onto a domain D, since the 

sheets Rn are non.overlapping. We define f(z)  by (18.1) to (18.4). 

Suppose tha t  

(25.5) = 

where I = I t  fonows tha t  ei ther  n < no, so tha t  

(25.6) = log  Iw l < 
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by (25.I) or n ~ n o so tha t  

(2S.7~ ~ = log lw . [  = ~,,-,~ 

Also if (25-5) holds, 
log w,  = ~ + i arg w,  + 2 m ~ i  

mus t  lie in D and in case (25.6) holds we deduce f rom (5.12) 

l a rg  w. + 2 mzc[ < ~,--~0 = 2 

which can hold only for  a t  most  one value of m. Also if (25 .7)holds  we deduce 

f rom (25.4) and (5.I3) t ha t  

]arg wn + 2 m ~r[ < ~1o < I 

which can again  hold for  a t  most  one value of m. Thus  if (25 .5)holds  we 

must  have 

lo~f(~)  = log I~ .  I+  i (a~g ~ + 2 = ~) 

which can hold for  a t  most  one value of m in all cases. Since log f ( z )  gives a 

schlicht  mapping  of  I z l <  I onto  the  domain  D, we deduce tha t  (25.5) has at  

most  one solut ion in I z l < I  for  each wn. 

26) It remains to show that 

log I f ( ~ t  ~ + co, 
I 

log 
as ~ - } I .  

Since ~, ~, 0 are re la ted  as in (i8.1) to (18.4) this is equivalent  to proving t h a t  

(26. I) -~-~ + co, as ~--> + co, 
0 

where ~ = ~ correspond to s =  o in the  mapping  of (IS.I). Suppose 

(26.2) ~,, <_ ~ <_ t (~,, + ~,,+,) 

and t h a t  s = a corresponds to ~ = ~. Then  it  follows f rom (I 1.2), t h a t  if as is 

defined as in (I8.5) we have 

~(a--a,) < l o g  + -~--~" + A 
~n 

(26.3) (a - -  a~) < log + (~ - -  ~,) + A + log + ! 
~o 
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by (25.4). 

we deduce  

(26.4) 

r 

I n  p a r t i c u l a r  if s = an co r r e sponds  to  

(an - -  an) < log ( ~  - -  E,) + A + log  + L .  
Vo 

Also  t he  d o m a i n  D con ta in s  t he  circle C, 

w h i c h  c o n t a i n s  the  p o i n t  ~ = ~n+l - -Vn+l  = ~ . + 1 - - %  by (25.4) and  

d [ ~ + , -  ,70, ~ ;  C] = I log 
2 

~.+t - -  ~-  - -  Vo < ! l o g  ~n+ ,  - -  ~,, 
~o 2 '70 

Hence ,  s ince a = a~, an+l c o r r e s p o n d  to  ~ = fin, ~n+l-  '7.+1, we have  

, I ~(a.+,- an).< ~ l o g  - -  
4 

~n+l - -  ~n < I log  ( ~ n + l  - -  ~,) + log  + I .  
% 2 % 

C o m b i n i n g  th i s  w i th  (26.4) we h a v e  

_ + I 

7~(ffn+l - -  fin) < 2 log  (~n+l - -  ~,,) + 2 log  - -  + A. 
2 '2o 

Since  (25.3) ho lds  we deduce  f r o m  this  t h a t  

a n d  so t h a t  

f f n +  l - -  q n  ~+~ _ ~ .  ~ o ,  

an 
- -  --> 0 ,  a s  

as n -~ 0% 

n - -~  o O .  

T h u s  g iven  e > o we can  find n o such  t h a t  

- a~ < e ~n, n > no.  
2 

T h e n  (26.3) shows  t h a t  i f  n > n o a n d  (26.2) holds,  t h e n  

- a < e ~,~ + log  + (~ - -  ~n) + A + log  + I 
2 ~o 

(26.5) n . - a < e ~ + l o g  +-I + A + l o g  + !  
2 e ~/o 
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Again  if 

(26.6) �89 (~,,-1 + ~.) --< ~ --< ~. 

we have ~ > �89 ~.. Since also ~ is an increasing funct ion of ~ we deduce in this 

ease f rom (26.5) t h a t  

- a < 2 e ~ + l o g  I + A  + l o g  +~-. 
2 ~ 7o 

Thus in any ease we see t ha t  if ei ther (26.2) or (26.6) holds for some n >---n o 

and ~ is sufficiently large we have 

- a . <  3e ~ 2 

so tha t  this inequal i ty holds for all sufficiently large ~. This proves (26.1) and 

completes the proof of Theorem IV. 

Proof  of Theorem V. 

27) We now commence the proof of Theorem V. The method is similar to 

t h a t  already employed in the proofs  of Theorems I I  and I I I .  We use the defini- 

t ions and nota t ion  of (I8.1) to (18.6). The prel iminary resulf analogous to 

lemmas 1I and I2 is as follows. 

L e m m a  13. Suppose that the conditions of Theorem V are satisfied. Then given 

any positive constant K we can define the ~ ,  ~ and the curves C~ to satisfy the 

conditions of paragraph 5 and in addition the following. 

(i) (27.I) 

(27.2) 

(27.3) 

where A 1 is an absolute 

contains no value w such 

(27.4) 

~ ~ > 3 ( ~ - 1 )  ~, 

_~+1 = A i m  ~ ,  

constant greater than 2. 

that 

~2,~ < log [w [ < ~2~+1, 

(ii) The quantities •n and an satisfy 

m =  1 , 2 , . . .  

~n ~ I ,  2 ,  . . .  

Further the set E of Theorem V 

m ~ > i .  

+ K [ < A , ,  n > i ,  

where A2 is another absolute constant. 
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(iii) The curve C,, is defined as in ( I I . I )  when n is odd, and when n is even, 

(I3.1) holds, and U~ is defined in accordance with (13.2) to (13.9). 

(iv) I f  the conditions (i) to (iii) are satisfied and f ( z )  is defined as in (I8.4) 

we have 
lira (I --~)" log [f(~)l = + oo. 
Q--~I 

28) Suppose tha t  ~m-1 has a l ready been defined to satisfy the condit ions 

of lemma 13. W e  leave A, undefined for  the  t ime being and define ~2m, ~2m+1 

as follows. Suppose tha t  E contains some value w such tha t  

(28.I) 

for  any real ~ such tha t  

(~82) 

< log Iw] < A , m ~  

> 3 (f~-~)'.  

for  every v--> I. 

Then we can find w, in E such tha t  

3 (A1 m)" (~,~_~)' < log I w, I < 3 (A, m),+~ (~,~-1)' 

The sequence w, clearly satisfies 

log I w,+~ I < (A~ m)' log I w, I 
and 

W~ --)" OO 

cont rary  to the hypo theses  of Theorem V. Thus we can find ~ sat isfying (28.2), 

such tha t  E contains no value w for  which (28 . I )ho ld s  and we then  define 

~2,~ = ~, ~2~+1 = A , m ~  and we see tha t  this induct ive definition satisfies (27.I) 

to (27.4). 

Suppose nex~ tha t  ,/,, v = I to n have been defined so tha t  wha tever  the 

values of 7, are for  v > n, (27.5) is satisfied for  I, 2, . . . ,  n. Suppose fur ther ,  for  

the present,  tha t  if 

(28.3) ~'~ -- �89 (~  + ~,§ 

and s = ~ corresponds to ~ = ~"~ then 

(28.4) ( I - - , ) l o g ~ , + , - - [ ~ o ' n - - l o g ( ~ , + l - - ~ , ) ]  + K > 2 - - A , ,  

where  A 2 is the  constamt of  (27.5). Then it follows, by a now famil iar  me thod  

that  we can satisfy (27.5) with n + I also. In  fac t  we choose first all the  7, 
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for v > n fixed and W~+I fixed and small, and since then a increases with ~ and 

becomes very large if  ~ = ~+1--~7n+1, we can find 6' so tha t  

~'. <_ ~' _< ~.+~ 

and ~' corresponds to ~' where 

We then  change '7~+1 to the value given by 

(28.6) ~/,+1 = ~,+x - -  ~' 

so t h a t  a' becomes o,+1. I t  follows from lemma 6 tha t ,  however the ~7~, v > n + I 

are chosen this cannnot  al ter  o' by more than  I so t h a t  

(28 .7)  ] ~ . + ,  - o']  < ~. 

Using (28.5), (28.6) (28.7) we shah have 

f rom which (27.5) follows for  n + I provided tha t  A~ > 2 which we may assume. 

Also we have clearly 

(28 .8 )  ~ .+~  < ~ .+~ - ~ = �89 (~.+1 - ~.) 

so t h a t  (5.5) is satisfied. Fu r t h e r  (27.I), (27.2) imply 

since ~o-- - - I  by (5.I), so t ha t  i t  follows f rom (28.8) that  ,7,+1 also satisfies (5.4). 

F u r t h e r  if  

(28.9) A1 > 3 e ~ + I 

we shall have from (27.3) 

so t ha t  (28.8) yields 

Thus when n is even (I3.I) is also satisfied provided tha t  (28.9) holds so t h a t  

in this case we can define the curves Cn in accordance with the condit ions (iii). 

Thus the  condit ions (i) to (iii) of lemma 13 can all be satisfied provided tha t  we 

can satisfy (28.4) for all n > o. 
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29) Now when n = o, we have from (28.3) , (5.I) and (27.I) 

= � 8 9  + 

so tha t  always a; = o and (28.4) becomes 

( ; - -  I )  log ~ + K > 2 - - A ~ ,  

which is always t rue,  since ~ ,  K are positive and we have assumed A s >  2. 

Thus  we can define ~7~ to satisfy the  condi t ions of lemma 13 with A,. = 3- 

Suppose now tha t  V2m-1 has Mready been defined to satisfy (27.5) with a 

cons tan t  A~ = 3. Then  i t  follows f rom lemma 9, (I 1.2) t ha t  we have wi th  the 

no ta t ion  of (28.3) 
p 

p 
( a ~ - , -  a2~-~) < log  ~2,~-x - -  ~2.-~ + A 

~ ] 2 m - -  1 

= lOg .~2m- ~2m--1 2~- A, 
~]2m- 1 

i.e. 

log (~2m ~m,--l) - -  ~ O'~ra--1 + 7/: a ~ m - 1  - -  log ~2m-1 + A > o. 
2 

Using (27.5) , which holds by hypothes is  for  n = 2 m - - I ,  A s = 3  and (28.3) this 

becomes 

- -  ' - -  - 0 " 2 m - 1  -[-  - - I  log g2~ + K >  - - A ,  
z 

which yields (28.4) for  n = 2 m - - I ,  with As = A on no t ing  tha t  g2m < g.~+1. 

Thus if (27.5) can be satisfied for  n = 2 m - - I  w i th  a cons tan t  A s = 3, then  

(28.4) holds for  n = 2 m - - I ,  with A s = A and hence (27.5) can be satisfied for  

n = 2m, wi th  A s = A, where A is an absolute constant .  

Suppose now tha t  (27.5) holds for  n = 2 m  with A,  = A. Then  ( I 4 . 4 ) o f  

l emma IO gives with the no ta t ion  of (28.3) 

(e9.1) 7 ( a ~ - - a , ~ )  < log ~ " - - - E 2 ~  log+log+ (g;~-~-~2~) + A. 

Now we have 

so tha t  f rom (28.3) , (27.3) we deduce 
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> > A ,  r n - - l .  

Thus  (29.I) yields 

(29.2) ~ (a~m - -  a2~) < log ~ '~ - -  ~2,,. log + log + A, m + A 
2 ~2m 

Assuming  t h a t  (27.5) holds wi th  a cer ta in  consta~lt A~ = A, when  n = 2 m  we 

deduce  

[ ] g/~ , + 

- -  I log g2~+1 - -  ~ a2m - -  log (~m - -  ~m) + K + A - -  log log + A, m > 2 - -  3. 

Since g2~+, < ~2,~+2 this  yields (28.4) wi th  n = 2 m and A2 = 3, p rovided  t h a t  the  

cons tan t  A 1 which has h i the r to  been lef t  unde te rmined  is so chosen t h a t  

log + log + A1 > A. 

Thus  if A, is a su i tably  la rge  absolute  cons tan t  and  (27.5)holds  for  n = 2 m - - I  

with A ~ - - 3 ,  we can ensure  t h a t  (27.5) holds for  n = 2 m ,  wi th  A , = A  and for  

n = 2 m +  I wi th  A ~ =  3. W e  have  a l ready shown t h a t  (27.5) can be made  to 

hold when  n = I, wi th  A,  = 3. Thus  we can ensure  t h a t  (27.5) holds for  all  

values of n wi th  a sui table  cons t an t  A~, if  A,  is a large absolute  cons tant .  

Hence we can  sat isfy condi t ions  (i) to (iii) of l e m m a  13. 

I t  r ema ins  to prove  (iv). W e  use (29 .2 ) .  This yields 

~7g , gg 

- a2ra < log ( ~ m  - -  ~2m) + -2 a2m - -  log ~/2,n - -  log + log + m + A.. 
2 

Using (27.5) th is  gives 

- a2~ < l o g  ( ~ m - -  ~2~) + - -  I l o g  ~2~+* - -  
2 

I 
< - log g2~+1 - -  log + log + m + A + K,  

a 

l o g  + log + m + A + K 

us ing  (28.3); and  a f u r t h e r  use of (28.3) gives 

a ~ m <  I l O g ~ m _ _ l o g  + log + m +  U, 
2 a 

where  C is a cons t an t  i ndependen t  of m. H e n c e  

$g , I 
( 2 9 . 3 )  l i m  - o 2 ~  - -  - log ~m = - -  cx~. 

m---} ** 2 
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Also if f(g) is defined by ( I S . I )  tO (I8.4) and 

P 

g , I +~) )m 
- ~ m = l o g  I - -  02,n 2 

we have 

Thus (29.3) gives 

i.e. 

log f ( 6 ~ )  = ~ .  

I + O ~ m  I 
log- 

1 - -  ~2m a 
log log f(o;m) -~ -- co, 

( x - o i . , ~~  
I + O.~,J l o g f ( e 2 , ~ ) ~  + o% as  ~ n , - +  I. 

This proves lemma J3 (iv) and completes the proof of lemma 13. 

30) To complete the proof of Theorem V it remains to show that  if f(z) 
is defined as in lemma i s then we can choose the constant K of that  lemma 

so tha t  for o < ~ <  I f(z) takes no value of E more than ( I - -~)  -a times in 

[z[ < ~. Let 

(3o.~) 

be a value of E. 

w = exp (f + i 7) 

I t  follows from (27.4) that we must have either 

~2~-~-< E < ~2=, m = 2 , 3 , . . .  

or alternatively 

(30.2) 

Consider the equation 

(30.3) 
I t  has solutions only where 

f (~)  = w 

logf(z)  = ~ + i T + 2 v ~ i  

and exactly one solution corresponding to each point 

~ + i ~ + 2 ~ i  
lying in some sheet R~. 

Suppose first that  izl ~ . 1  where the ~. are defined as in ( I 8 . 6 ) .  Then it 

follows that  z corresponds to a point a + i~ in the s plane by (I8.2) where 

2 II +Z[  2 I+q .+1  a = - l o g  - -  ~ -  l o g - - = o . + l .  
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Thus i t  follows f rom lemma 4, t ha t  in the mapping of ( I 8 . I ) t h e  point  

+ i ,  cannot  correspond to a point  ~ lying in the sheet •n+l. Thus the  value 

of l og f ( z )  lies inside or on the f ront ier  of one of the sheets R0, R I , / ~ ,  . . . , / ~ .  

In  part icular  if  [z] --< Or, l og f ( z ) ' l i e s  in R 0 so t ha t  we have f rom (5.12), (27.I) 

] arg f ( z )  ] < ~t - -  ~o = 2. 

Thus f ( z )  is sehlicht  in }z}--< et and so takes no value more t han  once and a 

fort iori  no t  more t han  (I --~)-~ t imes in Izl < 0 if ~ < Ql. 

Suppose next  t ha t  

(30.4) ~ ~ ~ ~ e~i+l ,  n ~ I .  

Let  w, given by (3o.I), be a value of E,  consider the roots of (30.3) which lie 

in ]z [ < Q and let p (5) be the i r  to ta l  number .  We divide these roots into n + 1 

groups according as the corresponding value of 

= log w = log f ( z )  

lies in the sheet R~, p - - o  to n. l As we remarked above, ~ cannot  lie in R~ 

with p > n, if (3o.4) holds. W e  denote the  corresponding tota l  number  of roots 

of (3o.3) in  Izl < ~ by Pt,(0). 

I f  ~ lies in R~ we have 

~-- l o g w  + 2 m ~ i  

for some integer  m. I t  follows f rom (5.x2) t ha t  we have in B t, 

I,~ r < ~,~+1 - ~ .  

Hence there can be at  most  

~ ( ~ . + 1 -  ~)  + 

different  values of m. Each of these gives rise to exactly one root  of the  equa- 

t ion (30.3) , so t ha t  we have 

I 
p~ (5) -< ~ (~+1 - ~)  + I < ~+1 - ~ ,  

making use of (27.1) to (27.4). Thus we have 

n--2 n--2 

(30.5) Xp~(~)  < X ( ~ . §  = ~n-i + i, . -> 2. 
/.*=0 ~ 0  

1 A point on the frontier segment of Rn-1,_l{n we consider as lying in Rn. 
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N o w  if n is odd  so t h a t  C.  is def ined  in a c c o r d a n c e  w i th  ( I I . l ) ,  we  h a v e  f r o m  

l e m m a  9, (11"3) 

zc ~ - - ~ n  A, ( o -  ,Tn) > log + ,7. 

i f  ~ --~ ~ ~ �89 (~n+l + ~.) and  s = a c o r r e s p o n d s  to  ~ = ~. C h o o s i n g  ~ = ~,+a - -  ~n+X --~ 

�89 (~n + ~n+i), SO t h a t  a = a n §  we deduce  a f o r t i o r i  

~- (an+l - -  an) > log ~''+~ - -  ~ A. 
2 ~n 

Also  s ince n is odd  a n d  so 

f r o m  (27.3) , we deduce  
7~ 

log  ~n+~ < ~ a,,+l + log 1/n - -  - 

M a k i n g  use  of  (27.5) th is  g ives  

2z: 
an + A. 

2 

I log  ~n+l "F K < zc 
- - q , ,+ l  + A ,  
a 2 

log  ~n+l < 2 a  [•n+l + A] - - a K . .  

H e n c e  if  n is odd  we h a v e  

log  ~n+l < - a an+l - -  log  20, 
2 

p r o v i d e d  t h a t  

(30.6) g > A (a). 

W e  deduce  t h a t  w h e t h e r  n is even  or  odd,  we h a v e  a lways  

l o g a n _ l <  ~ a a n - l o g 2 0 ,  n - ->2 ,  
2 

if  (30.6) holds .  U s i n g  (I8.6)  we deduce  

(30.7) ~n--1 + I < 2 ~n--1 < I ( I  + ~ n l a  ' - -  - -  n ~ 2  
I O  \ I  - -  Q n l  

provided K is suitably chosen. 

We deduce from this and (3o.5) that 

n - - 2  

(3 ~  ~ P/~(O) < 1 (I - -  ~a) - a  "< 1 (I - -  ~})-a n ~ 2, 
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if (30.6) holds, using (30.4). W e  define the left  hand side of (30.8) to be zero 

if n < 2 .  

31) 

(3I.I) 

Consider now p,(q) for  /, = n, n - -  1. I f  (30.3) holds for  w in E and if 

~ =  log w = ~ + i~ 7 + 2 m : , r i  

(3t.4) l o g [ F +  2 m ~ [ <  - ~ a + l o g  i 2 , - - I  F-----]  + log Ve - -  2 ae + A. 

Making use of (27.5), (31.4) gives for  any /~ ~ I 

(31,5) log 1~7 + 2mz~l < - z a  + log r ( ~ )  2 I --I ~------] + I -- log ~e+ ' -  

Also we have from (5.12) 

if (31.1) holds. Thus  (31.5) gives 

K + A .  

(3 1.6) /7I log ] ~/+ 2 m ~[ < ~-2 a + log I--I~1 + A - - K .  

~ o w  if I-'1 = ~' and z is a point  such tha t  f ( z ) =  w, where  log w lies in R e and 

z corresponds to a +  iz  in the  mapping  of  (18.2), then we have 

I I + ~ '  ~ff I I (31.7) 2 log > + - log A 
' - d  4 2 1-1 1 

making use of lemma 7. Also Pc(O) does not  exceed the total  number  of values 

of m (positive, negat ive  or zero) for  which (31.1) holds with ff corresponding by 

( ,8. ,) ,  (,8.2) to a point  z in [el < e. Thus (31.6), (31.7) give 

lies in Rt,, then we must  have ei ther  /~ = o, or /~ odd, or /~ even and # : >  o and 

(3,.2) _< 

making use of (27.4). I f  /~ = o (31.1) can hold for  at  most  a single value of  m 

as we have already seen. Suppose next  be odd. Then C e is defined by (11 . i ) and  

hence if ~ = log w corresponds to a + iF in the s plane we have from lemma 9, (I 1.3) 

(31.3) 7 (a__  ae) + log 1 1~7 + 2mz~ I 1 [ ~ - 1  > I~ -- A. 

Similarly if /z is even and (31.2) holds, so tha t  C e is defined by (,3.2) to (I3.9) 

we have (31.3) from lemma IO, (I4.5). In  ei ther  case we deduce 
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_I log [p~,(~)-- I] < log ! + Q + A--K. 
a I - - O  

We can take A (a) in (3o.6) so large that  this gives 

[ I -kO l o g i c ]  l o g [ p t , ( Q ) - - I ] < a  log x--O 

I 
a log - -  log 5, 

I - - ~  

(3,.8) p~(~) < .~(I --~)-a + I. 

Now ~ given by (3I.I) can only be interior to R 0 if ~ < ~i and in this case 

cannot lie in R, since C1 is given by (I I.I). Hence (31.8) applied with/~ = I, gives 

P0 (~) -b P l  (~) < I -[- 1. (I  ~)--a. 

Since Po(O)+ .~, (0) is an integer, we deduce from this that 

if ( I - - ~ ) -  ~ 5 and 

otherwise. Hence in any case we have 

po( ) + p, -< (, - 

Since ~ = l o g f ( z )  cannot lie in R~ with p - - 2  if I z [ ~  this proves that  p(~), 

the total number of roots of f(z)=-w in I z[ < Q, is at most ( I - -~) -a ,  for ~ < ~2 

and any w. Suppose next that  (3o.4) holds with n >--2. Then we have 

from (30.7). Hence we have from this and (3o.8), (31.8) 

0--2 
Z < Z + p,,-,(Q) 

~=o ~=0 

< l.(i __~)-a + 2 Ix + I(I __ ~))-a] ~ (.} + ~)(, __ ~)-a. 

Thus again the equation f(z)=w has at most (I--O) -a roots in [z[ < ~  when w 

lies in E. Hence this is true in all cases and the proof of Theorem V is complete. 
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