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Introduction 

Let ~ be a Coo manifold, with boundary ~ .  Let  E, E '  (resp. F, F ' )  be vector bundles 

on ~ (resp. ~ ) .  Our aim is to construct an "algebra" of operators: 

c~(t~, E) c~(a, F) 
(0.1) Q : | -~ | 

c~(~fl, F) C~(~f~, F) 

which will contain at  least the operator describing a classical boundary problem, and also 

i ts  parametr ix in the elliptic case. In  fact what we construct there is one of the smallest 

possible "algebras" tha t  will work. In  tha t  respect, our result is less general than tha t  of 

Vi~ik and Eskin [10]. The difference lies in the fact tha t  in our problem, the pseudo-dif- 

ferential appearing in (0.1) (coefficient A) has to satisfy a supplementary condition along 

the boundary: the transmission property. (1) The operators tha t  arise in (0.1) have already 

been described in [6] (where we also require analyticity). 

In  this work, we only require tha t  the operators preserve locally Coo functions. The 

symbolic calculus is developed further than in [6], and we derive an index formula for 

elliptic problems, extending tha t  of [3]. 

Roughly speaking, the coefficient A in (0.1)is a sum A = P + G ,  whereP  is a pseudo- 

differential operator satisfying the transmission condition (w 2), and G (which we call a 

singular Green operator - -w 3) is an operator which takes any distribution into a function 

which is C ~ inside ~ (but may  be irregular at  the boundary): such operators arise for 

(1) With Vi~ik's notations, the partial indices Zi (X', ~') have to be integers. This is an important 
restriction, since the operators that arise in mixed boundary problems do not usually satisfy it. How- 
ever, many problems can already be reduced to this case. 
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example to describe the change in the solution of an elliptic boundary problem when the 

boundary conditions are modified. 

The coefficient K in the matrix (0.1) is called a Poisson operator (w 3). I t  serves in 

particular to describe the solutions of the homogeneous equation P]  =0, where P is an 

elliptic (pseudo) differential operator, in terms of boundary data. 

The coefficient T is called a trace operator (w 3). 

I t  is the sum of the adjoint of a Poisson operator and of classical trace operators 

] -~Q(a~]]a~), where Q is a pseudo-differential operator on the boundary, and an a normal 

derivative. (The adjoints of Poisson operators do not seem to have been systematically 

used anywhere yet, although of course they arise implicitly in many places. They may be 

of interest for boundary problems since they extend continuously to much larger spaces 

than the classical boundary conditions---e.g, they are continuous for the L 2 topology). 

The last term Q is a pseudo-differential operator on the boundary. 

These operators form an "algebra"---i.e. the sum and the composition of two matrices 

such as (0.1) is another one if it is defined. 

They also give rise to a symbolic calculus. In fact this is done in two steps. First an 

interior symbol is defined: this is just the symbol of the pseudo-differential operator that  

appears in (0.1). I t  is a continuous matrix on the set of non vanishing covectors on ~.  

Secondly a boundary symbol is defined. This is a Wiener-Hopf operator depending 

continuously on a non vanishing covector on the boundary a~. 

The Wiener-Hopf operators tha t  we will use are described in w 1, and the other para~ 

graphs depend rather heavily on that.  The symbolic calculus is otherwise described in w 4. 

The general boundary problem is discussed in w 5, where we prove an index formula ex- 

tending that  of [3], [4]. The idea of the proof of the index formula the following: first we 

check that  the index of some "key"  elliptic systems are zero (w 5, no. 2). In the general case, 

it  turns out tha t  the composition of an elliptic system and one of these can be deformed 

into a new system which splits as the direct sum of an elliptic operator on the boundary, 

and of an elliptic operator on the interior which coincides with the identity operator near 

the boundary ((5.15), (5.18), (5.19)). Then the index formula of [4] can be applied (w no. 8). 

This work is the final version of lecture notes to the Nordic Summer School of Mathe- 

matics 1969. I wish to express here my warmest thanks to the organizers, T. Ganelius, 

L. G~rding and L. HSrmander, for the very profitable time I spent there. 
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N o t a t i o n s  

Since the notations concerning function spaces on a manifold with boundary are not  

very uniform in the existing litterature, we begin by  describing those tha t  are used here. 

R+ is the closed half line x/> 0 

R~ is the closed half-space x,>~0 in R n. 

Let  ~ be a G ~ manifold with boundary.  We denote the boundary by  ~ ,  and the interior 

by  ~ (thus ~ is the disjoint union ~ = ~ U  ~ ) .  

We will usually suppose tha t  ~ is embedded in some G ~ neighboring manifold of the 

same dimension (e.g. the double of ~).  All the constructions hereafter do not  depend on 

the choice of this manifold, and we will refer to it as "a  neighborhood of ~ " .  

We denote by  C~ (resp. C~(~)) the space of functions which are G ~ up to the 

boundary on ~ (resp. and of compact support), i.e. every derivative has a limit on the 

boundary: such a function can be extended into a C ~ function near ~ .  

Similarly, if E is a C ~ vector bundle on ~ ,  C~  E) (resp. C~(~,  E)) is the space of 

sections of E which are C ~ up to the boundary (resp. and of compact support). 

We denote by ~0'(~) (resp. ~ ' (~))  the space of distributions defined in a neighborhood 

of ~ ,  and supported by  ~ (resp. and of compact support). Thus ~0'(~) is the dual space of 

C~(~), and ~ ' (~ )  is the dual space of C~(~).(1) (As usual ~)'(~) denotes the space of dis- 

tributions on the interior ~ .  Let  us recall tha t  the restriction map O ' (~)  ~ O ' (~)  is neither 

onto nor one to one.) 

Throughout this work, T ~  will denote the cotangent bundle (this is of course iso- 

morphic to the tangent  bundlc c.g. through the choice of a C ~ metric on ~) .  T ~  is the 

restriction to ~ of the cotangent bundle of a neighborhood of ~ .  

In  w 5 we use K-theory. For the definitions and main theorems, we refer to [1], [2]. We 

will be concerned with K-theory with compact supports only. Thus if B5 and S5 are the 

unit  ball and unit sphere of T ~  for some metric, there is a natural  identification 

K ( T ~ )  = K(B~) 

K(T~}  = K(B~, aBe) = K(B~, Sn U (B~/~n}). 

(1) In the present article, we are really concerned with the space of currents of order 0 (general- 
ized functions), which is the natural extension of the space of functions. Naturally this is identified 
with the space of distributions once a measure with C ~ density has been chosen. And we will not make 
the distinction further on. 
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1. The Wiener-Hopf algebra 

The results in this paragraph are not  particularly new or difficult. But  it  was con- 

venient to group them here. 

1. Notations. 

(1.1) Let  H be the vector space of all complex valued functions/(t) on the real line, 

which are U ~176 and have a regular pole at  infinity, i.e. (z + 1)v[ l ~ z  is a C ~ function on 

the unit circle [z[ =1 (including at the point z= - 1 )  for large integral p. Or equivalently 

] is C ~ and has an asymptotic expansion 

/~ E a~t -~  ( t -~)  
k ~ - N  

and this expansion still holds after any number of differentiations. 

(1.2) Let  H + be the subspace consisting of those functions ]6H which can be extended 

analytically in the lower complex half plane I m t  i> 0, and vanish at infinity (for such func- 

tions, the asymptotic expansion (1.1) holds when t-* o% Im t~<0, and N =  -1 ) .  

(1.3) Let  H -  be the supplementary of H+ in H consisting of those functions which can 

be extended analytically in the upper half plane Im t ~> 0: for such functions, the asymptotic 

expansion (1.1) holds when t-~ 0% Im t>~0. 

(These spaces have a topology in a natural way: H+ is Fr~chet, H and H -  are LF.) 

(1.4) We will denote by h + (resp. h-) the projection on H + parallel to H -  (resp. h-= 

1 -h+). 
Thus if ] is analytic on the real line, meromorphic at infinity, we have 

1 f~, /(v) h+/(t) 2 i~  v--~--t dv (if I m t < O )  

(1.5) 

1 f7 I(*) h-/(t)= 2i~ -~- t  dl: (if I m / >  0), 

where Y is a large circle in the upper half plane Im ~ > 0, oriented in the usual way (7 is 

required to contain t in its interior for the second formula). 

If / vanishes at  infinity, we also have 

(1.5)' 

h+iio= lira - _ I .  l tI l 

1 l + ~  [(~) d~. h- / ( t )=  lira 
,-.+o ~ 3. z - t - i ~  



B O U N D A R Y  P R O B L E M S  P O R  P S E U D O - D I F F E R E N T I A L  O P E R A T O R S  15 

If ] is analytic on the real line, and meromorphic at infinity, we set 

(1.6) f+/=f§ b 1(0 j;(v) d~, 

where F is, as before, a large circle in the upper half plane Im T >0. 

This linear operation extends continuously to H. Of course ~+! = ~/ is  just the ordinary 

integral if ! is integrable (i.e. vanishes to the second order at  infinity). 

Let  us notice tha t  ~+! vanishes if ] belongs to H + and is integrable or if / belongs to 

H - .  So ~+!g only depends on h-g (resp. h+g) i f / e l l +  ( r e sp . / e l l - ) .  

Let  p E H. Then p has a unique expansion 

N +oo (1 it~ I' 
(1.7) p(t) = 5 ~,~ + ~ ak 

s=l -oo ~l + i t ]  ' 

where the coefficients a~ form a rapidly decreasing sequence If [ E H vanishes at infinity, 

it also has a unique expansion 

+ o o  ( 1  - i t )  l' 

(1.8) /(t)= -~ a~ (17/~+~, 

where the coefficients a k form a rapidly decreasing sequence. In this case, ] belongs to 

H + (resp. H- )  if and only if a~ = 0 when k < 0 (resp. k/> 0). 

( 1 - i t ~  k ( ( 1 - /O k  ~ [ ~ - i t ~  ~ 
In formulas (1.7), (1.8), one can replace \ l + i t ]  \resp" (l+it)~+l] by \~+i t ]  

resp. (a-it)  ], (R + it) ~+1] where 2 is any positive number. 

We also have the following result: 

(1.9) H + is the space o/Fourier trans/orms o//unctions eft(x) which vanish/or x <0 and 

are Coo(R+), rapidly decreasing at inf ini ty/or x > 0  (i.e. every derivative tends to zero at in- 

/inity, faster than any power o/x,  and has a limit when x -* +0). 

Proo/. First let / E H  +, and let ~0 be its inverse Fourier transform. Then ~ is square 

integrable and vanishes on the negative half line. Moreover, the distribution (d/dx)'xq9 

coincides on the open half line x >0  with the inverse Fourier transform of h+(i~-q~(d/d~)q]) 

which lies in H +, so it is also square integrable. I t  follows that  every derivative of ~0 has a 

limit when x ~ + 0, and is of rapid decrease when x -- + oo. 

Now let ~ be as in proposition (1.9), and let / be its Fourier transform. Then / is holo, 

morphic for Im ~ <0, C OO up to the boundary, and admits the asymptotic expansion 

/ ~ ~ ~0 (n) (0) (i ~)-n-1 (~-~ oo, Im ~ ~< 0). 
n~>o 
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Since ~ 9  has the same properties as ~ ,  this expansion still holds after any number of 

differentiations. This ends the proof. 

(2-1t)~ (k>~0) is the Fourier transform of the product of a Laguerre Example; (,~ + i t )k+1 

polynomial by an exponential: 

( 
/ 

if x<O.  

In a similar way, a function [ E H-  is the Fourier transform of the sum of the symmet- 

ric of a function ~ as above, and of a linear combination of derivatives of the Dirac 

measure at the origin. 

2. The Wie~r-Hopf algebra. We proceed now to describe a family of operators on 

H+--more  generally of matrices: 

H+ |  H+ |  ' 
(1.10) ( ~ + g  k ) :  @ - +  | 

q F F ' ,  

where E, E', F, F" are finite dimensional vector spaces. 

a. Le tpEH|  E'). We will denote by h+op (o rp  as in (1.10) if this does not  lead 

to confusion) the operator 

]EH+| E -~ h+(p.]) EH+| E ' 

b. qEL(F, F') is any linear operator. 

Let I~EH+| E'). We denote by  the same let ter/r  the operator 

uE F--> k. uE H + |  

Let  t E H-  | L(E, F'). We denote by the same letter t or ~ o t if there may  be 
x 

any confusion) the operator 
/ 

1 f +  F'. / eH+ | t" /E 

c. Finally let gE H~ ~ H ~  | E') i.e. g has a series expansion 

(1 - i ~ )  ~ (1 + i~)  q 
,=o (1 +----~ +i (1 - it/) e+l' 

a~>0 

where k s (~) E H + | B') (s = 0 ....  N) 

and the apeE L(E, E') form a rapidly decreasing double sequence of matrices. 
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We denote by the same letter 9 or ~ o g if there may be any eonfusio the 

operator 

' 

p will be called a pseudo differential symbol 

g will be called a singular Green symbol 

P + 9 will be called a Green symbol 

k will be eailed a Poisson symbol 

t will be called a trace symbol. 

(1.12) THEOREM. Theoperators(P: g ~)above tormanalgebra--i.e, thesumand 

composition o/two such operators is another one i/it is de/ined. 

We have the following formulas 

(1.13) 1. h + p o k = h + ( p . k )  

1 + 
2. g o k = ~  f g(~,~).k(~)d~ 

3. koq=k.q 

are Poisson symbols 

4:. toh+p=h-(t.p) 

5. t o g = ~ t(~). g(rj, ~) d~ 

6. qot=q.t 

are trace symbols 

7. tok = l--f+ 2~ t(~). k(~) d~ 

is an operator of finite rank 

8. p o g = h~ [p(~). 9(~, 7)] 

9. gop=h~[g(~,V).p(~l) ] 

10. giog2=~ g1(~,s)g~(8, rl)ds 

2-- 712904 Acta mathematica 126. Imprim6 5 ganvier 1971 
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11. k o t = k ( D .  t(~) 

12. h$plp ~-  h+pl o h +p2 = L(Pl, Ps) 

are singular Green symbols .  

We  have  set  

13. Z ( p , p ~ )  = h~ h~ [(p~ (t) - P ~  (7)) (P~ (t) - ~  (7)) ( i t  - i~)-~] 

wi th  p~ = h + (p~), p~ = h -  (p~). 

Theorem 1.12 is a consequence of formulas  (1.13) 1 . . . .  13. These formulas  are all obvious,  

except  m a y b e  the  last  one, which we p rove  now. L e t  L be the  opera to r  of (1.13) 12: 

L/= h+(px pJ)  - h+(p~h+(p,f)) = h+(p~h-(pJ)). 

Since / belongs to  H +, it  follows t h a t  L/on ly  depends  on p~ = h+(p~) and p~ = h-(p~). 

I n  a first  step,  we will suppose t h a t  p~ and  P2 bo th  vanish  a t  infinity.  Then  we have  

1 (p~(t)dt_ lira fp~(y)/(~})dy 1 ( 
L/=,~+o]im -2-i~z J(~-t+ie)~.-~+oJ (-~--~-i~ 2-~ jg(t'~)P~(V)/(~)d~} 

with 

g(t,~) = lim lira 1 1 ( p~(t)dt 
~-~+o a-~+o i 2 i z  J ( t -  t + ie) (~ - t -iO) 

= lim lira - 1 ( p ~ ( t - i e ) - p ~ ( ~ - i O ) )  ,~+0 ~+0  ~ \ U : / - ~ _  ~ ~ = - ( p ~ ( t ) - p ~ ( n ) ) ( i t - i ~ )  - ' .  

We have  used the  iden t i ty  

1 

(t - t + it) (7 - t - i~) = 

Since we have  obviously  

h~ h~ [(P~(t)  - P~(~)) P~(t)  ( i t -  i~)-~] = 0 

we finally get  as announced 

i f +  L/= ~ l(t, ~}) l(n) d~} 

(1 1) 
( t - i e -~}+iO)  - ~ + i e  ~} - t - iO  " 

with Z(t, 7)= h7 h~ [(p~(t)-  p~(~))(p~ ( t ) - p ~  (7))(it-i~)-1]. 

N e x t  we p rove  formula  (1.13) 12, when P2 is a polynomial :  

p= (t) = P.  

Then  i f / N ~ . a ~ t  -k-1 when t - ~  c~ we have  

h_(tq./) = ~ a~tq_k_a= ~ tq_k_ ~ 1 --I -+ 
k<~q-1 k<q-1  2i~rg J r d~ 
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(because of the formula a~ = (1/2 i~) ~ +~/~1(~) d~/). Using the identity~, t ' -  ~- 1 ~/~ (~  - ~ ' ) / ( t  - ~) 

we finally get 

Ll = h~ 

with l(t ,  7 ) =  h~Ep~- ( t ) (p~- ( t ) -  p ~ - ( ~ ) ) ( q - i ~ ) - 1 ]  

= h~- h ;  [ (pi  ~ (t) - p~- (7)) (P ;  (t)  - p~- (7)) ( i t  - i~ ) -  ~]. 

(The last equality comes from the fact tha t  ( ~ - ~ q ) / ( t - 7 )  is a polynomial with re- 

spect to t and 7, so h~ [p~(~/) (t  q -  ~ )  (i t  - i~) -1] = 0 and h~ [pi~(t)(t q - ~r ( i t -  i~/)-1] 

= p~-(t) (t  ~ -  ~ )  ( i t -  i~ ) - l ) .  

In  the general case, T~ vanishes at infinity anyway, and p~ is the sum of a polynomial 

and of a function which vanishes at  infinity. This proves formula (1.13) 12, 13. 

I t  remains to check that  the symbol Z(pl, p~) tha t  we have just obtained satisfies con- 

diton (1.11). This is obvious when i ~  is a polynomial: then L(p 1, pa) is a finite sum 

L(p, ,  p~) = Z hl  (t~p~ (t)) ~'. 
V , q  

On the other hand, if Pl and pz are both bounded: 

/1-ifi, 
P I =  -ooZ a, \ 1 ~ ]  

we get 

(1.14) / ( P l ,  P2) = ~ eva (1 - i t)  v (1 + iv1) a 
w>o ( l + i t F  § ( 1 - i ~ )  ~§ 

%q=2~av+~ b_q_~ 
k = l  

so that  c w is a rapidly decreasing double sequence. We end this paragraph with 

Then the inverse a -1 is also a Wiener-Hop/operator. 

Proo, o ioo  s  ha asin ,aro ra r(  bohavosvo muohl oaoompact 

operator (in fact it extends continuously into a compact operator on the completion of 
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H + for the Fourier transform of the H8 norm if s i s  large enough). Then i r a =  l [p+g k\..i \ t q! 

is invertible, P is already an invertible C~ matrix i'e" P-1E H, and the index ~ (0P-1 ~) 

:) is zero. Now we can add to an operator of an finite rank of the form t' k' q' 

t' is invertible. Multiplying a by a', we are thus reduced to the 

The reader will check readily that proposition (1.15) is true if G= (~ ~) is very 

small: then the inverse is a' = 1 + G' where G' is the sum of the geometric series G' = 

~ ( - 1)8G 8, and its coefficients satisfy conditions b, c of the beginning of this section 

(the product rules giving G ~ are those of (1.13)). 

I n t h e g e n e r a l c a s e ,  G = (  g ~) canbe approximated: G=K'T+G'whereK'isa 

q, , T a row matrix T = (t p), and G' is arbitrarily small (this fol- 

lows immediately from the series expansion (1.11)). Then we get 

a=  l + O = ( ]  +G')(1 +KT) 
with K = (1 + G')-IK '. 

So wearereducedtothecasewhereG=KT= (~ kq)isanoperatoroffiniterank. 

In  this last case, if a = 1 + G is invertible, its inverse a -~ is a polynomial of a so the result 

follows from theorem (1.12). 

In view of the symbolic calculus developed in w 4, we introduce the following notation: 

(1.16) If 2V is an oriented 1-dimensional real line, H~v is the space of measures on N 

whose density lies in H+. 

Of course, N can depend continuously on a parameter, i.e. be a one dimensional oriented 

real vector bundle. In w 4, h r will be the normal cotangent bundle (oriented by the inward 

normal). 

All the constructions of this paragraph can be repeated with H+ n instead of H +. 

2. Pseudo-differential operators. The transmission property 

In  what follows, we restrict our attention to pseudo-differential operators of type 1, 0 

(i.e. the symbol p(x, ~) lies in S~.0 for some d, with the notations of [7]). In w 4 and w 5, 

we restrict ourselves further to those pseudo-differential operators whose symbol admits 
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an asymptotic expansion in homogeneous functions of integral degree of ~ (this is a special 

case of [9]). 

Le t  p(x, D) be a pseudo-differential operator defined in a neighborhood of the closed 

R+. We are interested in those pseudo-differential operators for which all the half space -~ 

derivatives of the symbol admit an expansion such as (1.7) when x lies in the boundary: 

d 
(2.1) (a /~x)~p(x ,~)=~a~(x ,~ ' )~+~ak(x ,~  ') ((~')-i~")~ if x~=0 ,  

0 0 ((~'~ + i ~ )  ~§ 

where gs E ~-s S~, o, and a k is a rapidly decreasing sequence in ~+~ 

We have set (~ ')  = (1 § I~'l~) �89 

(2.2) Definition. We will say that  p(x, D) has the transmission property with respect to 

the boundary R n-1 if every derivative of its symbol admits the series expansion (2.1) along 

the boundary. 

More generally, we will say that  a pseudo-differential operator P has the transmission 

property: if it is the sum of an operator with C ~ distribution kernel (negligible operator), 

and of a pseudo-differential operator p(x, D) as in definition (2.2). Such an opera~or admits 

a Fourier integral representation (as in [8]): 

f f ,p(x, y, ~) /(y) dy d~, P/(x) 

where the function p(x, y, ~) and all its derivatives admit a series expansion such as (2.1) 

on the set x=y,  x~ =0 (because this is true if P is negligible c.g. if P is defined by the 

C ~ kernel ~(x, y), we have 

P/(x) = (2=) j e"X v) /(y)dyd  

if we set p(x, y, ~)=eir , y) where ToE C~(R~), and Spo(~)d~ = (2~)~). 

Condition (2.1) is equivalent to the following: 

(2.1)' For all derivation indices ~, fl, the/unction 

( ' i ( z +  1)dp~ x,~, - i ( ~ ' )  z -  U 

is C ~ on the set xn=O , [z I = 1, and we have 

I(~/~z)m[(z+ l ) ~ P ~ ( x ' " ' - i ( ~ ' ~  Z+ 

where cm.~.p is a continuous positive/unction o] x' alone (we have set p~=(~/~)~(~]~x)Pp, 

and d is the degree o/p) or equivalently 
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(2.1)" For all derivation indices a, fl, p~ admits an asymlatotic expansion 

P~'~ Z b~(x,~')~; ~ 
k ~ - d  

when ~.-~ oo, x. = O, and the other variables are fixed, and we have 

-d~<k~N 

(here again, d is the degree o/p)  

(We leave the proof of these equivalences to the reader.) 

Le t  us also notice tha t  the coefficients g~, a~ of (2.1) canno~ be arbi t rary if peS~.o. 

First  a8 has to be a polynomial of degree d - s  with respect to ~': this is seen by  descending 

recursion on 8 knowing it  when t<s<~d, we get 

(ala~), (ala~.) 'p = t! (a la~ ' ) .~  + o(WI '-I=l ~ ' )  = o(1~1 '-'4'-') 

so that i f  > d - t  

Also if p is the sum of the series: 

p = ~ a~ (x', ~') (<~'~ - i~ . )  ~ (<~'y + i ~ )  -~ -~  

where a k is a rapidly decreasing sequence in ~d + 1 ~1.0 , we only have 

So in general we do not have p ESf, o, which shows tha t  the sequence % cannot be arbi t rary 

either. 

Suppose now tha t  p(x, ~) has an asymptot ic  expansion (as in (7)) 

i.e. p -  ~<NpkE sd.~ where dN~ -- r 

Then if every Pk has the transmission property with respect to the boundary, so has p. 

(In particular, if p(x, y, ~) is as above, and if P is the Fourier integral operator it defines, 

we have P,.~P'(x, D) where 

p' (x, ~) ~ a--~-. \~y/ \a~l p(x, y, ~)y=~ 

- -cf .  [8]--so P has the transmission property.) 

Suppose now tha t  the Pk hereabove are homogeneous functions of ~, as in [9], and tha t  

the degree of Pk is d k. Then b y  considering Taylor  expansions of pk(x, ~) near the normal 
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covectors ~' =0,  and using homogeneity to reflect this on the behavior of p(x, ~) and the 

pk(x, ~) when ~n -~ 0% we see that  condition (2.1) is equivalent to 

(2.3)/or every k, pk(x, -~) --d'd~pk(X, ~) vanishes to the in/inite order on the set of non 

zero normal covectors (xn=0, ~' =0,  ~n*0). 

(This condition is in fact stronger than necessary for theorem (2.9) to hold (cf. [5]), 

except when the degree d~ is an integer for every k. If P is elliptic, p0(x, ~) cannot vanish, so 

the degree d o has to be integral. In w 4 and 5, we assume that  the d~ are all integers, but  this is 

not an essential restriction.) 

We deduce immediately from the formulas of symbolic calculus developed in [7] or [9]. 

(2.4) PROPOSITION. I/  P and Q have the transmissio~ property and are properly sup. 

ported, then the composition P o Q also has the transmission ~roperty. 

I f  P is ell@tie and has the transmission property, then so has any parametrix of P. 

(2.5) PROPOSITION. A partial di//erential operator with Coo coeHicients has the trans. 

mission property. In particular the multiplication by a Coo/unction has the transmission 

property. 

(2.6) PROPOSITION. De/inition (2.2) is invariant under a change of coordinates that 

preserves the boundary. 

As a consequence of these propositions, we see that  the transmission property with 

respect to the boundary makes sense for pseudo-differential operators acting on the sec- 

tions of a Coo vector bundle on a Coo manifold with boundary. 

As a first useful example, we describe the pseudo-differential operators that  have the 

transmission property in dimension one: 

(2.7) THEOREM. Let P(x, D) be a pseudo.di//erential operator de/ined in a neighborhood 

o/the hal/line x >10. In order that the transmission property with respect to the origin hold/or P, 

it is necessary and su//icient that P admits a decomposition P=Po + P1 + P2, where the symbol 

o/Po vanishes to the in/inite order at the origin x = 0, P1 is a di//erential operator with C ~ 

coe//icients, and the distribution kernel o/P~ is a/unction/(x, y) which is Coo up to the diagonal 

/or x>y, and also/or x<y. 

Proo/. Let us first choose P '  so that  the symbol of P '  satisfies condition (2.1) at every 

point, and the symbol of Po = P - P '  vanishes to the infinite order at  the origin. This can 

be done in any dimension: take for instance 
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p ' ( x , ~ ) = Z  ~ p(x', o, ~)~(~kx.), 

where q~EC~(R) is equal to 1 near the origin, and the sequence ~k increases sufficiently 

rapidly. 

Next  define pl(x, ~) to be the polynomial par t  of p'(x, ~). Finally let p,(x, ~) be the 

remainder p ,  = p '  - P l  so tha t  p,(x, ~) admits a series expansion as in (1.8) 

+ o o  (1 - i ~ )  k 

_~ (1 +i~)  k+l' 

where the ak(x) form a rapidly decreasing sequence in C~176 Then Pl(x, D) is a differential 
OO~ operator with C i coefficients. The distribution kernel of P2 is the function ](x, y) 

=g(x, x - y )  where g(x, z) is the inverse Fourier transform of p,(x, ~) with respect to ~. I t  

follows from proposition (1.9) tha t  g(x, z) is C oo up to the boundary z = 0  for z >0,  and also for 

z < 0. Conversely an operatorPo(x , D) whose symbol vanishes to the infinite order a t  the origin 

obviously has the transmission property. So has a differential operator with Coo coefficients. 

Tha t  a pseudo-differential operator P2(x, D) as in theorem (2.7) has the transmission pro- 

per~y follows from proposition (1.9) exactly as above. This ends the proof. 

Now we introduce other notations. 

Le t  ~ be a Coo manifold with boundary ~ ,  and let V be a neighboring manifold. 

I f  /E Coo(~) (and more generally if /E Coo(~, E) where E is a Coo vector bundle on V) 

we denote by  [ the extension of / by 0 outside g/. 

Now let P be a pseudo-differential operator on V. We define a new operator Pa:  

C ~ ( ~ ) -  Coo(~) by  

(2.8) Pn/= P]]Y~ 

P a  obviously depends only on the restriction of P to Y/(this is a pseudo-differential 

operator on the interior ~), tha t  can be extended as a pseudo-differential operator in a 

neighborhood of ~).  

(2.9) THEOREM. Let P have the transmission property with respect to ~ .  Then P~ is 

continuous C~(~) ~Coo(~) (i.e. i / / i s  C ~ up to the boundary, then so is _P~/). 

Proo/. The theorem is local, so we will suppose tha t  ~ is the half space ~ (x n/>0). 

We can also suppose tha t  P is properly supported, since the theorem is obviously true if 

P has a C ~176 distribution kernel. So P admits a Fourier integral representation. Finally since 

P .  e *". / also has the transmission property, we can suppose ] = e -z". Then we have 

(2~)-ife'*-~-p(~, 0, ~.) (1 pt= + i~n)-l d~n, 

where the integral represents the one dimensional inverse Fourier transform. 
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Now p(x, 0, ~n) =p(x' ,  xn, 0, ~n), considered as a function of x~, ~ alone, is the symbol 

of a one dimensional pseudo-differential operator which has the transmission property with 

respect to the origin, and as such depends C Oo on x'. 

To prove theorem (2.9), it  only remains to prove it  in dimension one. Then we use the 

decomposition of theorem (2.7): the result is obviously true for all three terms. 

To end this paragraph, let us mention without proof the following result: if P has the 

transmission property, and its degree is d, then P a  extends continuously rcco~ 

H ~ ( ~ )  if s > - � 8 9  If  the degree is negative, d <0 ,  then Pa also extends continuously 

s  ~ O ' ( ~ ) ( e l .  [5]). 

3. Poisson operators, trace operators, singular Green operators 

O. Negligible operators. Let  ~ be a C ~ manifold with boundary a~. Let  dy (resp. dy') 
be a measure on ~ (resp. ~ )  whose density is positive and Coo up to the boundary. 

A negligible Poisson operator is an operator K: C~ (~ )~Coo(~)  which extends con- 

tinuously: ~'(~)-~Coo(~).  Equivalently K is defined by: 

K/(x) = f k(x, y')/(y') dy', 
Jo 

where k(x, y') is Coo up to the boundary on ~ • ~ .  

A negligible trace operator of class r is an operator T: Coo(~)~Coo(a~) defined by: 

fo  r T/(x') = t(x', y)/(y) dy + qk (x', y')/(~) (y') dy', 

where t (resp. q~, k=O, ..., r - l )  is Coo up to the boundary on ~ •  (resp. ~ •  and 

/(k) is t h e / ~ h  derivative of / with respect to some Coo normal vector ~/~n. 
If  r=O, T has a continuous extension ~ '(~)  -~Coo(a~). Otherwise T only extends con- 

tinuously ~0 (~) -~ Coo(~) (or Hc~ -* Coo(~) when s > r -  �89 

A negligible pseudo-differential operator (or Green operator) of class r is an operator 

G: C~(~)-~Coo(~) defined by 

f~ ~-l fo (y ) y ,  
G/(x)= g(x,y)/(y)dy+ ~o /cp(x,y')/(p)" " d ' 

where g (resp. the/c~, p = 0 .. . . .  r - 1) is Coo up to the boundary (including corners) on ~ • 

(resp. ~ • ~ ) .  

If  r = 0, G extends continuously: ~ ' (~)  -~ Coo(~). Otherwise it  only extends continuously 

C~-1(~) -~Coo(~) (or Hse~ -~Coo(~) when s > r -  �89 
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Finally "a negligible' pseudo-differential operator on the boundary is an operator Q: 

C~ ( ~ )  -~ C~176 with C ~ kernel. 

If in the matrix A = all the coefficients negligible of class r, and if ~ is com' 

pact, then there exists a negligible matrix, of class r, A', such that  (1 - A )  (1 - A ' )  is a 

projector on the range of (1 - A )  (resp. or such that  (1 - A ' )  (1 - A )  is a projector on a supp- 

lementary of the kernel of (1 - A ) ,  containing the range of (1 - A )  N if IV is large enough); 

the range (resp. kernel) of ( 1 - A )  is closed and finite codimensional (resp. finite dimen- 

sional). The proof is easy and left to the reader. 

1. Poi~son o~rators. A typical example is the operator that  solves the Dirichlet problem 

in the half space: 

( /axe) ~ + ~ / o ~ . )  2) ~" = o 

[ F(x, o) = l(x ), 

where t is a complex number of positive real par t  Re t > 0. 

I f / 6  C8~ the unique bounded solution is: 

= ~-  "/~ r(n/2) fro_,  tx, (t' x2, + Ix' - Y' i ~)- =/2/(y,) dy' F(x) 

(the last integral represents the inverse Fourier transform, i.e. it  is S+ with respect to ~) .  

Here we will be interested in the last formula. 

Now let b(z', ~) be a C ~ function on R n-1 x R ~, admitting a series expansion: 

(3.1) k(x', ~) = ~ av(X' , ~') (<~'> - i~n) p (<~'> + i~n) -v-l ,  
0 

where av(x' , ~') is a rapidly decreasing sequence in S~.o, and where we have set as in w 2 

<~'> =0 + 1~:'[~?. 
(3.2) De/inition. The Poisson operator K o/degree d and symbol k(x', ~) is the operator 

K:C~ (R'-I)-~ C ~ ( i~)  defined by: 

K/(~)=(2=)-~fg,.fe'x~k(x',~) t(r (1) 
(1) We have written x = (x', zn) where x' 6R n-1 is the tangential component of x, and Xn E R+ 

its normal component. 
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(the formula hereabove only defines K as a continuous operator: C~ (R n-l) -~ C ~ (R~), 

where R~ is the open half space; but  we show in (3.8) tha t  K is in fact continuous 
C~ ~ ( R  n - l )  -r O r ( R ~ ) ) .  

More~ generally, we will call Poisson operator the sum of a negligible Poisson opera- 

tor as in definition (3.2). 

We will also denote by ~K ~ the set of functions satisfying (3.1); by  ~-oo the inter- 

section :~-~ = N ~ .  We write b N ~. bj if k - ~ -1 / r  : ~  where dm-~ - oo. I t  will follow 

from (3.8) tha t  the  Poisson operator of definition (3.2) is negligible if and only if b N 0, 

i.e. be ~ - ~ .  

(3.3) Example; Let  P be a pseudo-differential operator defined near R~, and satis- 

fying the transmission property.  The operator K~: C~? (R n-l) -+ G ~ (R~) defined by  

K~(I)  = P(/ .  ~(xn))/R~ 
is a Poisson operator. 

(Here O(xn) represents the Lebesgue measure on the boundary Rn-1.) 

Proo/. We can always write P as a sum P=Po+Plxn+P2, where P0 is negligible, 

and P2 =p~(x D), where the symbol p~(x, ~) does not depend on x= (so both P1 and Pg. have 

the transmission property). 

Then KPo is a negligible Poisson operator, Kp, =0 (because xn~(xn)=0), and we have 

(3.4) Ke2/(x) = (2 z~) -~f  et~'~l~2(x, ~) I(~') d~ 
J R  n 

= ( 2 ~ )  -n d ~  . -~  p~ ( x , ~ l f ( ~ ' l d ~ '  

where we have set T~- (x', ~) --- h ~ / ~  (x, ~): since i~ satisfies (2.1), i~  ob~ously satisfies (3.1). 

Conversely we have the following result: 

(3.5) PROPOSITION. Every Poisson operator can be de/ined as in the example above. 

Proo/. Let R be the Seeley extension operator (R. T. Seeley--Extension of C ~ functions 

defined in a half space. Proc. Amer. Math. Soc., 15 (1964), 625-626): 

E/(x)=~ an/(-nx) when x < 0 ,  
1 

where an is a rapidly decreasing sequence, and Y~ nka~=(- 1) ~ for every b. 

Let  ~ be the Fourier transform of E: ~ = E]. Then ~ is continuous: H + ~ Y'; we have 

h+($~) =~; and ~ commutes with homotheties. 
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Let  K be the Poisson operator of definition (3.2), and set 

p(:r, ~) = E~,k(x', ~). 

Then p belongs t o  Sld,O 1 and has the transmission property (it is a rapidly decreasing 

function of ~n when the other variables are fixed). Since we have k(x', ~)=h~nl~(x, ~), it  

follows from (3.4) tha t  Kv(x.D)=K. 

Now proposition (3.5) is obvious for negligible Poisson operators and this ends the 

proof. 

As a first consequence we see that  any Poisson operator K admits a Fourier integral 

representation: 

f+ff K/(x) = (2 ~t)- ~ d ~  et(X-~')'~k(x, y', ~)/(y') dy' d~, 

where k(x, y', ~) admits a series expansion such as (3.1). 

Conversely if in the formula hereabove, k(x, y', ~) admits a series expansion such as 

(3.1) for all x, y', then the Fourier integral operator K it defines is a Poisson operator; 

to see this, we just repeat the proof of proposition (3.5). In  particular, modulo a negligible 

Poisson operator, K always admits a Fourier integral representation as above, where the 

function k(x, y', ~) only depends on y'. 

We also have the following result: 

(3.6) x~k(x', ~) and (iO/~=)Vk(x ", ~) define the same Poisson operator. 

(3.7) COROLLARY. Definition (3.2) is invariant under a change o/ coordinates that 

preserves the boundary. 

(3.8) COROLLARY. A Poisson operator K is continuous: C~r and 
extends continuously ~' (R n-l) ~ D'  ( i~)  fl C ~ (R~) (1). 

I /  ]E ~ ' (R n-l) is Coo near a point x E R  ~-1, then K / i s  Coo up to the boundary near x. 

Proo/ o/ (3.8). Let  P be a pseudo-differential operator satisfying the transmission 

property, such that  K/=P(/5(xn))/R~. First we see that  K / i s  well defined and is C ~176 in the 

open half space x n >0  i f /E  ~'(R=-Z). Since corollary (3.8) is obvious for negligible Poisson 

operators, we can always assume that  P is properly supported. Then we have 

K[ = (P. O/Ox,~)a . q), 

(z) 9' (-~) 17 C ~ (R~) denotes the space of distributions supported by the closed half space 
Xn >~ 0, which are Coo in the open half space x n > 0. 
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where ~0(x) =q~(x', x,)=/(x') (9~ belongs to Coo(R~), and its restriction to R n-1 i s / ) .  So it  

follows from theorem (2.9) that  K / i s  Coo up to the boundary if / is Coo (or at any point near 

which / is C~176 

Now let us suppose that  P is precisely the pseudo-differential operator constructed 

in the proof of (3.5). Then the symbol of P does not depend on x~, and is a rapidly de- 

creasing function of ~, when ~n -~ r (the other variables remaining fixed). I t  follows that  

i f / e  E'(Rn-1), P(/~(x~))=g(x', x~) is a distribution of x' which depends Coo on x,. So if we 

set Y(x~)=l if x~>~0, 0 if x~<0, the product Y(x~)g(x', x,) makes sense, and 

/ ~ Y(x~) g(x', xn) is the continuous extension of K announced in (3.8). 

I t  follows from corollary (3.7) that  we can define a Poisson operator acting on the 

sections of Coo vector bundles on a Coo manifold ~ with boundary ~ .  I t  is a continuous 

operator 
K: C ~ ( ~ ,  E) -~ Coo(~, F)  

(E is a Coo bundle on ~ ,  F a Coo bundle on ~). I t  extends continuously as in (3.8). 

To end this section, let us mention without proof the following result (of. (5)): 

I[ K is a Poisson operator o[ degree d, then K extends continuously: H r176 ~va~][~(~i --r 

~lrloc 
- - s -d  (~) .  

2. Trace operators. The classical trace operators are those which take /E C~ (~) into 

T/=Q(/(~)/~), where Q is a pseudo-differential operator on the boundary, and/(~} some 

derivative o f / .  To these we add the adjoints of Poisson operators, and we finally get the 

following definition. 

Let  t(x', ~) be a Coo function on R ~-1 • R" admitting the following series expansion: 

r - 1  co 

(3.9) t(x', ~) = ~ ~s(x', ~') ~ § ~ a~(x', ~') ((~') + i~)~((~ ') -- i~n) ~+1 
0 0 

where gs belongs to ~-s $1.0 , and the a~ form a rapidly decreasing sequence in ca+l ~ 1 , 0  �9 

(3.10) De/inition. The trace operator T o/degree d and symbol t(x', ~) is the continuous 

operator: C~ (R~) -> C ~ (R ~-1) defined by 

(2=)-" fe' " d,' f+t(x',~)](~)d~, T/(x') 

(here [ is the Fourier transform of the extension of [ by 0 outside of the half space R~). 

We will say that  T is of class r if r is the integer limiting the first sum in (3.9). 

To these operators we add the negligible trace operators. 

The following assertions are immediate consequences of those of section 1: 



30 LOUIS BOUTET DE MONVEL 

(3.11) P R O P O S I T I O N .  T is a t ra~  operator i f  and o ~ y  if  it can be w r ~ e n  0,8 a 8urn 

TI = E Q,(P,.//~), 

where the Q~ are laseudo-di/lerential operators on the boundary R "-1, P ~ are pseudo-differential 

operators satisfying the transmission condition on ~ = 1~ n. 

(If T is of class 0, then there exists a pseudo-differential operator satisfying the trans,  

mission condition P such tha t  T / = P  a/ /0~.  But  this is not the case for a "classical" 

trace operator: T/=Q(/(~)/Of2) can be represented in this way only if Q is a partial  differ- 

ential operator.) 

(3.12) PROPOSITION. Definition (3.9) is invariant by a change o/coordinates which 

preserves the boundary. 

As a consequence, we can define trace operators acting on the sections of Gee bundles 

on a Coo manifold with boundary. 

(3.13) PROPOSITION. A trace operator T is continuous C~ (~I)-*Coo(O~). I t  extends 

continuously H~~189 ) i/ s > r - � 8 9  (where d is the degree o / T ,  and r its class). 

I / r = 0 ,  it also extends continuously ~' (~2)~ ~)' (0~), and i / [  is Coo up to the boundary near 

a laoint x E ~ ,  then T / i s  C OO near x. 

The limitation on s comes from the "classical" trace operator contained in T (which 

involves the restriction to the boundary of normal derivatives of order smaller than  r - 1 ) .  

We also have 

(3.14) t(x', ~).x~ and ( - i2 /~ , )V t (x  ', ~) define the same trace operator. 

3. Singular Green operators. Let  g(x', ~', ~,, 7,) be a CQ~ function on R "-1 x R n-1 x R x R 

admitting a series expansion: 

r -1  (3.15) g(,r Z & ( x ' , ~ ' , & ) ~  ~a,,~(:~',~')~ ( (~ ' ) - i&)"  ((~')+i~,,) q 
o ~ o  (4~')  + i ~ )  ~+1 ( C ' )  - i ~ . )  ~+~' 

q~>O 

where ksE ~a -8  is the symbol of a Poisson operator of degree d - s ,  and %~ a rapidly de- 

creasing double sequence in S~.~ x. 

(3.16) De]inition. The singular Green operator G of degree d and class r defined by the 

symbol g is the operator (7: C~ (R~) - ,  C ~ (R~) defined by: 

f f+ f+ 
(here [ is the Fourier transform o/the extension o / / b y  0 /or  Xn < 0, 
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To these operators we add the negligible Green operators. 

An equivalent definition is the following: there exists a rapidly decreasing sequence 

of Poisson operators Kj  of degree d, and a rapidly decreasing sequence of trace operators 

Tj of degree 0 and class r, one of the two sequences beeing uniformly properly supported, 

such that  
G - Z  Kj Tj is a negligible Green operator, 

Using formula (3.15), we see that  we can in fact choose T s so that  its symbol does not  

depend on x', and so that  only a finite number of them are not of class 0. In this case the 

composition Kj  T~ is clearly a singular Green operator That  K T  is a singular Green operator 

for general Poisson operators and trace operators (one of which is properly supported) 

follows from the fact that  the composition of two pseudo-differential operators on the 

boundary is another one, and of formulas (3.1), (3.6). 

The following assertions are immediate consequences of sections 1 and 2 of this para- 

graph: 

(3.17) PROPOSITION. De/inition (3.16) is invariant under a change o/coordinates which 

preserves the boundary. 

Since the composition of a Poisson operator (or trace operator) with the multiplication 

by a C ~176 function is another one, it follows that  we can define a singular Green operator 

acting on the sections of a C ~176 vector bundle on a C ~~ manifold with boundary. 

(3.18) PROPOSITION. A singular Green operator o/degree d and class r is continuous 

C~ (~) ~ C~ and extends continuously; comp - -  loc  - -  ~ H~_~(~) if r + �89 H, (~) s> 

I] r = 0 ,  it also extends continuously E'(~) ~ TD'(~). I] ] is C ~ up to the boundary near a 

point x, then so is G]. 

(3.19) x~g(x', ~', ~,, ~,)x q and i~-qCO]O~,)r(O/~,)~g(...) define the same singular Green 

oloerator. 

4. Symbolic  calculus 

Let ~ be a C ~ manifold with boundary as before. A general Green operator on ~ is 

a matrix (as (0.1) in the introduction): 

where P is a pseudo-differential operator (defined in a neighborhood of ~),  satisfying the 

transmission property with respect to 0~; G is a singular Green operator, K a Poisson 

operator, T a trace operator, and Q a pseudo-differential operator on the boundary. 
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These operators form an "algebra" as was announced in the introduction (i.e. if A 

and B are two such operators, the sum A + B is another if it is defined, and the composition 

A o B is another if A or B is properly supported and the composition is defined). To prove 

this we examine first the case where ~ is the half space R~, and the symbols of the coeffi- 

cients of A and B do not depend on x (or x'): in this ease we get: 

(4.2) 1. Pn/=h~.(p($)t(~)) 

2. G/  =(2~t) -1 g(~',$,,,~.)l($',~ln)d~l,, 

/N. 

3. Ku=k($',~,,)Ct(~') 

4. T/ =(2~/-1 t(~',~.l](~',$.ld$. 

/x ,  

5. Qu =q(~')a(~'). 

R+, f denotes the Fourier transform (In these formulas, if / is a function on the half space -n  

of the extension of / by  0 on the complementary half space xn <0.) 

So in this case the assertion follows from w 1. 

With this as starting point, the fact tha t  the composition of two Green operators such 

as (4.1) is another ene is proved exactly in the same way as the fact tha t  the composition 

of two pseudo-differential operators is another one, where the starting point is the case ef 

two translation invariant operators (cf. [7], [8], [9]), and we will omit the proof. 

From new on, we will suppose tha t  the symbols of the coefficients of A in (4.1) admit  

asymptot ic  expansions in homogeneous functions of integral degree of $. 

Then we define a principal symbol corresponding to the leading term in the expansion. 

In  fact we define two symbols: first we define the interior symbol an(A). This is just the 

principal symbol of the pseudo-differential coefficient in A: 

an(A) = po(x, $). 

I t  is a bundle homomorphism on the unit cotangent sphere Sn of ~ ,  the coefficients of whose 

matr ix  are C ~ up to the boundary and satisfy the symmetry  condition (2.3). 

Conversely, by  examining first the ease of an operator on the half s p a c e / ~ ,  and then 

patching together by  means of a parti t ion of the unity, we see tha t  any bundle homo- 

morphism pO(X, ~) on S whose coefficients are as above is the interior symbol of a pseudo- 

differential operator satisfying the transmission property on ~ .  

The interior symbol map is a homomorphism, i.e. we h a v e  
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aa(A + B) -~ aa(A) + ~a(B) 

aa(A o B ) ~ a a ( A )  o an(B) 

whenever the sum or product is defined. 

Next  we define the boundary symbol am(A). This is a Wiener-Hopf operator (as in 

w 1) depending C ~176 on a unit cotangent vector on the boundary, whose matrix is (with the 

notations of w 1) 

(4.3)  oa(A) = 
\t(r/.) q / 

(we have wri t ten P(~n) instead of po(X', ~', ~n) ete .. . .  ) 

I t  operates from E |  | F to E ' |  | F', where H+ N is defined by (1.16) (N is the 

normal cotangent bundle, oriented by  the inward normal). (The resaon for interpreting 

H + as a space of measures rather than a space of functions is the following: if ~ is the half 

space R~, the Fourier transforms [ of ] eC~(R~)and  ~ of u e C~~ n-l) are really measures 

on the dual space of R" (resp. Rn-1); the reader can check by  making a linear change of 

coordinates preserving the boundary that  the interpretation of H~v as a space of measures 

on N leads to the right formula for the behaviour of the symbol under a change of co- 

ordinates). 

The interior symbol map is also a homomorphism, i.e. 

aoa (A + B) = aoa (A) + Ctoa (B) 

aoa(A o B)- -aoa(A)  o aoa(B) 

whenever the sum or product is defined. 

This is proved exactly as for the principal symbol of pseudo-differential operators, 

the starting point being the case of operators on the half space R~ whose symbols do not  

depend on x or x': in this case the assertion follows from (4.2) and w 1. 

Of course, the boundary and interior symbols of a Green operator A are related: the 

coefficient P(~n)in the matrix aoa(A)=(  p + g  : )  is the restriction to the boundary o f the  

interior symbol an(A). 

(4.4) Conversely, if p(~) and a(~')= are respectively an interior and a 

boundary symbol, we will say that  they are compatible if p'  is the restriction of p to 0f~: 

if p and a are compatible, there exists a Green operator A such that  an(A) -- p, aota(A) = a. 

(4.5) PROPOSITIOn. Let P (resp. G, K, T, Q) be a pseudo-diHerential operator o[ de- 

gree d on ~,  satisfying the transmission property (resp . . . .  ). Then P (resp . . . .  ) is compact: 
3 -- 712904 Acta mathematica 126. I rnpr im4 le 5 J a n v i e r  1971 
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H coop(f2) -.loc -+rls-a(~2) /or large s (reap. same, resp. H c~ 113 ~-~!l~n'-->Hl~ Hc~ -~ 
1OC c o m p  lo0  Hs-a-ll~(~) /or large s, H~ ( ~ )  ~ Hs-a (~f2) i] and only i i its principal symbol is O. 

Proo]. The condition is sufficient because the operator is really of degree d -  1 if the 

principal symbols vanish identically. That the condition is necessary is known for P and Q 

(then the principal symbol must vanish inside f2 resp. 8f2). The assertion then follows for 

the other operators: if the principal symbol of K (resp. T, G) does not vanish identically, 

it  follows from the composition formulas (1.13) that  there exists a compactly supported 

trace operator T of degree 0 and class 0 (resp. K of degree 0, resp. K and T of degree 0) 

such tha t  the principal symbol of Q= T o K  (resp. same, resp. ToGoK) does not vanish 

identically. 

5. Boundary problems. The index formula 

In this paragraph, we suppose ~ compact. Otherwise, results concerning symbolic 

calculus only hold locally. 

( P + G  K ) b e  a Green operator as in (4.1). 1. Let A = Q 

As in w 4, we will suppose that  (in some coordinate patch) the complete symbols have 

asymptotic expansions in homogeneous functions of integral degree of ~, so that  the degree 

d and the (principal) interior and boundary symbols are well defined. 

We will say that  A is elliptic if it admits a both sided parametrix A' of degree - d  

(i.e. 1 - A A "  and 1 - A ' A  are negligible operators in the sense of w 3.0). (We do not in- 

vestigate here the case where there exists a both sided parametrix of the wrong degree. 

One such case is easily reduced to the case studied here: this is when the bundles on the 

sections of which A operates are split in direct sums, and A has different degrees in dif- 

ferent directions but is elliptic in the sense of Agmon, Douglis and Nirenberg (Comm. 

Pure Appl. Math., 17 (1964), 32-92); in fact the results of this paragraph remain valid in 

this case, provided the principal symbols are redefined conveniently). 

(5.1) THEOREM. A is elliptic i /and only i/both its interior and boundary symbols are 

invertible. 

Proo[. The condition is obviously necessary. Conversely if an(A) and (ron(A) are both 

invertible, their inverses are compatible, so there exists a Green operator A u such that  

qn(A") =an(A) -1, ~0n(A")=(Xoa(A) -1 (ef. (4.4)). 

Then B = I - A o A "  is of degree - 1 .  

Now let A'  be a Green operator such that  
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A ' ~ A " o  ~ B k 
o 

(where as in (7), N means t h a t  the  degree of A ' - A " o  ~ B ~ tends to  - co when N - +  co. 
0 

That  such an  operator  exists is proved just  as in (7)). Then  1 - A o A '  is a negligible 

operator,  so t h a t  A' is a r ight  parametr ix  to A. I n  the  same way  one proves t h a t  there 

exists a left parametrix,  and it follows tha t  A '  is already a bo th  sided parametrix.  

2. An  example. 

L e t A = ( P + G  K ) a n d  suppose t h a t  P is elliptic near ~ ,  i.e. the interior symbol  
Q 

is invertible. Then aon(A) is a Fredholm operator  depending cont inuously on ~'E So~ 

(Son denotes the uni t  contangent  sphere on ~ ) .  So it has an index bundle : (1) 

(5.2) Definition: j(A)E K(Son ) is the index bundle of the Fredholm operator aon(A) 

(when (~n (A ) is invertible). 

(This depends only  on the boundary  symbol  a of A, and we shall also write i t  ](a) 

when convenient.) 

Quite obviously we have 

(5.3) j(A | B) = j(A ) + j( B) 

j(A o B) = j(A ) + j( B) when A o B is defined. 

I n  particular, if A operates on the bundles E,  E ' ,  F ,  F '  as in (0.1), and if ~ is the  

projection of the cotangent  bundle onto ~ ,  we have: 

(5.4) Y(A) = i(Pn) + = * F - = * F '  

Example. Let  us first choose a metric on ~ ,  so t h a t  ~ is isometric to  a ~  x R+ near 

the  boundary.  Le t  ~ be a smooth  funct ion near a~ ,  equal to 1 near ~ and to  0 out  of a 

small neighborhood of a~ .  Final ly let 9(0 be a smooth  funct ion of one variable, such t h a t  

0 < ~ < 1 ,  ~(t) = 0  near t=O, and ~(t) =1  if t>e (e will be chosen small later on). 

Now let us set: 

= +il 'l  o(Ir I/I I I l/l l >). 

(1) This bundle is also used in [11] in a more general situation. I t  is the bundle M + of [3] 
when A is a partial differential operator. For the definition of the index bundle, we refer to [2] 
and its bibliography. 
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(The normal and tangential components ~n, ~' of ~ correspond to the isometry between 

and ~ •  near 8~, so that  C is well defined and smooth when ~ 0  near a ~ - s a y  near 

the support of ~.) 

Let  E be a vector bundle on ~/2, and let E "  be a complementary bundle, so tha t  

E | E l ~ C ~ is a trivial bundle. Then we define an interior symbol ?E by 

(5.5) ?B = C~PE + 1 - p E  

(TE is the orthogonal projection on E, 1-PB is the orthogonal projection on E • ?E is at  

first only defined near ~s and we extend it  by the identity of C N= E(B E z where a =0). 

If  e is small, C is very close to 

Co = (~. + ~ [ ~ ' I ) - I ( ~ . - ~ W I  ). 

Now the kernel of the Wiener Hopf operator on H+ defined by  Co is the line of functions 

proportional to ( ~ , -  i I ~' [ )-1, and the cokernel is 0. So it follows that  we have 

(5.6) i(?z) = E.  

(Notice that  we can always choose a pseudo-differential operator FB with interior symbol 

qa(FE) =?E so that  it  has the transmission property (2.3), and so that  it  coincides with the 

identity operator out of a small neighborhood of a~.) 

Since ?E is an elliptic symbol, it follows that  given any virtual bundle F on ~ ,  there 

exists an elliptic pseudo-differential operator P satisfying the transmission property, such 

that  j(Po) = ~*F. 

Next let E be a bundle on ~.  Then there exist two elliptic pseudo-differential operators 

of degree 1: A~ and A~ with interior symbol: 

~ ( h ~ )  = ~ = (~ .+~l~ ' l  v ( l r  I~l 1-~ ~s 

(~, ~, and the metric on ~ are as above). 

For the same reason as in (5.6) we get: 

(5.8) j ( ~ )  = E  

(5.9) ~(2~) = 0. 

Now let T O denote the Dirichlet data: T o [ = / / a ~ .  We introduce the four following 

systems (Green operators): 

\ T  O" 1~] \ T  O" 1E/ \To 'Pz /  
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(A s is the Laplace operator on the sections of E. I ts  interior symbol is - ] ~ 12. is. In the 

last ease, E is a bundle on ~ as in (5.4), not necessarily the restriction of a bundle on ~ ,  

1~s is the projection on E, parallel to E ~ and Fs is as above). 

If  ~ has  been chosen very small, t + (resp. 2-, 7) is very close to ~, - i l~'] (resp. ~ + i l~'l, 

(~n + i1~'[) -1 (~  +i l~ ' [  )), and it follows from theorem (5.1) that  these four systems are 

elliptic. We also have: 

To" 1~/ 
(5.11) 

is homotopie to ( (0  A~)a ~ ) o ~ ( A ~ ) a ~  
\T0 .  l s /  

(Fs)n l i s homotopie to ls• ((0 A~)a ~ ) - l o  [(A~)n 
To "Ps/  \ T  o- l s /  

(in these formulas, A -1 represents a parametrix of A). 

Since we suppose that  ~ is compact, the four elliptic operators of (5.10) are Fredholm, 

and have an index. 

(5.12) THEOREm. The/our elliptic systems o/(5.10) have index O. 

Proo/. The result is known for the Dirichlet problem((~AE.)?_). So in view of (5.11) 

it is sufficient to prove that  the index of [(Fs)a ~ is 0. We can choose FE so that  it 
\ To" Ps/ 

coincides with the identity operator out of a small neighborhood of ~ ,  so we will suppose 

= ~ • _~+. We will also forget the bundle E (the index of the identity operator on the 

sections of E is 0). 

Let A~ be a second order self adjoint operator on the sections of E on ~ ,  with symbol 

-]~'12. Is, all of whose eigenvalues are negative (we suppose that  C ~ metrics on 0F~ 

and E have been chosen). Define F~ (on ~ • R) by 

(0/ xn + -1 IF=- 

Taking expansions with respect to the eigenfunetions of A~ and a Fourier transform 

with respect to the normal variable xn, one checks immediately that  \T0 .  l s ]  is an iso- 

morphism: H i (~, E)-~ H 1 (~, E) | H i ( ~ ,  E). 

To prove theorem (5.12), we will construct a homotopy of Fredholm operators from 

HI(~,E } to Hi(X, E)| E) connecting [To.  1El to [To. 1E ]. 

First let us set 

P = (ala: . + V - IF- ,%. 
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(we have set A s ~ (~/~xn) ~ + A~ and ~ is as in (5.5)) i.e. if -~ t~ (~  > 0) and/k(x') are the eigen. 

Values and eigenfunctions of A~, and if u(~n) is the Fourier transform of u(xn) with respect 

to x~, P is defined by its partial Fourier transform: 

P is an x~-translation invariant pseudo differential operator on the sections of E on 8f~ x R. 

I ts  symbol is a(P) =~, and P induces an isomorphism of HI(0~ • R, E) onto itself. 

We choose the function ~ of (5.5) so that  it  only depends on x~. Let  ti, ~, EC~(R) be such 

that  0 --<ti ~< 1, 0 ~<~ < 1 ti = 1 near supp ~, ti =0  for large x~, and ti~ +~z = 1. We will suppose 

that  FE is defined by 

FE = tiP(x, D)~(~) ti + r 2 

(where the power P~ is defined by taking the determination of ~ which is real positive when 

r r >0). 
Our first homotopy is given by: 

Pt = tip~(x~o+ta-~(~,))ti +Tpt7 (0 <t < 1). 

Our second homotopy consists in translating P1 to the left: 

P t = P l ( X ~ - t + l )  (1 ~<t ~<t~) 

so that  Pt, and P coincide near the half line xn/> 0. 

Our third homotopy consists in replacing ~ by 1 in the formula defining P: 

%(u) = ( t - Q ) + ( 1 - t + Q ) q ) ( u )  (Q<~t<Q+I). 

The Green operator A t = ((Pt)n ~ depends continuously on t in the norm topology. 
\To" 1~/ 

That  it remains a Fredholm operator in the third homotopy is seen by  taking expansions 

with respect to the eigenfunctions of A' E and a Fourier transform with respect to x~, as 

above. I t  remains a Fredholm operator during the second homotopy: then Pt  remains un- 

changed for large x~, and its symbol is constant, so that  if Bt, is the inverse of At,, it is also 

a quasi inverse of A t (1 <~t<~t~) (i.e. 1 - A t B t ,  and 1 - B t ,  At are compact operators). That  

it  remains a Fredholm operator during the first homotopy is a consequence of the fact that  

we have chosen P so that  it  induces an isomorphism of H~(O~ x R) and of the following 

lemma (the proof of which we leave to the reader): 

L ~ .  /Let P be an xn-translation invariant pseudo-di//erential operator o/degree 0 

on Of~ x R, and let q~ be constant/or large x~. Then P~ -~oP induces a compact operator on 

H~(O~ x R). 
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Knowing this, let B~ be any parametrix of At, and let/T, ? '  be two C ~~ functions such 

that  fl' =1 near supp fl, fl' =0  for large x=, and fl"~ +y'z =1. 

Then JBt=fl'B~fl' +?' (P -t, 0)?' is such that  1 - A t B  t and 1 - B t A  t are compact op- 

erators on H~(~, E)@H+(O~, E)and H~(~, E) respectively (because f l '~-At~ 'JB~ and 

?'~-A~y'(P-t,O)y ', and also fl'~-tTB'tfl'At and y , 2 _ y , ( p - t  0)y 'At  are compact opera- 

tors. We have written as a row matrix an operator from HI(~)@H+(O~) to H~(~)). 

3. The index bundle i(A). We investigate the bundle defined in (5.2) a little further. 

Let P be an elliptic pseudo-differential operator satisfying the transmission property. 

If  A = (Pa  + G ~ )  is any elliptic system associated to P,  then the boundary symbol of A 

is invertible, so we must have )'(A) =0. Then, by (5.4) i(Pn) =Tr*F'-~r*F has to be the pull 

back of a virtual bundle on 0n. 

~'rom now on we wiU suppose that  A is of degree 0. If this is not the ease, we replace 

A b y A ' = A o (  (A~)a 0 ) -e (A~)�89 where d is the degree of A: by (5.0) and (5.12) this does 

not change the index bundle ~(A), nor the index. 

The interior symbol p =an(A) is an isomorphism of bundles: E_~E' over the cotangent 

sphere ~qn, and it satisfies the symmetry condition lo(v) = ~ ( - v )  on the normal bundle v qN, 

so that  it  can be canonically extended on the normal bundle N: Then it defines a virtual 

bundle 

d(p) ~ K(T~, N) = K(Bfi, S 5 U N) 

(B~ is the unit ball of T~,  Sfi the unit sphere, for some metric). 

Now let us consider the following commutative diagram: 

(5.13) 

K(~  x R ~) 

_ _  8 - 1  

K(T~) ~ K(T~, N) ~ K(T~/~ ,  N) ~ K(Soa • R ~) _% K(Son) 

K(T~) ~K(Tfi) -+K(T~/Oa) _= K-~(T~) _~ KX(TOn). 

In this diagram, we identify T ~ / ~  and T ~  • R by taking the inward orientation 

of the normal bundle. The isomorphism K ( T ~ / ~ ,  N)~K(Soa • R ~) is defined by the map 

which takes (~', Sn) into ~=, Log ~ is the Bott  isomorphism, i.e. the multi- 

pheation by the difference bundle d(C, C, ~ +i Log [~'])EK(R ~) =K -2 (point). 

In the diagram, the columns are exact, and so are the rows at the second place 

(K(T~, N), K(T~)) (this is just the exact sequence of K-theory). 
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Now the image of d(p) EK(T~,  N) in K(Son ) is precisely i(Pn) (cf. (2), where it is shown 

that  the map which t a k e s / e K - I ( X  • R)=K-~(X) (i.e. / is a continuous matrix on X • R, 

such that / (x ,  • co) = 1) into the index bundle i(/) of the Wiener-Hopf operator defined by 

/ is 'inverse to the Bott  isomorphism: here the matrix ] corresponding to d(p) is precisely 

the interior symbol p(~', ~n)). 

This proves the necessary part of 

(5.14) THEOREM. In  order that there exist an elliptic Green operator with interior symbol 

a~(P~), it is necessary and su//icient that i(Pa) be the pull back o /a  virtual bundle on 0~, 

or equivalently that/or large N, lc~ @aa(P) may be extended as an isomorphism on the ]ull 

boundary o / B ~  (i.e. OB-5 =S-5U (Bf i /~) ,  where S-5 is the unit sphere, B~ the unit ballo/ T~).  

The sufficiency will follow from section 4. 

Theorem 5.14 remains true if the degree of P is not 0, since the symbol of A-  can 

obviously be extended. 

The second condition is equivalent to the following: there exists a homotopy of elliptic 

pseudo-differential operators connecting lc~ @P to an operator P' which coincides with the 

identity near ~s (we identify the two bundles E and E'  on the sections of which P operates 

by aa(P)(v) on ~ ) .  However, such a homotopy will usually not preserve the symmetry 

condition a(v)=a(-v).  In view of the exactness of the middle row in (5.13), we have: 

(5.15) PROPOSITION. 

satis/ying the transmission 

with 1 near Dg2 i /and only 

There exists a homotopy o/ellipticpseudo-di//erential operators 

condition, connecting l c , |  to an operator P' which coincides 

i/ i (P,)  = O. 

(The exactness of the middle row of (5.13) only insures that  there exists a continuous 

family of elliptic symbols Pt satisfying the symmetry condition Pt(V)=Pt(-~), and such 

that  po = lc , |  Pl = 1 near ~ .  But then it is immediate to regularize Pt so that  it  is 

C ~ and satisfies the transmission condition.) 

4. Reduction to the boundary. In this section, we show how one can reduce the study of 

the ellipticity conditions to a problem concerning pseudo-differential operators on the 

boundary. (This technique has been used number of times--cf. A. P. Calderon: Boundary 

value problems for elliptic equations, Outlines o/the ioint Soviet.American symposium on 

partial di//erential equations, Novosibirsk 1963, 303-304; L. H6rmanderNNon elliptic 

boundary problems, Ann. o/Math., 83 (1966), 129-209; R. T. Seeley--Singular integrals 

and boundary value problems, Amer. J. Math., 88 (1966), 781-809.) 

We begin first by studying the symbols: let P be an elliptic pseudo-differential operator, 
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satisfying the transmission property,  and let G be a singular Green operator (of the same 

degree), operating both from the sections of E to the sections of E'. Then the boundary 

symbol p +g =an(P~ + G) is a Fredholm operator depending G ~176 on ~'. I t  follows tha t  given 

any  compact set ~ c ~ 0 ~  (if ~ is compact we will take E =Son, otherwise we only have a 

local result), there exists a Poisson symbol (depending C ~ on ~') k: F-~ E ' |  such tha t  

(p+g)@/r is onto if ~ ' E ~ .  The null space of (p+g)|162 is a C ~ bundle ~ P c E |  

I f  we replace/r by/c O ~  where/r is a Poisson symbol: F 1 ~ E' |  then ~P is replaced by  

Now let a = be the boundary symbol of a Green operator associated to P. 

= | t  q are simultaneously one to one or onto. So we can 

0 

always suppose tha t  the Poisson symbol k is precisely the one we have just constructed 

(i.e. the first line of a is onto), Then the Green symbol a is an isomorphism if and only if 

its second row is an isomorphism of r onto F '  (F '  is the bundle in which t and q take their 

values). 

I t  is usually practical to realise ~P as a subbundle of a trivial bundle C ~ (or of the pull 

back to Boa of a bundle on ~ ) .  This one can do as follows: in any case, there always exists 

a surjection k0: GN-~q5, where k is a Green symbol of the form (kq), and a Green operator 

t o (of the form (tq)): E |  N such tha t  kot o is a projector on ~ ,  and ho=tok o is 

the projector on qb0=t0r , parallel to ker k o. 

Now let A be a Green operator with interior symbol an(P), and boundary symbol a. 

(5.16) P R O P O S I T I O N .  With t ~  notation8 above, A i8 eUiptic if and only if the 

boundary symbol aoa((T Q))oko is an isomorphism o/Do=range of h 0 onto F ' .  

(0f course, if :)Q is a Green operator of the form ( Q )  whose boundary symbol is ]c 0 , 

(T Q)~(0 is a pseudo-differential operator on a~.)  

When s is compact, the same constructions can be carried out globally with the 

operators themselves (and not  the symbols): 

(5.17) PROPOSITION. Let P be a an elliptic-pseudo di//erential operator satis/ying the 

transmission property, and G a singular Green operator. Then 

1) There exists a Poisson operator K such that (Pn § G)~ K = A 1 is onto. 

2) We can choose the left inverse B 1 o] A 1 in such a way that (i) 1 - B1 A1 = :~0 9"0 is 

a pro~ector on Ker  A1, which is the composition o/two (vector valued) Green operators ~o o/the 
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,orm ~Q) 9"o o/ the /orm (T Q). (ii) Al :Ko=O, so ~o= 9"o~o is a pseudo.di,erential pro. 

jector on ~ .  

3) With these notations, A = ( P~ + o Q ) is elliptie i/ and only i/ the symbol of ( T Q ) ~ ,  

(which is a l~seudo-diHerential operator on the boundary) is an isomorphism o/the range o/ 

non (~o) onto _~' (P' is the bundle in the slaace o/the sections o/which T and Q take their values). 

This could be  deduced f rom (5.16), bu t  since it  is no t  longer, we give an independent  

proof.  

We  'hwill use several  t imes the  two following facts  (the proof  of which we leave to  

the  reader): 

- - i f  A is a ve ry  small  Green opera tor  of degree 0, t hen  1 - A  is invertible,  and  the  

inverse is also a Green operator .  

- - a n y  singular  Green m a t r i x  ~ = ( G Q )  can be arb i t rar i ly  a p p r o x i m a t e d  b y  a com- 

posi t ion ~ 9 " ,  where  ~ is a column ma t r i x  of the  fo rm ( ~ ) ,  and  9" a row ma t r ix  of the  

fo rm (T Q). 

Now let P '  be a pa r ame t r i x  to P .  Then  we can app rox ima te  

a 1 = 1 - ( P n  + G) P h  

b y  a composi te  opera to r  of the  form K 1 T 1 so t h a t  

1 -  Gz = I - GI + K1T 1 

is invertible.  Then  B1 \ T  1 ] 

is a r ight  inverse to  AI= ( P n +  GK1). 

N o w L l = l - B ~ A l i s a p r o j e c t o r o n K e r A l ,  o f t h e f o r m (  G Q ) .  We can approxi-  

m a t e  it  b y  a composi t ion ~19"0 as above,  so t h a t  1 - ~1 = 1 - L 1 - ~1  9"0 is invertible.  

L e t  us set  ~ = (1 - ~1)-1:K1 

so t h a t  we have  (1 - L1) = 1( - ~1) (1 - ~ 9"o). 

F inal ly  let  us set ~ o  = L1 

B 1 = (1 - ~ o  fro) B;. 

Then  we get  as announced 

A 1 B  x = A~ (1 - ~ o  if0) B~ = 1 - A~ L~ ~1  fro S [  = 1 
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(because A 1L  1 --0) .  I t  follows t h a t  

~o ~o = 1 - B1A 1 

is a projector  on ker  A t. F inal ly  we have  

and 

A ~ ( 0 = 0 ,  so ~o~oYfo=(1-B~A~)Y(o=~o 

7/o~ = :~o 9'0 :~o fro = :~0 fro = 7./0 

which ends the  proof. 

We  will use (5.16) to  end the  proof  of theorem (5.14). Notice t h a t  if (I) is the  kernel  

of aoa((Pn + G K)), we have  J(Pn) =~P -vr*F (as above ~r is the  project ion Son -a~) .  Suppose 

now t h a t  ?'(Pa) is a pull back:  then  there  exists a bundle F '  on ~ and  a C ~176 isomorphism 

q(~'): r ' (if M is large enough). Then  (with the  nota t ions  of (5.16)), a Green op- 

era tor  wi th  same interior symbol  as P a  and  with  bounda ry  symbol:  

aoa (A) = aoa ( ( P .  + G K))  | q(~') ( toe  Oc,,) 

satisfies the  condition of (5.16), so it  is an  elliptic Green opera tor  associated to  P .  

All these constructions can be done exac t ly  in the  same w a y  when  the  opera tors  

depend cont inuously on a p a r a m e t e r  x E X  (where X is a compac t  space). Then  the  index 

bundle j(P~) is a v i r tua l  bundle on Son • X.  Theorem (5.14) can be res ta ted  as: there  exists 

an elliptic Green sys tem A ~ (depending cont inuously on xEX)  associated to  P~ if and  only 

if j (P~)EK(Soa  • X)  is the  pull back  of a v i r tua l  bundle on 0 ~  • X.  

We  will be specially interested in the  case where X is the  in terval  [0, 1] (or the  square 

[0, 1]a). Then  we get: 

(5.18) Let pt  (0 <~ t <~ 1) be a continuous/amily o/elliptic pseudo-di//erential operators 

(satis,ylng the trausmission property) on ~,  and let A = ( Pa + G KQ) be an elliptic system 

associated to 1o ~ Then there exists a continuous/amily o/elliptic systems A t, with (~a (At) = 

qn (pt), and A ~ = A | lc~. 

I n  other  words, an  elliptic " b o u n d a r y  condit ion" associated to  po can be cont inued 

to  .pt. 

Pro@ Le t  us first  continue K ~ G o arbi t rar i ly  into K t, G t. Choose K as in (5.17) so t h a t  

i t  works for every  t (i.e. aoa((P~ + G t K t K)) is a surjection for  every  t). Le t  (I) t be the  kernel  

of (roa((P~+G t K t K)): this is a C oo bundle on Son • [0, 1]. Now (~on((T ~ QO lc~)) is an iso- 

morph i sm of �9 ~ onto ~r*$" |  M. But  this can be ex tended  as a Coo isomorphism of (I) t 
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onto the pull back of $" | G ~ to S0a x [0, 1], and because �9 t is finite dimensional, such an 

isomorphism is the restriction to (I) t of a boundary symbol q0a ( (~  Qt)), where we can choose 

~ = ( 0 ~ ) ,  Q ' =  (0 ~ ~)" 

6. The Agranovi&-Dynin lormula. We will say that  two eUiptic systems A and B 

are equivalent and write A ~ B if there exists a homotopy of elliptic systems connecting 

A @ 1 to B @ 1. The class of A for this equivalence relation depends only on its interior and 

boundary symbols, so we can speak of the class of a symbol as weU as of the class of an 

operator. Quite obviously A and B are equivalent if their symbols are close enough to each 

other. Also we have 

Now let A 1 and A S be elliptic and have the same interior symbol. Then the interior 

symbol of B =A~A~ 1 is 1 (we write A~ 1 for any parametrix of A1). So the boundary symbol 

of B is of the form: 

(7oa(B)=(~ +g kq). 

We can always approximate g by a composition b't'. So we deduce all information on 

the difference between the classes of A 1 and A2 from the following result, which generalizes 

the AgranoviS-Dynin formula (Dokl. Akad. Nauk SSSR 145, no. 3, 511-514). 

(5.19) P R O P O S I T I O N .  W e  have 

(1T-K'T'  ~),,~(1-T'K'_TK, Q-TK]-T'K'~ 

where the second operator is a pseudo-dillerential operator on the boundary. 

Proo I. We have 

(i (! (i o o t ,,~ 1 ,~ ' 1 , , ,  1 - T ' K '  - T ' K  . 

Q 0 Q 0 Q ' - T K '  Q - T K !  

The first equivalence is obvious. The second follows by multiplying on the right by 

�9 1 , ,~1, 

0 
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and the third by multiplying on the right by 

1 ,,,1. 

0 

This construction can be done just as well when A = (T +  O Q )  depends continu- 

ously on a parameter xE X; then we get ( I + G~ ~ )  ,x. �9 Tz ~ Q'~, where Q is a pseudo-differ- 

ential operator on ~ depending continuously on x. In particular we get 

(5.20) Let A t = Gt Qt be an elliptic Green operator depending continuously on 

tE [0,1], where A ~ (10 ~ ) i s  the identity operator and A 1= (~ 0QI) (i.e. G 1= 0, K 1= 0, 

T 1 =- 0). Then there exists a homotopy o[ elliptic pseudo-di/[erential operators on a~ connecting 

QX @ 1 with 1. 

7. The classical case. The constructions of the preceding sections become fairly sim- 

ple when A - - ( P t l ) ,  where P is an elliptic partial differential operator. We repeat these 

simplified constructions here. 

Let m be the degree of P, and let E and E' be the bundles on the sections of which 
/ / I  I - -  I P operates. Define ~: C ( ~ , E )  - ~  ( ~ , E )  

O•m[ - ' ~  P(t) - Pal ,  

where ] is the extension of [ by 0 outside of ~, and we have set 8m[ = ((O/Oxn)~//Of~)~-o.... m-l, 

a/ax n = normal derivative near OEL 

By Green's formula P]  - P ~ / i s  a distribution supported by Of~, of the form 

V. P~.,(z',~laz') ((~l~z.)~llO~) ~(z.)  (') 
O~k+l~m-1 

(the definition of the product is relative to an isomorphism ~ ~ ~ • R+ near ~ ,  and 

x, ER + is the normal variable in this isomorphism). 

I t  follows that Q is well defined and ranges in the space of distributions supported 

by ~ .  

Now define K o by 
Kou = p'(Ou)/~.  

where P' is a parametrix of P, so that K 0 is a Poisson operator. 
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Then we get an (Pn P~)--  1 an (P~ P n ) =  1 

aon (Pn !Pa) = 1 aon (Pa Pn) = 1 - aon (Ko ym). 

So that  in this case, we can take the symbols k 0 and t o of (5.16) to be those of K 0 

and Ym. 

ho = aoa (Ko y,,) is then the symbol of the Calderon-Seeley projector on the Cauchy 

data of the kernel of pn.  

Application of (5.16)to A =  ( T n ) ,  of course, gives back the Lopatinsky covering 

conditions. 

= are two elliptic systems associated to the same elliptic I f  A 1 TI T~ 

operator P,  and if B1 = (P~ + G1 K1) is a parametrix to A1, we get 

with q = aoa (T2 K1). 

So we have A~BI,,, Q = T~Kt, and in particular 

index (As)- index  (A1) = index (Q) 

which was the formula stated by Agrano~tch and Dynin (lot. tit.). 

8. The index o] an elliptic boundary problem. Let  us first recall the index formula when 

there is no boundary (cf. (4)): if ]: X ~ Y is an embedding of Coo manifolds, we have the 

Thorn map / : :  K ( T X ) - ~ K ( T Y ) .  In particular the Thorn map t: K ( T ~ ) - ~ K ( T ~ )  is well 

defined if ~ is the interior of a C ~ manifold with boundary ~ (because ~ is isomorphic to 

a neighborhood of ~,  and we can choose the isomorphism to be homotopic to the identity 

of ~2). 

The Bott  periodicity theorem states that  the Thorn map is an isomorphism if X is a 

point, and Y = R n. 

If  ~EK(TX) ,  the topological index of ~ is defined by 

g(~) = i~1/: (~) E Z = K (point), 

where / is an embedding X -~ R n, and i the inclusion point c R' .  

If  P is an elliptic operator on X, the index formula states tha t  

index (P) = Z([P]), 

where [p]=d(E, E ' , p ) E K ( T X )  is the difference bundle defined by the symbol p of P,  
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(5.21) THEOREM. There exists one and only one map A ~[A] which to an elliptic Green 

operator A on ~ assigns a virtual bundle [A] EK( T~)  in such a way that 

(1) [,4] depends continuously on A (i.e. [A]=[B] q there exists a homotopy o/ elliptic 

operators connecting A and B). 

(2) A-~[A] is a homomorphism, i.e. [A|  and [AoB]=[A]+[B] q the 

composition is defined. 

(3) [A ] = [P~] + t[Q] i / A =  (Po ~ Q) where P coincides with ,he identity near 8 ,  (so that 

[P] is well de/ined as an element o /K(T~)) ,  and t is the Thorn map: K(TO~)-*K(T~). 

(4) [A] =0 i / A  is one o/ the elliptic operators o/(5.10). 

Proo/. We prove the uniqueness first: suppose that  

A = ( P~ + G Q ) : C~176 (~, E) | C~O (O~, F) -~ C:c (~, E') | C~ ( ~ ,  F' } 

and the degree of A is d. Then we must have 

[A]= [Ao(AoS 0 -a (AF)�89 ] .  So we can suppose d =  0. 

Next let ] (Pa)= z~* ((I)- (I)'), where (I) and (I)' are two C ~ bundles on ~ (and z~ is the 

projection So~ ~ ) .  Then we must have 

[A]  = [A | \To Pc / \To Pc/ ] 

(we have taken the same notations as in (5.10)). So we can suppose J(Pa)= 0. 

Now in view of lemma (5.15), there exists a homotopy connecting P to P', where 

P' = 1 near ~ .  Then (5.18) and (5.19) show that  there exists a homotopy connecting 

A |  to a Green operator of the form (P~ 0 )  p,  Q, , where = 1 near ~ .  So by (1) and (3) 

we must have 

[.4] = [P']  + t[Q]. 

To prove the existence, we have to show that  the bundle just constructed does not 

depend on the choice of homotopies hereabove, or equivalently: if A t (0 ~<t ~< 1) is a homo- 

t o p y o f e l l i p t i e s y s t e m s c o n n e e t i n g A ~ 1 7 6  thenwe 
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have [po] + t[Q0] = 0. This will be proved in section 9 (it is useless for the proof of the in- 

dex formula). 

(5.22) THEOREM. Let A be an elliptic Green operator on ~.  Then we have 

index (A) =x([A]) 

(where Z: K ( Tf2) ~Z  is the topological index). o) 
Proo/. This is just the index formula of (4) when A = Q ,where P is the iden- 

t i ty  near 0~. 

I f  A is one of the operators of (5.10), the formula is true by section 2 (then index (A) 

=0). The formula in the general case then follows immediatetly: every construction in 

the proof of theorem (5.21) preserves the index. This ends the proof. 

Let  us also observe that  this index formula still holds if ~ is not compact, but  A coin. 

cides with the identi ty operator out of a compact set. 

[ Pta + Gt (t > 0) be a continuous 9. End o/the proo[ o/Theorem (5.21). Let  A t = \ T  t Qt 

family of elliptic systems, such that  A t = 1 for t >/1, and 

where p0 = 1 near OfL 

We first choose an isomorphism x~(x ' , xn )  of a neighborhood of 0~ in ~ onto 

0~ x R§ Then we define a new symbol p,t by  

[ipt~(x, ~) if t~<l 

1Jt(x,~)=lpl(t-l'+(~-t'~(x,~ ) ifif l~t~<2t>~2. 

where pt is the interior symbol o f /~ ,  and qEC~(~)  is such that  0~<q<l ,  ~ = 0  near 0~, 

and q = 1 when x n >~ 1 and away from ~ .  

Then we obviously have [po] = [p,o] = [p,1]. 

Next  define a new elliptic system A 't by 

[le,,+ao Ko) 
A,t=  ] , T  o Qo if 0 ~ < t < l  

+ O t-1 Kt-  X '~ 
OH / if t> l 

where ~o 't is any pseudo-differential operator with interior symbol p,t. Then r 't) is 

constantly equal to 1 when t ~> 1 and zn >t 1. 
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Replacing A s by A a-l,  we see that  we can always suppose that  the interior symbol of 

A t is the identity when x,  >~ 1 or t ~> 1, and so we will also suppose ~ = a ~  x R+. 

Now let us introduce the following commutative diagram (where ~ = ~  x R +) 

K ( ~  x R~, (T~ /8~  x {0}) U (N x R~)) 
4 a 

_ d x + + f l ; 1  (5.23) K ( T ~ / ~  x R~-, N • R~) ~ K(So~ Rl~, 1 x RE. • Rt ) ~ K(Son x R~) 

4b  78  4,8 

fl~x K (Toa) 

4r 
K ( T ~ ) .  

In  this diagram, N is as usual the cotangent normal bundle. 

a is the restriction to 8~ (it is an isomorphism because the inclusion 

(T~I~E~ x R +, T~la~ x {0})  c (TE~ x R +, (T~laE~ x {0})  U (.,'V x R+)) 

is a homotopy equivalence of pairs: the second can be retracted on the first by rotations) 

b is the natural restriction map 

c is induced by the map t -~ x~. 

d is induced by the map (~, t) ~(~'/1~'1, I~'[, ~., t) 

e is induced by the map ~ -~ (~', ~.) 

is the boundary map of the exact sequence of K-theory: 

K-~(So~) = K(So~ x R+) -~ K ( T a ~ )  

fix is the multiplication by the difference bundle d(C, C, ~ + i  Log ]~'[) 6K(R~, t x R~)  

fl~ is the multiplication by the difference bundle d(C, C, Log t+ i~n)6K(R~ x R~) 

R+ is the closed half line, R+ is the open half line. The subscript (RI~,I, R~,, etc.) indicates 

which variable varies in which factor, 

The last square on the right would be commutative if we had replaced fix by  f12 in the 

second row of (5.23). I t  still commutes as it stands because the permutation ( I ~' I, ~n, t) -~ 

(e~% Log t, I ~' I ) is homotopic to the identity. 

The composition coboa equals the restriction to {0} oR+:  

K ( T n  x R + .... ) ~ K ( T ~  x {0}, T ~ l a n  x {0}) = K ( T n )  

because the maps t~R+-~ (0, t ) e / ~  or (t, 0 ) ~ + ~  are homotopie. 

The composition coe-~ofl ~ is the Thorn map: K ( T S ~ )  ~ K ( T ~ ) .  

~ow the interior symbol p~=(~a(A ~) is a bundle homomorphism satisfying the sym- 

metry  condition p~ (v) =p~ ( - ~,) (where ~ is any normal coveetor on ~ ) ,  so it  defines a virtual 

bundle 
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d~ s) 6K(T~ x R~', T~ x {0} U N x R~-). 

The image q of d(p s) in K(Son x R~)=K-*(Sa~) in diagram (5,23) is the index bundle 

](ps) as in section 3. So we have 

(5.24) [/Do] = t[q] (q =](ps) E K ( S ~  • R$) and [q] =aq =difference bundle defined by q). 

Let Us first suppose ](pt)=OeK(So ~ • R~). Then by proposition (5.15) (with para- 

meter) we can deform the continuous family A s 6) 1 into a new family A'S (without changing 

A~ or A ~ I )  so that  (;a(A't)=l near ~s for every 1. In this case [qn(Aa)] is defined, 

and equal to 0, for every t, and it follows from (5.20) that  we also have [QO] =0. 

I t  remains to check [/~] +t[Q ~ =0 for one continuous family A s as above, with given 
=j(ps). 

So let q E K(San • t~ +) = K-1 (San). We represent q by a C ~ matrix q (~'): San-~ GL(N). 

Let M~ ( 0 ~ < u < ~ )  

2 N • 2 N matrix on San , 

Mu = 1 for large u) .  

We define a continuous family of elliptic symbols pS b y  

bo. o o o, co oo in ( 0 0) (i q-1 and 1 .e. M u i s a C  a 

0) 
depending continuously on u, and such that  Mo= q-1 , 

(where ~, a are as in section 2) (pC is at first only defined for ~ ~ 0, but we extend it by 1 

when ~ '=  0. I t  is the identity when ~' is small, or when x. + t is large). 

Then ps(po)-i is a continuous family as above, and we have 

j(ps (po)-l)  = j(ps) _ i(po) = (Ms- C ~) - (C ~) e K ( ~ o a  • R+),  

(where we write C N for the first factor in C~); this is precisely the bundle defined by q. 

Now we follow the boundary condition: as in section 2, if T o is the I)irichlet data, 

( "  ) and II the projector on the first factor 6 ~ in 6 r ~ = II M[ 1. T o is an elliptic column 

matrix (pt is such that  an(P  ~) _ps). 

ThenAS=B~(B~176176 andA~176 ~ )  with ~aa (Q~ = 
q - l ,  

Finally, by (5.24), we get in this case [pO] + [QO] = t[q~] + $[q-1]= 0. This ends theproof. 
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