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ON FUNCTIONAL EQUATIONS CONNECTED WITH

DIRECTED DIVERGENCE, INACCURACY AND

GENERALIZED DIRECTED DIVERGENCE

P L . KANNAPPAN AND C. T. N G

The measures directed divergence, inaccuracy as well as
generalized directed divergence occurring in information
theory can be characterized by the symmetry, expansibility,
branching, and additivity properties together with some
regularity and initial conditions. In this paper some func-
tional equations generalizing those implicit in these charac-
terizations shall be treated.

l Introduction* Let Δn = {P = (plf p2, , pn) \ pi ;> 0 and
Σ?«ift - 1} and Δ'n = {P = (plf p2, . , pn) \ Pi > 0 and Σ?~il\^ 1} b e

the set of all finite complete and incomplete probability distributions
respectively. In 1948 C. E. Shannon [16] introduced the following
measure of information

(1.1) H%(P)= - g f t l o g f t ,

on Δn which is now known as Shannon's entropy. This has been
generalized to inaccuracy [10]. Inaccuracy and the related quantities
directed divergence or information gain [11, 15] and generalized
directed divergence [3] are given by

(1.2) Hn(P 11 Q) = - Σ ft log ft , (P e Δn, QeΔnor Δ'n) ,

(1.3) /,(P| |Q) = Σ p , l o g £ ί , (PeΔn,QeΔn or Δ'%) ,
i=i q.

and

(1.4) Dn(PI I Q I B) = Σ Pi log- Si , (PeΔn,Q,ReΔn or Δ'u)

respectively. While characterizing these measures we come across
the following functional equations

(1.5) Σ Σ FiPiQj) = Σ F(Pi) + Σ F(qi) , (PeJn,Qe Δm) ,
i j ii=i j-i

(1.6) Σ Σ ΆPiQi, XtVj) = Σ F(Pu «ι) + Σ F(qJt Vi) ,
•=i j=i *=i i=i

(Pei», Q e Δm, l e Δn or j ; , Ye Δn or Δ'm)
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