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I. Introduction. For each integer n = 1,2,..., let Sn be a finite nonempty 
set, and let $n be a nonempty family of real-valued functions on Sn. This 
announcement is concerned with the asymptotic behavior of sequences of 
functions {ƒ„} which are constrained by {$n} in the sense that fn e $n for 
every n. Specifically, given an ^„-valued random variable Yn (n > 1), an 
examination is made of the almost sure asymptotic behavior of sequences 
of random variables of the form {fn(Yn)/n}, where {fn} is constrained by 
{Sn} is the above sense. (See Theorem 1.) Of particular interest for appli
cations is the context in which for some finite set A, and some stationary 
sequence Xi,X2,... of ^4-valued random variables, we have Sn = An and 
Yn = (X\ 9...,Xn) for every n. In this context, our main result (Theorem 2) 
is an ergodic theorem which gives sufficient conditions on the constraining 
sequence {#„} so that {fn(Xu..., Xn)/n} will converge almost surely when 
{fn} is a certain sequence of functions constrained by {Sn}- The subaddi
tive ergodic theorem [4] for stationary, ergodic processes with finite state 
space and the Shannon-McMillan-Breiman theorem [2] are special cases 
of our main result. 

At this point, we mention examples from information theory and statis
tics illustrating the utility of results of the type just described. 

EXAMPLE 1.1 (INFORMATION THEORY). Let Sn be a set of messages, 

each of which has length n. Let $n be the family of all functions f:Sn-> 
{1,2 , . . .} for which there is a uniquely decipherable code [1] which assigns 
to each message m e Sn a binary codeword of length f(m). Let Yn be a 
random message from Sn. One may want to select fn e dn so that, with 
probability one, the codeword length per message length fn(Yn)/n does not 
exceed a certain bound in the limit as the message length n —• oo. 

EXAMPLE 1.2 (STATISTICS). Let Sn be the set of all sequences of length n 
that can be formed from a finite set A. Let Q(ju) be a real parameter of an 
unknown probability distribution fi on A. Let Yn be a random sample of 
size n drawn according to the distribution ju. A family $n of functions on 
Sn is specified, consisting of the statistics that are to be allowed as possible 
parameter estimators. It is desired to select a statistic fn e $n {n > 1) so 
that fn(Yn) —• O(JLL) with probability one as the sample size n —• oo, no 
matter what may be the distribution of //. 
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