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Pseudodifferential operators may be considered from the ontological, the teleological, or the archeological standpoint: what are they, what do they do, where do they come from? Quick answers are that they are linear operators expressed via the Fourier transform as (formal) integral operators, that they are used extensively in the study of partial differential equations, and that the direct line of descent is through singular integrals. We shall consider each point in more detail and detect as well a thread of Hegelian dialectic.

If $P=\sum a_{\alpha}(x) D^{\alpha}$ is a differential operator in $R^{n}$ and $e_{\xi}$ denotes the exponential $e_{\xi}(x)=\exp (i x \cdot \xi)$, then $P e_{\xi}(x)=p(x, \xi) e_{\xi}(x)$, where $p(x, \xi)=$ $\Sigma a_{\alpha}(x) \xi^{\alpha}$. Expressing a test function as a sum of exponentials by the Fourier inversion formula, one obtains

$$
\begin{equation*}
P u(x)=\int e^{i x \cdot \xi} p(x, \xi)(\xi) d^{\prime} \xi=\iint e^{i x \cdot \xi} p(x, \xi) u(y) d y d^{\prime} \xi \tag{1}
\end{equation*}
$$

where $d^{\prime} \xi=(2 \pi)^{-n} d \xi$. Thus the differential operator $P$ is expressed formally as an integral operator defined by a conditionally convergent "oscillatory" integral by means of the "symbol" $p$. Here $p=p_{r}+p_{r-1}+\cdots$, where $p_{j}$ is homogeneous of degree $j$ in $\xi$. Thus at least locally in $x$ one has estimates for the derivatives

$$
\begin{equation*}
\left|D_{x}^{\beta} D_{\xi}^{\alpha}\left(p-\sum_{k>j} p_{k}\right)\right|<C_{\alpha \beta j}|\xi|^{j-|\alpha|} \quad \text { if }|\xi|>1 \tag{2}
\end{equation*}
$$

These estimates may be used in conjunction with integration by parts in (1) to convert (1) into a convergent integral and verify directly that $P$ maps $C_{c}^{\infty}\left(R^{n}\right)$ to $C^{\infty}\left(R^{n}\right)$. Now if $Q$ is a second differential operator, with symbol $q=q_{s}+q_{s-1}+\cdots$, then the composition $Q P$ has symbol which can be calculated by Leibniz' rule:

$$
\begin{equation*}
q{ }^{\circ} p=\sum(\alpha!)^{-1} i^{-|\alpha|} D_{\xi}^{\alpha} q D_{x}^{\alpha} p \tag{3}
\end{equation*}
$$

In particular the highest order part is just the product $p_{r} q_{s}$. Note in passing that the identity operator has symbol 1.

