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1. Introduction. We consider /-matrices 

J = ('*«)» JPQ = 0 for | p - q | ^ 2, ypi> = £p, 

ip+i,p — ip.p+i = — öp T^ o, 

such that 

(1.1) I[J(%, #)] = X I(bp) | ^ |2 - X) ^ ( ^ ) ( ^ ^ + i + «pSp+i) ^ 0 

for all #p for which the sums converge. These are the /-matrices as
sociated with a positive definite /-fraction [4, 5, l ] . 1 Let Xp(z) and 
Yp(z) denote the solutions of the system of linear equations 

(1.2) — dp-iXp-i + (bp + z)Xp — dpXp+i = 0, p = 1, 2, 3, • • • ; ̂ o = 1 , 

under the initial conditions #o= — 1, #1 = 0 and #0 = 0, #i = l, respec
tively. We shall prove that when at least one of the series 

00 00 

(1.3) EI**(o)|2, E |r,(o) |» 
p = l 2>=1 

diverges, then the matrix Z + z J has a unique bounded reciprocal for 
I(z) > 0 , and that when both the series (1.3) converge then the matrix 
J+zI has infinitely many different bounded reciprocals. This theo
rem was proved by Hellinger [2] for the case where the coefficients 
ap and bp are all real. 

2. Reciprocals of an arbitrary /-matrix. The general right recipro
cal of J+zI is (ppq) where pi,q, g = l, 2, 3, • • • , are arbitrary func
tions of zy and [3, p. 116] 

tPi,q(*)Yp(z), p = 1, 2, 3, • • • , q; 

(2.1) Ppq(z) - <PUZ)YP(Z) + Xq(z)Yp(z) - Xp(z)Yq(z), 

' P = ^ + 1, q + 2, q + 3, • • • . 

We shall say that the determinate case or the indeterminate case holds 
for the /-matrix according as a t least one of the series (1.3) diverges 
or both of these series converge, respectively. In the indeterminate 
case, both of the series 
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