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I thank the editors for inviting such a distinguished group of researchers to
discuss this paper and the discussants for their valuable contributions. The
discussants are among the leaders in the field of function approximation and
estimation; it is therefore no surprise that their comments are so perceptive
and stimulating. Many important suggestions are made for improving the
MARS procedure. These discussions provide a clearer and deeper understand-
ing of both the strengths and limitations of the MARS approach. Each of them
raises many very important issues, some of which I respond to here. Space
limitations preclude a more thorough discussion of all of the cogent points and
innovative ideas presented.

Schumaker. I thank Professor Schumaker for providing the additional
references, especially the recent ones that were not available in 1987 when I
performed the main body of this work. Of the five that relate to multivariate
adaptive approximation, only one [de Boor and Rice (1979)] presents a proce-
dure that could possibly lead to a practical method in high dimensions. Their
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