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1. Introduction. Pitman [1] gave a thorough discussion of the problem of
estimating the location and scale parameters of a distribution which is known
except for one or both of these parameters. In particular, if X; --- X, are real
random variables independently and identically distributed according to the
density r(z — £) (with respect to Lebesgue measure), where ¢ is unknown but
the function r is known, Pitman shows that the estimator
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is the best translation-invariant estimator in the sense that it minimizes
&[£(X, - -+ X,) — & among all estimators £ for which
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for all z;, --- , z, and ¢. Girshick and Savage [2] showed that £) is minimax in
the class of all estimators (not restricted by (1.2)) and this also follows from the

later more general results of Kudo [3] and Kiefer [4]. Karlin [5] has shown that
under certain conditions £ is admissible, that is, if £ is any estimator for which

(13) Ei(é(Xl y T Xn) - 5)2 = Ef(éo(Xl y T Xn) - 5)2
for all ¢, then equality holds for all £. Since his conditions are fairly strong, and
his method somewhat special, it seems desirable to present an alternative proof.
Theorem 1 of Section 2, when reformulated for the present slightly special case,
becomes
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then & defined by (1.1) is admissible.
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