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Fredrik Savje

I first want to commend Yu, Silber and Rosenbaum
(2019) for their paper. The matching procedure they have
developed will help countless researchers improve their
causal inferences in settings where randomized experi-
ments are infeasible or impractical but where observa-
tional data is plentiful.

The aim of my remaining comments is to extend and
complement the authors’ discussion. I start by compar-
ing their procedure with similar approaches developed in
the computer science literature. This broader perspective
provides some suggestions for possible improvements and
extensions. I continue with a discussion about how opti-
mality may be viewed with respect to statistical perfor-
mance, match quality and runtime, and I describe an alter-
native procedure that may better align with some of these
objectives. I conclude with some general remarks. To the
greatest extent possible, I use the authors’ notation.

1. A BROADER PERSPECTIVE
1.1 Previous Work on the Matching Problem

In its most condensed form, the problem the authors
consider is to find a i in M that minimizes some objec-
tive function L where M collects all injective functions
mapping treated units 7 to controls C. A common choice
for L is the sum of some cost function § : 7 x C —
R* over the matches, in which case the problem be-
comes

M* = arg min Z 8(t, u(2)).
HeM  teT

The task is the same as finding a minimum-cost maxi-
mum independent edge set in the complete bipartite graph
with 7 and C as parts.! Such an edge set can be found
as the solution to a minimum-cost network flow prob-
lem.
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' An independent edge set is called a “matching” in the computer
science literature, but the term has an extended meaning in the causal
inference literature.
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Through an impressively productive research program,
the authors and their collaborators have described how
a large number of variations of the objective function
and constraints on M also can be encoded as minimum-
cost network flow problems. Many of these variations,
such as fine balancing, are reviewed in detail by the au-
thors.

The network flow approach admits great flexibility, but
the associated algorithms do not scale sufficiently well to
accommodate large samples. The authors note that run-
time tends to grow as O(NE + N2 log N) where N is the
number of vertices in the network and E is the number
of edges. Generally in matching problems, E = Q(N?)
and N = Q(T + C), where €2 denotes asymptotic lower
bounds, so the time complexity is cubic in the sample
size.

One way to reduce runtime is to prune edges in £ in
a preprocessing step. For example, if one can achieve
E = O(Nlog N), runtime grows at only a quasi-quadratic
rate. Such pruning must, however, be done with care. One
potential problem is that the optimal flow derived from
the reduced edge set may not be a maximum independent
edge set in the full problem; that is, the matching pro-
duced from the pruned edge set may not be in M. A sec-
ond concern is that the solution might not be an optimal
solution in the full problem; that is, the matching may not
be in M*.

The authors set out to develop a procedure to prune
edges while ensuring that the network flow solution is
in M. To that end, they solve another optimization prob-
lem:

M® = arg min max § (¢, w(1)).

neM teT
Problems that aim to minimize the maximum edge cost
are called bottleneck problems. Bottleneck problems
rarely have unique solutions. This does not concern the
authors, however, because they seek a preprocessing step.
With M® in hand, they substitute it for M in the orig-
inal problem and find a w in MP® that minimizes L.
Because M® is smaller than M, the procedure will re-
duce runtime as long as the preprocessing can be com-
pleted quickly. Furthermore, because MP® is a subset of
M, the matching found in this way will be admissi-
ble.



