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Bayesian Statistics Then and Now1

Andrew Gelman

It is always a pleasure to hear Brad Efron’s thoughts
on the next century of statistics, especially consider-
ing the huge influence he has had on the field’s present
state and future directions, both in model-based and
nonparametric inference.

THREE META-PRINCIPLES OF STATISTICS

Before going on, I would like to state three meta-
principles of statistics which I think are relevant to the
current discussion.

First, the information principle, which is that the key
to a good statistical method is not its underlying phi-
losophy or mathematical reasoning, but rather what in-
formation the method allows us to use. Good methods
make use of more information. This can come in dif-
ferent ways: in my own experience (following the lead
of Efron and Morris, 1971, among others), hierarchi-
cal Bayes allows us to combine different data sources
and weight them appropriately using partial pooling.
Other statisticians find parametric Bayes too restric-
tive: in practice, parametric modeling typically comes
down to conventional models such as the normal and
gamma distributions, and the resulting inference does
not take advantage of distributional information be-
yond the first two moments of the data. Such problems
motivate more elaborate models, which raise new con-
cerns about overfitting, and so on.

As in many areas of mathematics, theory and prac-
tice leapfrog each other: as Efron notes, empirical
Bayes methods have made great practical advances but
“have yet to form into a coherent theory.” In the past
few decades, however, with the work of Lindley and
Smith (1972) and many others, empirical Bayes has
been folded into hierarchical Bayes, which is part of a
coherent theory that includes inference, model check-
ing, and data collection (at least in my own view, as
represented in chapters 6 and 7 of Gelman et al., 2003).
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Other times, theoretical and even computational ad-
vances lead to practical breakthroughs, as Efron illus-
trates in his discussion of the progress made in genetic
analysis following the Benjamini and Hochberg paper
on false discovery rates.

My second meta-principle of statistics is the method-
ological attribution problem, which is that the many
useful contributions of a good statistical consultant,
or collaborator, will often be attributed to the statisti-
cian’s methods or philosophy rather than to the artful
efforts of the statistician himself or herself. Don Rubin
has told me that scientists are fundamentally Bayesian
(even if they do not realize it), in that they interpret un-
certainty intervals Bayesianly. Brad Efron has talked
vividly about how his scientific collaborators find per-
mutation tests and p-values to be the most convincing
form of evidence. Judea Pearl assures me that graphical
models describe how people really think about causal-
ity. And so on. I am sure that all these accomplished
researchers, and many more, are describing their expe-
riences accurately. Rubin wielding a posterior distribu-
tion is a powerful thing, as is Efron with a permutation
test or Pearl with a graphical model, and I believe that
(a) all three can be helping people solve real scientific
problems, and (b) it is natural for their collaborators to
attribute some of these researchers’ creativity to their
methods.

The result is that each of us tends to come away
from a collaboration or consulting experience with the
warm feeling that our methods really work, and that
they represent how scientists really think. In stating
this, I am not trying to espouse some sort of empty
pluralism—the claim that, for example, we would be
doing just as well if we were all using fuzzy sets, or
correspondence analysis, or some other obscure statis-
tical method. There is certainly a reason that method-
ological advances are made, and this reason is typically
that existing methods have their failings. Nonetheless,
I think we all have to be careful about attributing too
much from our collaborators’ and clients’ satisfaction
with our methods.

My third meta-principle is that different applications
demand different philosophies. This principle comes
up for me in Efron’s discussion of hypothesis testing
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