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To show that this theorem covers a class of stochastic processes of practical
interest, it is shown next that the condition (1) of the theorem is true in strictly
stationary processes which are normal. For this, it suffices to show that
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where 2 and y have a bivariate normal distribution with means zero, variances
unity and covariance p, with |p| < 1. Now

Pl(z > ¢), (y > o)

—0, (c = =),

\/i_———p f f exp [2(1 ) @ — 2pzy + y2):| dz dy.

The substitution = r/c + cand y = /¢ + ¢ leads to
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Since P(z > ¢) ~ (1/A/2x) exp (—3c), statement (2) follows.

Acknowledgement. The author wishes to record his gratitude to a referee for
suggesting a change in the assumptions made in an earlier form in this paper.

REFERENCES

[1] E. L. Dopp, “The greatest and the least variate under general laws of error,” Trans.
Amer. Math. Soc., Vol. 25 (1923), p. 525-539.

[2] W. FELLER, An introduction to probability theory and its applications, John Wiley and
Sons, Inc., New York., 1950.

[3] W. Hoerrping aND H. RoBsins, ‘““The central limit theorem for dependent random
variables,’”’ Duke Math. J., Vol. 15 (1948), pp. 773-780.

—
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The k statistics are of interest to workers in the theory of sampling distribu-
tions and moment statistics. They are related also to certain aspects of the theory
of numbers and combinatory analysis, as indicated by Dressel [1].

The k statistics were introduced by Fisher in 1928 [2] to estimate the cumulants
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