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1. Consider an infini te sequence of complex-valued  random var iables  

�9 �9 . : X - 2 ~  X - I ~  X 0 ~  X l ~  X 2 ~  �9 . . 

with f ini te  second order  mean values.  Fo r  the  sake of s implici ty,  we shall  assume 
th roughout  t h a t  all f irst  order  mean  values  of the  x~ reduce to zero, while there  
is a t  least  one x= having a var iance  different  from zero: 

E xn = 0 for all n, 

E I x~ I S > 0 for some n. 

The covariance ]unction of the  xn sequence is 

.R (m, n) = E (x,, ~.). 

W e  m a y  in te rpre t  x~ as a measure  of the  s ta te  of some observed var iab le  
sys tem a t  the  t ime po in t  nt, where t is a given quan t i ty .  The  sequence of the  xn, 
wi th  n . . . .  , - 1 , 0 ,  1 . . . .  , will then  represent  the  t empora l  deve lopment  of th is  
system, and  will const i tu te  a stochastic process with discrete time. In  the  sequel, 
we shall  a lways t ake  t =  1, so t h a t  the  subscr ip t  n m a y  be d i rec t ly  regarded  as  
measur ing t ime.  

The prediction problem for a process of this  k ind  is the  problem of predic t ing  
the  s ta te  of the  process a t  some future  t ime  point ,  when i ts  pas t  deve lopment  
is assumed to be more or  less known. I n  this  paper  we shall  only  be concerned 
with  linear least squares prediction. Thus we shall wan t  to  f ind the  "bes t  poss ib le"  
predic t ion  of a cer ta in  x= by  means  of l inear operat ions  act ing on certain vari-  
ables belonging to  the  pa s t  of the  process, in te rpre t ing  the  "bes t  possible"  in the  
sense of minimizing the  mean  value of the  squared error  of prediction�9 

Consider the  expression 

Min E ] x , - C o X ~ _ p - c l  xn_v_ 1 . . . . .  cqx=_r_ql2=s~q>O, 
c o . . . . .  t q  

where n, p and  q are f ixed integers ~ wi th  p>O, q > 0 ,  while the  min imum has to 
be t aken  for all complex quant i t ies  c o , . . . ,  %. Then snvq will be the  least  possible  
error  of predict ion,  when xn has to be l inear ly  p red ic ted  in te rms of x~_p, x~-p-x, 
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