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1. Introduction 

The problem of linear predict ion for a weakly  s t a t ionary  stochastic process 
has been discussed in considerable detail b y  Kolmogorov  [3], Wiener  [6] and  
others.  Recent ly  there has been increasing interest  i n  the  linear predict ion 
problem for a vector-valued weakly s ta t ionary  process. 'Aspec t s  of this problem 
have  been t rea ted  in a heuristic manner  by  Whit t le  [5] and analyt ical ly  by  
Wiener  [7]. The discussion in this paper  i s  more probabilist ic in or ientat ion 
and  some a t tent ion  is devoted  to  the  problem of comput ing  the predict ion error 
covariance matr ix  in a one-step predict ion when the  process is a two-vector .  
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2. P re l imina ry  discussion 

: , t . . . .  , - 1 , 0 ,  1 . . . . .  E x t = O ,  

\ m x t /  

be an m-vector  weakly  s ta t ionary  stochastic process. B y  this we mean  t h a t  
the  sequence of covariance matr ices (m×m)  

rt, ~ = E x t  x'~ = r t -~  (1) 

depends only on the  difference t -  T. I t  is then  well known  tha t  the sequence 
of covariance matr ices rt can be represented as the Fourier-St ie l t jes  coefficients 
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rt= f e'*~dF(;O (1) 

of a matr ix-valued (re×m) non-decreasing funct ion F(2) .  T h e  funct ion F (2 )  is 
said to  be non-decreasing since for any  given m-vector  v 

v" h F (;t) v = v" [F  (2~) - F (21)] v >_ 0, 
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1 Given the matrix A, A" denotes the conjugated transpose of the matrix A. 
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